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Efficient filter for detecting gravitational wave bursts in interferometric detectors
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Typical sources of gravitational wave bursts are supernovae, for which no accurate models exist. This calls
for search methods with high efficiency and robustness to be used in the data analysis of foreseen interfero-
metric detectors. A set of such filters is designed to detect gravitational wave burst signals. We first present
filters based on the linear fit of whitened data to short straight lines in a given time window and combine them
in a nonlinear filter named ALF. We study the performances and efficiencies of these filters, with the help of
a catalogue of simulated supernova signals. The ALF filter is the best performing and most efficient of all
filters. Its performance reaches about 80% of the optimal filter performance designed for the same signals.
Such a filter could be implemented as an online triggedicated to detect bursts of unknown wave fpim
interferometric detectors of gravitational waves.
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[. INTRODUCTION burst detectors on satellites can be crucial to validate the GW
detection[14]. Here again, the details of the wave forms in
Long baseline interferometric detectors of gravitationalthe merging phase are poorly predicted. Finally, concerning
waves(GW) [1-4] will be operational in the coming years. the merging of two black holes, the Binary Black Hole
The preparation for data analysis with these new instrumentSrand Challenge Allianc€l5] intends to compute numeri-
has been underway for a long time for the compact binaryally the wave forms emitted during black hole collision and
inspirals, the most promising source of GW to date, and forcoalescence. Recent results suggest that GW amplitudes
periodic sources as welbee, e.g., Ref5] for a review. On  could also be of the order of a few 1% for a total binary
the other hand, it is important to develop analysis methods tanass around 10 solar masses at 10 Vi&].
search for GW bursts for which no accurate models exist. Sources of GW bursts are then characterized by poor pre-
Typical sources of GW bursts are supernovhsstorically  dictions of the emitted wave forms. At best, we only have
the first cosmic sources of gravitational radiation ever conideas about bandwidths or typical frequencies of the signals.
sidered. Simulations of collapses of isolated massive stars tMatched filtering, as used for the detection of inspiraling
neutron stargtype Il supernovag 6—9| suggest small depar- binaries, is clearly ruled out in this case and robust methods
tures from spherical symmetry. As a consequence, the powdor detecting this kind of source are then required.
radiated away by GW during the few milliseconds of the Some methods have been recently proposed and studied.
collapse remains very low: the typical GW amplitude ex-The “power filter” technique has been introduced by Flana-
pected for such a source located at 10 Mpc does not excegan and Hugue$l7] in the context of binary black hole
10 2?-10 2% This seems to give only hope for detecting mergers, and developed further by Andersaral. [18,19.
supernovae events from inside our Galaxy, given the exThe idea here is to monitor the noise power along the time; it
pected initial sensitivity of the current projects. The collapsecan be shown that this filter is optimal when only signal
of more massive stars to black holes does not seem to praluration and bandwidth are knowi8,19. A similar idea
vide much larger amplitudes of GWLO]. One important (“norm filter” ) has been tested independently by Arnaud
aspect is that these simulations are unable to predict accurag¢ al. [20] to detect supernova GW signals. Time-frequency
wave forms for the signals, as a small change in parameteraethods21] should be also pertinent for detecting unmod-
can completely change the shape of the wave ftsee Ref. elled bursts; because of their computing costs, these methods
[8], for examplé. This situation calls for search methods are more suited to the off-linére-)analysis of candidates
with high efficiency and robustness against wave form variaselected by faster online algorithms. Of course, one can
tions. hardly distinguish between a real burst GW signal and a
Mergers of compact binarigd 1] can also be considered transient burst caused by noise; thus methods devoted to de-
as burst sources with perhaps good chances of detectiotect nonstationarity in the noid@2] are then able to detect
Some recent estimates for the amplitude of GW during thé‘true” signals as well. Conversely, general filters are sensi-
merging of two neutron stars give numbers as high as a fewive to transient noises as well as to bursts signals. If selected
102! for sources located at 10 Mg&2]. The merging of a by on-line triggers, these spurious events can be eliminated if
neutron star and and black hole seems even more efficietiiey are coincident with signals detected in auxiliary sensors
with amplitudes near 10 for sources at 10 MpEl3]. The  sensitive to different kinds of environmental noiismic
predicted amplitudes are just above the noise level of initiahctivity, RF pickup, .. ). Otherwise they can be validated
interferometric detectors, hence a likely detection. Note alsevhen searching for coincidences between candidates from
that these two kinds of merging compact binaries are likelydifferent GW detectorf23]. Furthermore, if an event is seen
to be also strong emitters of gamma-ray bursts and, so, stuih coincidence by, say, the three interferometers of the Laser
ies of coincidences between GW detectors and gamma-rdpterferometric Gravitational Wave ObservatofIGO)
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VIRGO network, then it will be possible to reconstruct the for the output of the VIRGO data. In the following, we nor-
characteristics of the emitted GW sigri@d]. In particular, malize the noise by its standard deviation, so that we are
the reconstruction of the location of the source in the sky willdealing with a Gaussian noise with zero mean and unit stan-
permit us to search for further coincidences with other typeslard deviation.
of detectors(optical telescopes or gamma-ray satellites, for
example, and thus enhance the confidence level of the B. Detecting a nonzero slope in the data
detection. L S .

Our purpose is to develop and test filters for GW burst Let_us d'v'.d? the data set in sliding yme yvmdows whth
detection which are efficient, yet simple and fast enough téamplmgs. Fitting the data(t) to a straight lineat+b, we

be used as on-line triggef20,25,2§. In this paper, we pro- obtain the slopa and the offseb,

pose to study a family of filters based on slope detection (th)—(t)(h)

algorithms, similar to existing contour detection algorithms =7 (2.2
used for image processing, applied here to the simpler one- (=

dimensional case. The basic idea is to detect a nonzero slope b=(h)—a(t), (2.3

in the data stream delivered by interferometric detectors. In a
first step the data are whitened by some suitable procedure

[27-29, so that we assume that the noise is Gaussian an}ﬁe % in the interval of lengthN. Here, t,—i/f, is theith

white. If we fit a finite-length time series containing only . . ;

noise to a straight line, a null slope and a null offset arezﬂinElted_l_tk'geﬁ?rl?érifg:ﬂ;h tﬁzmiﬁletft Vr?(l;:r?];fiztgde dGe;i(s:t;;n

obtained. A nonvanishing slope could then indicate the pres: tpult. . P . X
oise into Gaussian random variables, considered as linear

ence of some signal added to the noise. In the following, w i ith d dard deviati d

will first study as filters for detecting GW bursts, the two ers, _Wlt Z€ro mean an stNan ard deviatiansand o, "
parameters of a linear fit, namely the slajstope detector ' oF @ linear filter such g¥=_2i:1aixi2, theN Sta;‘dard devia-
and the offsetoffset detector These two filters are strongly tion of the filter outputY is given byoy=2i_, i, provided
correlated; it is, however, possible to decorrelate them, anthe X; are normalized Gaussian vanables_. After a s_tralghtfor-
finally combine them in an unique filter using the completeward rearrangement of the above equations, we find

information. Next, we compute the performance of these fil-

here(x)=(1/N)2],x; is defined as the arithmetic mean of

2
ters, following a procedure already described in R&f)], 2= 12f5 (2.4)
and compare them to filters previously tesf@f] and to the a” N(NZ-1)’ '
optimal filter taken as reference. We finally study the effi-
ciency of the filters(fraction of events detected for a given , AN+2
signal over many different noise realizatipns Op= m (2.5
Il. SLOPE DETECTION AND RELATED FILTERS We can finally compute the signal-to-noise rateNR)
_ for each of the two filters, as the filters’ outputs divided by
A. The noise model the filters’ standard deviatiorX,=a/o, andX,=b/ay; we

Throughout the paper, we assume that the noise is Gausgote that the only free parameter for both filters is the length
ian and white with zero mean. The standard deviation of th@f the analysis windowN. In practice, their implementation
noise is then is very simple and fast thanks to trivial recursive relations

between filter outputs for two successive windows.
[Shfo It is interesting to notice that the maximum signal-to-
T= N o 2.9 noise ratio(SNR) X, or X, with respect to the window size
N is in general not obtained when the slaper the offsetb

wheref is the sampling frequency arf}, is the one sided is maximum. This point is illustrated in Figs. 1 and 2, where
spectral density of the noig80]. For numerical examples, we plot the slopes and SNR for a Gaussian burst signal
we take f,=20 kHz (VIRGO sampling rateand VS,=4  exd—(t—tp)%2A%] with A=0.5 ms andy=25 ms(signal
X 10" 2%/Hz, which is about the minimum value of the Maximum at the center of the time scalén Fig. 1, the
foreseen noise spectral density of the VIRGO interferomete@nalysis window size isN=10, while in Fig. 2, it isN
[31]; this choice is correct since the minimum is lying right =100. The slope computed by the fit procedure is much
in the frequency range for expected burst sources of Gwarger in the first case N=10) than in the secondN(
The fact that we choose a Gaussian noise is not essential, bGt100) (factor about 5 Nevertheless, the SNR is highay
simply convenient for the design of the filters. Deviation @ factor of about 5 in this exampléor the N=100 window
from Gaussianity will produce for example an excess in thehan for theN=10 window. This is due to the fact that a
rate of false alarms and it will then be possible to retune thdarger window size allows to average the effect of the noise;
algorithms according to the real noise statistics. In the freindeed, from Eq(2.4), we see that-; scales as N°. Thus,
guency range of interest, above a few 100 Hz, the VIRGCor a Gaussian signal of width, the optimal window size is
noise sensitivity curve is rather flat, although not exactlyfound to be abouN=7A/f,, as seen in Fig. 3. The same is
white. The filtering methods presented here and in ]  observed for the offset detecttto a lesser exteptand for
require a whitening of the noig®7,28, which is foreseen the derived filters described below.
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FIG. 3. SNR X, for a Gaussian burst signal of width
=0.5 ms as a function of the analysis window siteThe maxi-
mum SNR is obtained foN=7A.

FIG. 1. Slopea (uppe) and SNRX, (lower) for a Gaussian
burst signal of widthA=0.5 ms. The analysis window size

=10, i.e., 0.5 ms.
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C. Decaorrelation of the slope and offset detectors

In case of noise alone, the normalized offset and slope
detectorsX, and X, are two highly correlated random vari-
ables. They can be decorrelated by diagonalizing the covar

ance matrix ofX, and Xy :

where a=cov(X,,Xp). The eigenvalues o€ are then 1
* a, corresponding to the eigenvectoXg* X,,. Two new
uncorrelated random variables are introduced:

o Xat X .
21t a) '

5'(i are normalized in such a way that they are standard nor-
mal variables, ifX, and X,, are standard normal variables.

1 « The computation of the covarianeeis easy, yielding
C= , 2.6
(a 1) (2.6)
3/ N+1 o8
g04 F ®) “T 7 N2l2n+1) 28
503 &
02 F
01 g The two new statisticX. can be used as uncorrelated
0F filters for detecting GW bursts, but can also be easily com-
-0.1 F bined into a unique filter.
-0.2 |
-0.3 F
04 Bl T D. The combined filter: ALF
0 5 10 15 20 25 30 35 40 45 . ) . ) )
time (ms) The optimal variable retaining the full information con-
20 F ) tained in the slope and offset filters is
r b
100 - X2+ XE—2aX X
[ 2 2 a b a’”Mb
s L A=X2+ X2 = =2 29
60 |
40 ’ In the absence of signal in the noigeis well approximated
20 F by a xy? with 2 degrees of freedom, as a sum of the square of
0 B ! e o S two uncorrelatedalbeit not independennormal variables.
6 5 10 15 20 2 30 3 tir‘;‘; (ms‘55 The filter based orA is called ALF (alternative linear fit

filter). Again, the only free parameter is the window sise

Note that ALF, although based on a linear (itence the
name, is not a linear filter, contrary to the slope, offset and
X filters.

FIG. 2. Slopea (uppe) and SNRX, (lower) for a Gaussian
burst signal of widthA=0.5 ms. The analysis window size ¢
=100, i.e., 5 ms.
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E. Threshold for detection and false alarms

1. Redefinition of an event

A major problem arises when such filters are imple-
mented, and tested with re@r simulated data. To be opti-
mally efficient and because of the short durations of the sig-5
nals we are interested in, each filter is applied every time ste@ 121 /

Matched Filtering
>
\

(8t=5x10"° s for VIRGO). As a consequence, a same
false alarm is likely to appear for different window sizes, if
different analysis windows are used in parallel, and for con-
secutive windows: this is the multitriggering problem. .
The redefinition of areventsolves this problem. For each I /
window sizeN used in the implementation of the filters, we o8| -
notetg,; andte,q, the time characteristics of each triggered — Average over all signals
event(time series of data points for which SNR7, wherer I

Performance relati

is the detection thresholdOne has to take into account all o8y

the possibilities of overlapping between the different inter-

vals. For instance|ts;arm tenq] (for analysis windowN;) 04 bl ol il el il e il
and[tsiarez»tene] (for analysis windowN,) will describe the 107° 10° 10° 107 10° 1w0° 1wt 10?

Sameeventif, €.g., tstartlgtstartzgtendl and tendlgtendz- False Alarm Rate

Each selected event will be a cluster of points, characterized FiG. 4. Relative performance of ALFsingle windowed as a
by a starting time and an ending time. function of the false alarm rate, averaged over all the signals of the

_ _ catalogue.
2. General discussion

We set a detection threshold by choosing a false alarmerformance shows to be relatively constant for weak false
rate xq. In all the following numerical examples, we con- alarm rates, and begins to increase faonrelevant ex-
sider ko=10"°, corresponding to 72 false alarms per hourtremely high false alarm rates& 10”2 corresponds to sev-
for a 20-kHz sampling frequency. This choice results from aeral thousands of false alarms per Houhis last feature is
compromise between the necessary data reduction after odue to the redefinition of a event, which gives a larger
line processingthe ratio reduced data/raw data should notthreshold reduction for large false alarm rates.
exceed a few percenand the weakness of the GW signals  The false alarm rate chosen in this paper corresponds to a
we are looking for. For instance, it will be shown in the threshold of about=4.89 for a normalized Gaussian vari-
following that, with such a false alarm rate, optimal filtering able(slope and offset detector¥,, andX_) and to a thresh-
of a sample of supernovae signals gives, on average, an uptd of about 27.63 for a two-dimensiongf (ALF). This
per limit for the distances of detection of the order of thesupposes of course an implementation with an unique win-
radius of our galaxy, using realistic simulations for the emit-dow size; if several window sizes are to be used in parallel,
ted waves. A large part of these false alarms will be in printhen the threshold has to increased accordingly to keep the
ciple then discarded, when working afterwards in coinci-same overall false alarm rate. The actual false alarm rate is
dence with other detectors, supposing that the differenthen altered by the redefinition of events that is adopted here.
detectors noises are well uncorrelated. Obviously, this ratads an example, for a single-windowed slope detector, the
should be adjusted in future coincidence experiments by theame detection threshold would correspond to false alarm
maximum allowed rate for accidental coincidences. Oneate x,=10° if the definition of an event is taken into ac-
could have chosen a false alarm rate so that the mean detegunt, and to a false alarm rate roughly equal Y012, if not.
tion distance obtained by matched filtering of realistic super-
novae wave forms corresponds to, e.g., the diameter of the
Milky Way (R=30 kpc) or the distance of the Magellanic
Clouds @=55 kpc). In both cases, however, the number of The real false alarm rate will correspond to the number of
false alarms is too high to be manageatlendreds or thou- streams of data points; in which SNR= 7 (7 is the detec-
sands of false alarms per hour tion thresholgl. The information provided by clustering can

Anyway, the exact choice of the false alarm rate, and thde used in two different ways.
corresponding threshold, is not important in this study, since First, for a given false alarm rate (corresponding to a
we concentrate in the following on thelative performances detection thresholet for ALF), and for a given window size,
of the filters(relative with respect to the optimal filter with one can determine the probabiliy (cluster size=n) for a
the same false alarm raterovided that these performances cluster of size larger thanto occur. A cluster of size larger
do not crucially depend on the false alarm rate. Figure 4hann will then be found with a rat& X P(n). An integermn,
shows the evolution of the relative performar(see below can be found such thatxXP(ng)=«y. As a consequence,
for the accurate definition of performancef the ALF filter  the detection threshold for ALF corresponding tac will be
averaged over a sample of realistic supernovae sigdals lowered. The definition of an event in this case will thus be a
scribed below as a function of the false alarm rate. This cluster of size=n, for which SNR= 7. The results obtained

3. Can we use the clustering information?
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with such a definition are similar to the ones described in theg °° F

next section. OSSN RS NN IS S RN USSR SUNRRNN SRS

The distribution of the number of consecutive triggers for g . ﬁ{
a given threshold can be used in another way. This distribu-5  7© _HJ{{ ll | """""""""""""""""""
tion gives a probability of occurrend®(n) of a given num- - _+ ______ 7 l I N S W Y ALEL
bern of consecutive triggers for the fixed threshaldThen, g J. Offset
each cluster can be labeled with the corresponding probabil S T A ‘Siope
ity, and one can pypriority in the treatment of those events. PSR SN SO WU SO SN SN SN S —
Furthermore, putting a threshold on the quantitgan help o +

to remove some of the false alarms. In this case, one cal ;
hope to discard a substantial part of the events, which with o F- i i
great probability are actually false alarms. Of course, the loss g
of signal this process causes has to be quantified. For higl i
SNR'’s physical signals, using ALF, an average loss as higt °c§ i 1;0 RS0
as 20% is observed for a 50% false alarms removal. The Window Size (nb of points)

price to pay for such a removal is clearly too high.

B R L L T e

FIG. 5. Performance of single-windowing filters slope, offset,
IIl. DETECTION OF SUPERNOVAE and ALF as a function of the window size. The error bars take into
account the finite statistic of the wave forms taken from the cata-
In order to benchmark the filters, we use a catalogue ofogue.
simulated supernova GW signals. Indeed, as we need “ro-
bust” filters with respect to the details of the wave forms, it where we use the relation between the one-sided spectral
seems convenient to average the filters performances overdgnsity of the nois&,, the sampling frequencfy, and the

variety of (physically soungiwave forms. r.m.s of the noiser given by Eq.(2.1). Since the noise is
whitened in the detection bandwidt§, is constant and the
A. The catalogue of signals Parseval’s theorem can be used. The optimal $)E pro-

g portional to(1/d). We can rather define @ear distance of
detection as the distance for which the signal is just detected,
that occurring wherp reaches the thresholel Such mean

S(;ietection distances have to be found by simulativesause

4d) is always larger thanl/d)~1). With 7=4.89, we obtain

As in Refs.[26] and[32], we use as a catalogue the 7
GW signals simulated by Zwerger and Néu [8] which are
available in Ref.[33]. These wave forms result from the
collapse of massive stars into neutron stars within the a
sumption of axial symmetry. The fact that the collapses are™/ ) :
axially symmetric is unimportant for our studies which re- a distance of detection, averaged ovelz Fhesignals of the
quire only a set ofas physically sound as possipleurst  catalogue (here N=78), do=(1/N;)= ™, d{’=26.5 kpc,
signals with a variety of wave forms in order to test thewhere d{ is the optimal distance of detection for tligh
filters’ robustness against the current poor knowledge of thsignal of the catalogue. We note that, with the threshold we
burst wave forms. Each signal corresponds to a particular sétave chosend, is of the order of the diameter of our Gal-
of parameters, mainly the initial distribution of angular mo- axy; a few signalgthose with large initial rotational energy
mentum inside the progenitor star and the rotational energiiave optimal distances of detection larger than 50 kpc, the
in the core. All the signals are computed for a source locatedistance to the Large Magellanic Cloud. The largest distance
at 10 Mpc; we can then re-scale the amplitudes of wavef detection obtained in the sample is about 130 kpc.
forms in order to locate the source at any distance. In the
following, we assume that the incoming wave forms are op- B. Definition of the performance
timally polarized, along the interferometer arms; this as- . . . . -
sumption has no consequence on the relative performances Let us consider theth §|gnal n the Zwerger ar_1d Mler :
of the filters. The detection distances displayed below havgatalogge.(i)lts mean optimal distance of detection, defined
then to be considered as upper limits. Zwerger andidu 2P0ve, isdg”. The mean distance of detection obtained with
distinguish three different types of wave forms. Type | sig-another filter isd® (averaged over noise realizationsve
nals typically present a first pedhssociated to the bounice then define the performance of the filter for this signal as
followed by a ring down. Type Il signals show a fe@-3) d(')/dg). This relative definition is convenient, because of
decreasing peaks, with a time lag between the first two of ahe different “strengths” of the signals in the catalogue. The
least 10 ms. Type IlI signals exhibit no strong peak but fasglobal performancdl of the filter is then defined as the
(~1 kHz) oscillations after the bounce. average of the performances for tNe signals of the cata-

As the wave forms in the catalogue are explicitly known,logue:
optimal filtering can be used as a benchmark. The optimal

Nc i
SNR p, for a GW signalh(t) (e.g., any of the 78 signals in M= i ﬂ 3.2
the catalogue, located at a distarbeis given by N; =1 dg)' '
2_, |ﬁ(f)|2df_ fo Ih(t)[2dt (3.1 Figure 5 shows the performances of the slope and offset
Po= S(f) o2 : ' detectors and of ALF, as a function of the window size. The
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TABLE I. Optimal analysis window sizes and performances. £

The performance is averaged over the 78 signals for all filters, with& 2or

one single window size for all signals. é’ 17.5 _
Filter SD oD ALF 15 —
Optimal window sizglms) 25 15 1.5 12.5 f
Performance 0.65 0.70 0.78 10 f

7.5 7

maximal performances are obtained for small window sizes
(between 20 and 40 bins, that is, 1 ms and 2.rmke slope ;
detector(SD) has a performance greater than 0.6 for window 2.5 |

sizes (\,,) up to 100 bing5 m9. The offset detectofOD) ; | HH—I 0. Hﬂ‘”nnﬁ”‘nﬂﬂ ‘
keeps a performance greater than 0.6 upte7.5 ms while °0o 50 100 150 200 250 300 350

Window Size

the performance of ALF is always greater than 0.6 upNto
=17 ms. For all the window sizes studied here, all the fil- FIG. 6. Distribution of window size§n number of samplings at
ters have performances greater than 0.5.XFpandX_ (not 20 kH2) that give optimal performances for ALF. Short duration
shown in Fig. 3, the maximal performances arH,,,  Wwindows(up to about 100 bins, i.e., 5 mare clearly preferred.
=0.71 andll,,,=0.67. The ALF, which combines the infor-
mations of the slope and offset detectors, is the best perfor
ing for any window sizgsee Table)l

nyvidths optimally located in the intervd0.1, 10 mg. All
filters related to the slope detector excepted ALF have per-
formances from 0.5 up to about 0.7, while ALF reaches a
) ) ) performance greater than 0.8.
C. Window size and detection strategy It has been noticed that with 20 window sizeather than
In fact, each of the signals will be optimally detected with 5) in parallel, all filters related to ALF have performances
a given analysis window sizd; (for signali). The distribu- around 0.8. Indeed, to keep an overall false alarm rate,of
tion of those window sizes for all Zwerger and N (ZM)  for nyingow Window sizes in parallel, the individual false
signals(see Fig. 6 shows different “preferred” regions. If alarm rate to apply for each window size is roughly given by
each signal was detected with its own optimal window sizexq/Nyingow- This quantity is then tuned by simulations, be-
(unrealistic case the overall performance could rise to 0.91 cause each of the filters studied here react in a different way
for ALF. In fact, to stay as unbiased as possible, it is possiblavith respect to the event redefinition. The fact that
to discretise the window size parameter space, allowing, fof13/i"doWs=[[30Windows \yheregs 12 Windows< p20windows
example, 5, 10, or 20 different window sizes used for the(whereL denotes all the linear filters, i.e., all the filters ex-
same filter. The size of windows and their spacing is notcept ALP shows the robustness of ALF with respect to a
crucial for a given number of window, as the performancesvariation of the detection threshold.
of the filters do not depend crucially on these parameters
(within typically 1%). E. Robustness of performances with respect to signal type

Of course, the individual threshold for each of the win- Table Il sh h ‘ f the fil d
dow sizes would have to be higher in order to obtain an able lll shows the mean performances of the filters de-

overall false alarm ratdtaking into account the redefinition scribed above for each O_f the three types of signal in the ZM
of a false alarmequal to 10°, catalogue. Each of the filters are nearly equally performant

with type Il signals, excepX, and ALF which show much

better performance. They all seem to have the same behavior

for type | signals, whereas great differences can be seen in
Table Il shows the performances obtained with multiwin-their performances with type 1l signatfom 0.46 for SD to

dowing slope, offset and ALF filters, usidgvindow size$  0.72 for X_).

={1.5,2.5,5,10,15 njs(with a clear preference for short du-  ALF shows its best performances for type Ill signals

ration windows. (short durations and high frequendieshereas types | are
We recall also the performances of the norm filfsiF)  preferred by SD anX _ , and type Il by OD anX, . Those

and the peak correlatgPC) [20,30. The peak correlator is results give a dispersiofwith respect to signal typeof

implemented with 26(truncated Gaussian templates of about 5% for all filters.

D. Performances of the filters

TABLE II. Performances of the ALF and related filters, each implemented with five windows in parallel.

Filter Optimal NF PC SD oD Xy X_ ALF
Average distancékpc) 26.5 11.5 18.5 11.3 15.2 18.4 13.1 225
Performance (%) 1 0.46 0.73 0.49 0.59 0.66 0.54 0.81
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TABLE lIl. Performance<in percent of the ALF and related filters. Each filter is implemented with five
windows applied in parallel on the different kinds of signals of the ZM catalogue.

Filter SD oD Xy X_ ALF

Type | signal performance 0.53 0.60 0.59 0.57 0.79
Type 1l signal performance 0.47 0.62 0.72 0.54 0.81
Type 1l signal performance 0.41 0.48 0.62 0.45 0.89

Concerning the robustness of the filters, one could argugue. Figure 7 presents the detection efficiency for the dif-
that we have studied the performance of the filters with onlyferent filters, SD, OD, and ALF as a function of the distance
one set of GW signals. It is worth noting that the linear fitto the source, expressed in units of the optimal distance of
filters have been also tested on other “signals” than thoseletection for this particular source, and averaged over all the
given by the Zwerger and Mier catalogue: generic peaks or Signals. That means that each source has been located to a
damped sing32]. This kind of signal could be the signature distancexXdgyiimai, Whered,ima i the mean detection
of typical instrumental artifacts but also of real GW signalsdistance obtained with the matched filtering for tttesignal
such as black hole oscillatiofi34], for example. The perfor- in the catalogue, ande[0,1]. The detection efficiency pre-
mances in this case are similar bettej to the benchmark —Sented here is the mean of the detection efficiencies obtained
above, except in the case of high frequenigyiz) and for each signal in the cataloguX_ (not shown in Fig. ¥
slightly damped signalglong signal, where the perfor- Pehaves like OD at small distances and like SD at larger
mance of ALF, for example, falls down to about 0.3, while it distancesthis is the contrary fox., ).

; ; We can also derive the distanagsfor which each signal
is close to 1. for very short burst§Gaussian peaks and . )
strongly damped sine és well P reaches a efficiency &% (see Table Y. We note that in

spite of performances rather different for all the filters pre-

sented here, their detection efficiencies behave quite simi-

larly. Eventually, all filters have the sanedfective perfor-
Another way to compare the different filters is to computemancellq; defined bydse/dggima, Which is around 0.75.

their efficiency as a function of the distance of the sourceWWe note also that the efficiency of the Wiener filter is around

The efficiency for a given signal located at a given distancé0% for the optimal distance of detectidfd,pima= 1. Fig-

is defined as the number of detections over the total numbét'€ 8 shows the false dismissal ratatio of missed events or

of simulated noise realizations. Again the efficiency is therdnefficiency as a function of the false alarm rate, for signals

calculated by averaging over the signals of the ZM catalocated at 10 and 25 kpc, for a single windowed ALF filter.
At 10 kpc, with realistic false alarm ratdsf the order of

1075-107), the dismissal rate is about 40—50 %. Small dis-

F. Efficiency of the filters

X 188 missal rates can be reached with extremely high false alarm

> 8o N ietiad Eitar rates(greater than 10°). Even if the performances of such a

5 N\ N filter seems to be very high, the detection of sourdesm

£ \\ \ such a catalogyeout of our Galaxy will be clearly difficult.

e o0 N X The last curvelabeleddys) shows the evolution of the false

'% 50 . dismissal rate where each signal of the catalogue has been
2 \ " located to a distance at which, for final Al(five windows,

S 40 Slope the detection efficiency is 95%. This means that in this case,

each source is located at the same fraction of its own optimal
detection distance(hence adifferent distance for each

30 k
\ source.
\ IV. SENSITIVITY OF THE FILTERS

20 \\ TO NONWHITE NOISE

It is likely that the data provided by the interferometric
detectors will be non-Gaussian and nonwhite. On-line filters

Offset

TABLE IV. Average source distances for which the ALF and
related filters reach a 95%0%) efficiency.

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
d / Qo

Filter Optimal SD oD X, X_ ALF

FIG. 7. Detection efficiency of the filters as a function of the
distances of the source. The distances are normalized to the optimasf5
distances of detection for each signal and the efficiency is averagegk,/dpima 0.96 0.72 073 072 073 0.75
over all the signals of the Zwerger and N catalogue.
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(RS TR SO SO DU S 0 1 AP S SR N S FlG 9 False alarms eXCGSS as a functlon Of the amp“tude Of a
low frequency componerthere 0.6 Hz added to white noise. This
ry vy 2 excess is the quantitieffective number of false alarpigllowed
10 10 10 . . .
False Alarm Rate number of false alarms The amplitude is measured relatively to
the standard deviation of the noise. In this figure, the amplitude
FIG. 8. False dismissal rate as a function of false alarm rate fop,,, represents a false alarm excess of 1.1.
all signals located at 10 and 25 kpc. The curve labélgdoncerns

signals located at a distance such that for Akfth five different . )
window sized, ex, r=95% (for ko~ 107°), that is, adifferentdis- formance of about 80%, relative to the matched filter, and

tance for each signal. Dashed lines represent 25, 50, and 75 % falfge detection efficiency for such signals is about 50% at a
dismissal rate. distanced~0.75X dgpima- This is, however, just enough to
detect supernova signals from anywhere in the Galaxy. In-

will process prewhitened data, and this whitening will bedeed, the mean distance of detection averaged over the su-
certainly nonperfect. This is a crucial point to know how pernova signals contained in the Zwerger andlibfucata-
online triggers will behave in such a case. In order to studyogue is about 22.5 kpc, of the order of the diameter of the
this effect, we thus have added to the white Gaussian noisealaxy. This figure has been obtained by assuming an opti-
low frequency components of the typ&,; sin(2#ft). We  mal incidence of th¢” + " polarized) signals along the arms
then compute, as a function of the frequeficthe amplitude  of the interferometric detector, and should be in fact cor-
A0 Which corresponds to an increase of 10% of the numfected for the incidence effect. Averaging over all the pos-
ber of false alarm, for the final multiwindowing ALF filter. ~sible source locations in the sky reduces the signals by at

Forf=0.6 Hz(pendulum mode in VIRGD we find that least 145 (in the isotropic cage This finally results in a
the maximum authorized amplitude is of the order of 2mean distance of detection of about 10 kpc. Clearly, with the
X 102X 0p0ise- FOr other frequencied gy is in the range low expected rate of supernovae in our galdapout three
2X10 2-5X10 2 (X 0peisd UP to 1 kHz. Figure 9 shows per century massive star collapses are not likely to be de-
the evolution of the false alarms excess as a function of théected with the first generation of interferometric detectors,
amplitude of the 0.6-Hz component in imperfectly whitenedunless the asymmetry of the collapse is much larger than
samples of data. A low frequency amplitude about five timegresently expected in current models. Unfortunately, simula-
larger thanA o, for f=0.6 Hz gives ten times more false tions of nonaxisymmetric collapses do not provide GW am-
alarms. This provesif needed that the whitening process Pplitudes much larger than in the axisymmetric chg@]

-3

will be a crucial part of the analysis procedure. It is not impossible, however, that the first generation de-
tectors could be sensitive to binary mergers as far as the
V. CONCLUSIONS VIRGO cluster (especially black hole mergersindeed,

rough estimates of the amplitudes of the GW signals are two

We have designed and tested some filters based on linear three orders of magnitude larger than the ones predicted
fits and aimed at the detection of short bursts of gravitationafor the supernova signals; this gives crudely distances of de-
waves, such as the ones emitted by massive star collapses.téttion that might be as large as 10 Mpc with the present
particular, we have built a nonlinear filter, ALF, from the detectors, LIGO | and VIRGO. Regarding the detection of
slope and offset detectors resulting from the fit procedureGW emitted by a binary system, combining the traditional
These filters match the simplicity and speed requirementmethod of matched filtering for the inspiral phase and a
needed for on line triggers to be easily implemented in inter+‘pulse” detection technique, such as those developed in this
ferometric detectors of gravitational waves. The perfor-paper and in Refd.20,25 and[26], could help to increase
mances of the filters are better than those of the filters studhe final signal to noise ratio and then the confidence in the
ied in Ref.[20] with the same procedure. In particular, the detection of an interesting event. This can be valuable espe-
ALF filter, if implemented with five windows, reaches a per- cially for binary black holes, for which only a few cycles can

042002-8
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span the detector bandwidth, so that the contribution of the Finally, a filter such as ALF seems to satisfy all require-
merging phase to the total signal to noise ratio can be impoments to be implemented as part as on line trigger dedicated
tant (see Ref[35] for an idea of the respective strengths of to detect bursts of unknown wave form in interferometric

the inspiral and merger wave forjns detectors of gravitational waves.
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