
n,
till,

rton

sh,

arthoff,

PHYSICAL REVIEW D, VOLUME 62, 072003
Measurements of charm fragmentation intoDs*
¿ and Ds

¿ in e¿eÀ annihilations
at AsÄ10.5 GeV

R. A. Briere
Carnegie Mellon University, Pittsburgh, Pennsylvania 15213

B. H. Behrens, W. T. Ford, A. Gritsan, H. Krieg, J. Roy, and J. G. Smith
University of Colorado, Boulder, Colorado 80309-0390

J. P. Alexander, R. Baker, C. Bebek, B. E. Berger, K. Berkelman, F. Blanc, V. Boisvert, D. G. Cassel, M. Dickso
P. S. Drell, K. M. Ecklund, R. Ehrlich, A. D. Foland, P. Gaidarev, L. Gibbons, B. Gittelman, S. W. Gray, D. L. Har

B. K. Heltsley, P. I. Hopman, C. D. Jones, D. L. Kreinick, T. Lee, Y. Liu, T. O. Meyer, N. B. Mistry, C. R. Ng,
E. Nordberg, J. R. Patterson, D. Peterson, D. Riley, J. G. Thayer, P. G. Thies, B. Valant-Spaight, and A. Warbu

Cornell University, Ithaca, New York 14853

P. Avery, M. Lohner, C. Prescott, A. I. Rubiera, J. Yelton, and J. Zheng
University of Florida, Gainesville, Florida 32611

G. Brandenburg, A. Ershov, Y. S. Gao, D. Y.-J. Kim, and R. Wilson
Harvard University, Cambridge, Massachusetts 02138

T. E. Browder, Y. Li, J. L. Rodriguez, and H. Yamamoto
University of Hawaii at Manoa, Honolulu, Hawaii 96822

T. Bergfeld, B. I. Eisenstein, J. Ernst, G. E. Gladding, G. D. Gollin, R. M. Hans, E. Johnson, I. Karliner, M. A. Mar
M. Palmer, C. Plager, C. Sedlack, M. Selen, J. J. Thaler, and J. Williams

University of Illinois, Urbana-Champaign, Illinois 61801

K. W. Edwards
Carleton University, Ottawa, Ontario, Canada K1S 5B6

and the Institute of Particle Physics, Canada

R. Janicek and P. M. Patel
McGill University, Montréal, Québec, Canada H3A 2T8
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A study of charm fragmentation intoDs*
1 andDs

1 in e1e2 annihilations atAs510.5 GeV is presented.
This study using 4.7260.05 fb21 of CLEO II data reports measurements of the cross sectionss(Ds*

1) and
s(Ds

1) in momentum regions abovex50.44, wherex is the Ds momentum divided by the maximum kine-
matically allowedDs momentum. TheDs vector to vector plus pseudoscalar production ratio is measured to be
PV(x(Ds

1).0.44)50.4460.04.

PACS number~s!: 13.65.1i, 13.60.Le, 13.87.Fh
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I. INTRODUCTION

The production cross sections ofqq̄ pairs ine1e2 anni-
hilations can be calculated using QCD, but the process
fragmentation whereby hadrons are formed is n
perturbative and phenomenological models are used to
scribe it. Two properties of hadron production that can
experimentally measured are the hadron momentum distr
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tion and the relative population of available spin states.
Measurements of primary hadron fragmentation can

challenging due to cascades from higher order resona
that can be indistinguishable from the primary hadrons. T
study ofDs

1 andDs*
1 fragmentation ine1e2 annihilations

at As510.5 GeV benefits from the fact thatL51 charm
mesons have not been observed to decay to eitherDs

1 or
Ds*

1 @1# and the influence ofB events is kinematically elimi-
nated forx(Ds).0.4, wherex is theDs momentum divided
by the maximum kinematically allowedDs momentum. The
Ds system is thus particularly well suited for the measu
ment of the vector to pseudoscalar production ratio.

The vector to pseudoscalar production ratio is usually
scribed using the variable

PV5
V

V1P
, ~1!

n-

n,
3-2
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whereP andV represent, respectively, the number of pse
doscalar and vector mesons directly produced through a
ticular production mechanism, e.g.e1e2 annihilations.
Counting the number of spin states available to anL50
meson leads to the expectation thatPV50.75. This spin
counting model has been shown to be useful for describ
theD* 1 spin alignment@2#, but most measured values ofPV
have been significantly lower than 0.75 for charm meso
Other models based upon the mass difference between
vector and pseudoscalar states predict values ofPV that are
less than 0.75@3#, but more precise measurements are nee
to better determine any relationship betweenPV and the
mass difference.

II. DETECTOR AND EVENT SELECTION

The data in this analysis were collected frome1e2 colli-
sions at the Cornell Electron Storage Ring~CESR! by the
CLEO II detector. The CLEO II detector is a general purpo
charged and neutral particle spectrometer described in d
elsewhere@4#. The data set used in this analysis conta
3.1160.03 fb21 of data collected at theY(4S) resonance
and 1.6160.02 fb21 of data collected below theBB̄ thresh-
old @about 60 MeV below theY(4S) resonance#, for an ap-
proximate total of 53106 cc̄ events.

In this analysis,Ds*
1 mesons are reconstructed via t

decayDs*
1→Ds

1g andDs
1 mesons are reconstructed via t

decay chain Ds
1→fp1 with f→K1K2 ~inclusion of

charge conjugate modes is implied throughout this pape!.
All charged tracks used in this analysis are required

have an origin close to thee1e2 interaction region and mus
be well reconstructed. When drift chamber particle ident
cation information is available, the specific ionizatio
dE/dx, must be within two standard deviations of the e
pected value for candidate kaon tracks and within three s
dard deviations of the expected value for candidate p
tracks.

Showers in the crystal calorimeter are considered as p
ton candidates if they have a minimum energy of 100 Me
are within either the barrel~ucosusu,0.71, whereus is the
angle between the shower and thee1 beam direction! or
endcap (0.85,ucosusu,0.95) regions, have an energy dep
sition consistent with that expected for a photon, and do
include any crystals near a projected charged track.

Candidatef mesons are reconstructed using all approp
ately signed combinations of candidate kaon tracks in
event. The invariant massM (KK) is required to be within
8.4 MeV/c2 ~approximately 2 standard deviations! of the
known f mass@1#. CandidateDs

1 mesons are reconstructe
using all combinations off candidates and candidate pio
tracks in an event. CandidateDs*

1 mesons are reconstructe
using candidate photons, andfp combinations with invari-
ant massM (KKp) within 20 MeV/c2 ~approximately 2.5–3
standard deviations! of the knownDs

1 mass.
Because thef must be polarized in the helicity-zero sta

in a Ds→fp decay, the decay of thef has an angular
distribution proportional to cos2a, wherea is the angle be-
tween theK1 and Ds

1 momentum vectors in thef rest
07200
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frame. Since the background angular distribution is flat,
signal to background ratio is improved by requiringucosau
.0.35. The signal to background ratio is further enhanced
requiring that cosup>20.8, whereup is the angle of thep
momentum vector in theDs

1 rest frame relative to theDs
1

momentum vector in the laboratory frame; the signal dis
bution is flat in this variable while background events peak
cosup521.0. Because of the minimum energy restricti
for photon candidates, signal photons traveling in a direct
opposite to theDs*

1 direction in the laboratory frame ar
excluded from the candidate sample. By requiring cosug.
20.8, whereug is defined as the angle of the photon m
mentum vector in theDs*

1 rest frame relative to theDs*
1

momentum vector in the laboratory frame, additional ba
groundDs*

1 candidates are suppressed.
Low momentumDs

1 candidates are difficult to analyz
because of the large amount of background from comb
torics as well asB decays. The analysis is therefore restrict
to x(Ds

1).0.44 where

x~Ds
1![

p~Ds
1!

pmax~Ds
1!

~2!

and

pmax~Ds
1!5AEbeam

2 2mD
s
1

2
. ~3!

For Ds*
1 candidates, thex(Ds

1) requirement is replaced b
x(Ds*

1).0.5 where

x~Ds*
1![

p~Ds*
1!

pmax~Ds*
1!

~4!

and

pmax~Ds*
1!5AS Ebeam2

mD
s*

1
2

2mD
s
1

2

4Ebeam
D 2

2mD
s
1

2
. ~5!

In principle, B→Ds
1p can result inx(Ds

1);0.5. However,
such decays areb→u transitions and thus heavily sup
pressed, so they are expected to be a negligible sourc
background.

Based on the assumption that all observedDs*
1 are pri-

mary, theDs*
1 momentum spectrum is simply studied b

measuring theDs*
1 yield in eight equal sized bins o

x(Ds*
1) over the range 0.5,x(Ds*

1),0.98. However, the
observedDs

1 can be primary orDs*
1 daughters. In order to

study the momentum distribution of primaryDs
1 mesons, it

is necessary to subtract out theDs*
1 contribution to theDs

1

yields. Since allDs*
1 are assumed to decay toDs

1 , theDs
1

yields from Ds*
1 decays can be accounted for by simp

measuring theDs*
1 yields as above, but in bins of the var

able x(Ds
1) rather thanx(Ds*

1). After the Ds*
1 yields are

corrected for efficiency and the branching ratioB(Ds*
1

3-3
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→Ds
1g), they are subtracted from the efficiency correct

Ds
1 yield in eachx(Ds

1) bin to calculate the primaryDs
1

yield.

III. FITTING

The Ds*
1 yields are projected ontoDM5M (KKpg)

2M (KKp) for Ds*
1 candidates and theDs

1 yields are pro-
jected ontoM (KKp) for Ds

1 candidates. Figures 1 and
show these distributions forx(Ds*

1).0.5 and x(Ds
1)

.0.44, respectively, in the data sample and two independ
Monte Carlo samples. The Monte Carlo events were ge
ated using the LundJETSET7.3 @5# program combined with a
GEANT-based CLEO II detector simulation. One Monte Ca
sample includes signal as well as background events, w
the other sample only includes events that contain aDs*

1 or
Ds

1 decaying through the modes specified above.
The DM distributions in data and the ‘‘signal’’ Monte

Carlo sample are simultaneously fit to the sum of an as
metric Gaussian for the signal and separate quadratic p
nomials for the background in each distribution. An asy
metric Gaussian is used because of the larger tail on
lower side of the peak that is attributable to energy leak
in the calorimeter. The fits to data used to determine
Ds*

1 yields in the selected regions ofx(Ds*
1) and x(Ds

1)
are shown in Figs. 3 and 4.

The M (KKp) distributions in data and the ‘‘signal’
Monte Carlo sample are simultaneously fit to the sum o
double Gaussian with common mean for theDs

1 signal, a
Gaussian for theD1 signal, two straight lines joined by
quadratic polynomial for the combinatoric background

FIG. 1. TheDM5M (KKpg)2M (KKp) distributions for can-
didateDs*

1 events withx(Ds*
1).0.5 in ~a! the data sample,~b! the

Monte Carlo sample used to estimate efficiencies, and~c! the ‘‘sig-
nal’’ Monte Carlo sample used in the fitting procedure.
07200
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data, and a straight line for the small amount of backgrou
in the Monte Carlo sample. The fits to data used to determ
the Ds

1 yields in the selected regions ofx(Ds
1) are shown

in Fig. 5.

FIG. 2. The M (KKp) distributions for candidateDs
1 events

with x(Ds
1).0.44 in ~a! the data sample,~b! the Monte Carlo

sample used to estimate efficiencies, and~c! the ‘‘signal’’ Monte
Carlo sample used in the fitting procedure.

FIG. 3. Fits to theDM5M (KKpg)2M (KKp) distributions
for candidateDs*

1 events that are used to determine theDs*
1 yields

in the eightx(Ds*
1) ranges~a! 0.50–0.56,~b! 0.56–0.62,~c! 0.62–

0.68, ~d! 0.68–0.74,~e! 0.74–0.80,~f! 0.80–0.86,~g! 0.86–0.92,
and ~h! 0.92–0.98.
3-4
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IV. EFFICIENCIES

TheDs
1 andDs*

1 detection efficiencies are estimated u
ing the Monte Carlo sample that contains signal as wel
background events. TheDs*

1 efficiency values in the

FIG. 4. Fits to theDM5M (KKpg)2M (KKp) distributions
for candidateDs*

1 events that are used to determine theDs*
1 yields

in the tenx(Ds
1) ranges~a! 0.44–0.50,~b! 0.50–0.56,~c! 0.56–

0.62, ~d! 0.62–0.68,~e! 0.68–0.74,~f! 0.74–0.80,~g! 0.80–0.86,
~h! 0.86–0.92,~i! 0.92–0.98, and~j! 0.92–1.00.

FIG. 5. Fits to theM (KKp) distributions for candidateDs
1

events that are used to determine theDs
1 yields in the tenx(Ds

1)
ranges~a! 0.44–0.50,~b! 0.50–0.56,~c! 0.56–0.62,~d! 0.62–0.68,
~e! 0.68–0.74,~f! 0.74–0.80,~g! 0.80–0.86,~h! 0.86–0.92,~i!
0.92–0.98, and~j! 0.92–1.00.
07200
-
s

x(Ds*
1) regions are listed in Table I, while theDs

1 andDs*
1

efficiencies in thex(Ds
1) regions are listed in Table II.

For the Ds*
1 production study, the efficiency for eac

x(Ds*
1) bin is measured using the fitting procedure d

scribed above. The binned raw efficiency values within
range 0.50,x(Ds*

1),0.98 are fit with a straight line to pro
vide a smoothly varying efficiency as a function ofx(Ds*

1).
The smoothed efficiency value at the center of eachx(Ds*

1)
region is used to calculate the efficiency correctedDs*

1 yield
and cross section.

For theDs
1 fragmentation study, theDs

1 and Ds*
1 effi-

ciencies are measured in eachx(Ds
1) bin using the fitting

procedures described above. The binned rawDs
1 efficiencies

within the range 0.44,x(Ds
1),0.98 are fit with a straight

line and the smoothed efficiency values are used to calcu
the efficiency correctedDs

1 yields. The binned rawDs*
1

efficiencies with 0.44,x(Ds
1),0.86 are fit with a straight

line, but the efficiencies in the regionx(Ds
1).0.86 are ex-

TABLE I. Ds*
1 detection efficiencies in the specified regions

x(Ds*
1), where the efficiency has been smoothed using a fit to

raw efficiency spectrum with a straight line. The values that are
parentheses are used only for the calculation of the totalDs*

1 yield
and cross section forx(Ds*

1).0.5.

x(Ds*
1) region Ds*

1 efficiency

0.50–0.56 0.17260.008
0.56–0.62 0.17560.006
0.62–0.68 0.17860.005
0.68–0.74 0.18160.004
0.74–0.80 0.18460.004
0.80–0.86 0.18760.005
0.86–0.92 0.19060.006
0.92–0.98 0.19360.008

~0.92–1.00! (0.19460.008)

TABLE II. Ds
1 andDs*

1 detection efficiencies in the specifie
regions ofx(Ds) where the efficiency has been smoothed using a
to the raw efficiency spectrum with a straight line. The values t
are in parentheses are used for the calculation ofPV(Ds). TheDs*

1

efficiency values withx(Ds
1).0.86 are excluded from the smooth

ing process because they are not expected to be modeled b
same function used forx(Ds

1),0.86.

x(Ds
1) region Ds

1 efficiency Ds*
1 efficiency

0.44–0.50 0.36660.010 0.18060.009
0.50–0.56 0.36960.008 0.17960.007
0.56–0.62 0.37360.007 0.17860.006
0.62–0.68 0.37660.005 0.17760.005
0.68–0.74 0.37960.005 0.17660.004
0.74–0.80 0.38260.005 0.17560.005
0.80–0.86 0.38660.007 0.17460.006
0.86–0.92 0.38960.008 0.14060.027
0.92–0.98 0.39260.010 0.24860.107

~0.92–1.00! (0.39360.011) (0.24860.106)
3-5
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cluded from the fit because of expected efficiency loss du
the larger proportion of photons in that region with energ
less than 100 MeV. The smoothed efficiency values are u
to calculate the efficiency correctedDs*

1 yields for x(Ds
1)

,0.86, while the raw efficiency values are used forx(Ds
1)

.0.86.

V. RESULTS

TheDs*
1 yields, efficiency corrected yields and cross se

tions in the eightx(Ds*
1) regions are all listed in Table III

These same quantities forDs
1 and Ds*

1 in the ninex(Ds
1)

regions are listed in Tables IV and V, respectively. The c
culated primaryDs

1 yields and cross sections are presen
in Table VI.

By summing the efficiency correctedDs*
1 and primary

Ds
1 yields listed in Tables III and VI, respectively, Eq.~1!

could be used to calculatePV for x(Ds
(* )1).0.5. However,

the uncertainties in theDs*
1 yields are essentially counte

twice due to the subtraction used to calculate the primaryDs
1

yields.PV can instead be calculated in a way that avoids t
subtraction. Since all observedDs*

1 mesons are assumed
be primary, all observedDs

1 mesons are assumed to be eith
primary or Ds*

1 daughters, and allDs*
1 are expected to

decay to aDs
1 , Eq. ~1! can be rewritten as

PV5
T~Ds*

1!

T~Ds
1!

, ~6!

whereT(M ) is the total number ofM mesons in the CLEO II
data sample. In terms of the quantities measured using
decay modes chosen for this analysis,

TABLE III. Ds*
1 yields, efficiency corrected yields and cro

sections in the specified regions ofx(Ds*
1), where B[B(Ds*

1

→Ds
1g)B(Ds

1→fp1)B(f→K1K2). The uncertainty in the effi-
ciency corrected yields and cross sections includes both statis
and systematic errors. When two errors are presented, the fir
statistical while the second is systematic.

Efficiency
x(Ds*

1) Measured corrected
region Ds*

1 yield Ds*
1 yield B•s(Ds*

1) (pb)

0.50–0.56 84618 4886116 0.1060.02
0.56–0.62 159619 9116138 0.1960.03
0.62–0.68 173619 9726137 0.2160.03
0.68–0.74 183617 10146131 0.2160.03
0.74–0.80 202617 10956135 0.2360.03
0.80–0.86 172616 9186117 0.1960.02
0.86–0.92 148613 7786100 0.1660.02
0.92–0.98 84610 434665 0.0960.01

~0.92–1.00! (99611) (511674) (0.1160.02)

0.50–1.00 1219647 668762606497 1.4260.0660.11
07200
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PV5
n~Ds*

1!

n~Ds
1!B~Ds*

1→Ds
1g!

, ~7!

wheren(M ) is the efficiency corrected yield ofM mesons in
a particularx(Ds

1) region. Using this method,PV(x(Ds
1)

.0.44)B(Ds*
1→Ds

1g)50.4260.02. Using the value
B(Ds*

1→Ds
1g)5(94.262.5)% @6# leads to PV„x(Ds)

.0.44…50.4460.02(stat)60.01(br).

al
is

TABLE IV. Ds
1 yields and cross sections in the specified

gions ofx(Ds
1), whereB[B(Ds

1→fp1)B(f→K1K2). TheDs
1

yields are efficiency corrected using smoothed efficiency valu
The uncertainty in the efficiency corrected yields and cross sect
includes both statistical and systematic errors. When two errors
presented, the first is statistical while the second is systematic.

Measured Efficiency corrected
x(Ds

1) region Ds
1 yield Ds

1 yield B•s(Ds
1) (pb)

0.44–0.50 546643 14916140 0.3260.03
0.50–0.56 663640 17956139 0.3860.03
0.56–0.62 933640 25046160 0.5360.03
0.62–0.68 1019638 27126160 0.5760.03
0.68–0.74 1080640 28476166 0.6060.04
0.74–0.80 925636 24186145 0.5160.03
0.80–0.86 759631 19686122 0.4260.03
0.86–0.92 404624 1038679 0.2260.02
0.92–0.98 170614 433642 0.0960.01
~0.92–1.00! (187617) (476650) (0.1060.01)

0.44–1.00 65166106 1725062816528 3.6560.0660.11

TABLE V. Ds*
1 yields and cross sections in the specified

gions ofx(Ds
1), whereB[B(Ds

1→fp1)B(f→K1K2). The first
sevenDs*

1 yields are efficiency corrected using the smoothed e
ciency values while the efficiencies forx(Ds

1).0.86 are corrected
using the raw efficiency values. The uncertainty in the efficien
corrected yields and cross sections includes both statistical and
tematic errors. When two errors are presented the first is statis
while the second systematic.

Measured Efficiency corrected
x(Ds

1) region Ds*
1 yield Ds*

1 yield B•s(Ds*
1) (pb)

0.44–0.50 104621 5776129 0.1360.03
0.50–0.56 145619 8086133 0.1860.03
0.56–0.62 200620 11226152 0.2560.03
0.62–0.68 181618 10206138 0.2360.03
0.68–0.74 208618 11806148 0.2760.03
0.74–0.80 182616 10406133 0.2360.03
0.80–0.86 149614 8526113 0.1960.03
0.86–0.92 7069 5016202 0.1160.05
0.92–0.98 1665 63639 0.0160.01
~0.92–1.00! (1565) (60637) (0.0160.01)

0.44–1.00 1253649 716062796550 1.6160.0660.11
3-6
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VI. SYSTEMATIC UNCERTAINTY

The systematic error for the totalDs
1 andDs*

1 yields is
determined by varying the selection and fitting procedure
described below and taking the variance in the total yield
the estimate of the error. The variance is also determined
a bin-by-bin basis and the average percentage variance i
individual bins is taken as the estimated systematic un
tainty for all bins. The uncertainties in theDs*

1 yields for the
range 0.86,x(Ds

1),1.0 are averaged separately since tho
values are not smoothed and the errors are quite large d
the limited number ofDs*

1 events in that region. Systemat
uncertainties on the various yields are listed in Tables
and VIII.

The acceptance angles for showers implicitly alter the
ceptance of tracks since there is a high degree of correla
between the flight directions of theDs

1 and the photon in the
detector. There is also a correlation between the photon
ergy and the decay angle of theDs*

1 . Varying the shower
acceptance angles toucosusu,0.5 changes the totalDs*

1

yields and the bin-by-bin yields by approximately 6%, wh
changing the minimum shower energy to either 90 MeV
110 MeV changes the totalDs*

1 yield by approximately 2%
and the bin-by-bin yields by approximately 3%. A 3% ove
all systematic uncertainty in photon reconstruction has b
estimated by comparing the world average value ofB(h
→gg)/B(h→3p0) @1# with relative yields ofh→gg and

TABLE VI. Calculated primaryDs
1 yields and cross sections i

the specified regions ofx(Ds
1). The cross section is presented

B•s whereB[B(Ds
1→fp1)B(f→K1K2). The errors in each

x(Ds
1) bin include both statistical and systematic uncertainti

When two errors are presented, the first is statistical while the
ond is systematic.

x(Ds
1) region PrimaryDs

1 yield PrimaryB•s(Ds
1) (pb)

0.44–0.50 8786197 0.1960.04
0.50–0.56 9376200 0.2060.04
0.56–0.62 13136230 0.2860.05
0.62–0.68 16306219 0.3560.05
0.68–0.74 15946231 0.3460.05
0.74–0.80 13156204 0.2860.04
0.80–0.86 10636173 0.2360.04
0.86–0.92 5066229 0.1160.05
0.92–0.98 370657 0.0860.01
~0.92–1.00! (417664) (0.0960.01)

0.44–1.00 965264086760 2.0560.0960.16
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h→3p0 in data and Monte Carlo.
Additional uncertainty exists because of differences in

variant mass distributions between data and Monte Carlo
possible inadequacies of the fitting functions used to de
mine the yields. This uncertainty is estimated by altering
fitting shapes used to obtain theDs

1 andDs*
1 yields. Vary-

ing the fitting technique for theM (KKp) projections by e.g.
using a Gaussian for theDs

1 signal peak, a double Gaussia
with common mean for theD1 signal peak, or a quadrati
polynomial for the background alters the totalDs

1 yield by
approximately 3% and the bin-by-bin yields by approx
mately 4%. Using a single Gaussian or double bifurca
Gaussian with a common mean for the peak in theDM dis-
tribution alters the totalDs*

1 yield by approximately 2% and
the bin-by-bin yields by approximately 3%.

There is also an uncertainty related to the requirement
M (KKp) be within 20 MeV/c2 of its nominal value. Wid-
ening this requirement to 25 MeV/c2 and narrowing it to 15
MeV/c2 has resulted in an approximate 2% error in the to
Ds*

1 yield and an approximate 4% error in the bin-by-b
yields.

The uncertainties in the efficiency values shown in Tab
I and II vary for each region ofx(Ds

1) andx(Ds*
1) due to

limited Monte Carlo statistics and the smoothing proce
For instance, the errors in the smoothed efficiency val
near the limits of thex region studied are higher than those
the middle of the region due to the uncertainty in the slope
the function used in the smoothing process. The errors in
efficiency contribute to the systematic uncertainty on a b
by-bin basis and the percentage errors are added in qua
ture for the determination of the percentage error for the to
yields.

All of the individual systematic uncertainties associat
with a given yield are added together in quadrature with
percentage error in the efficiency to determine the total s
tematic uncertainty in theDs

1 and Ds*
1 yields. These sys-

tematic uncertainties are already included in the errors
the yields in Tables III, IV, V and VI. After including
the total systematic uncertainty,PV(x(Ds

1).0.44)50.44
60.02(stat)60.03(syst)60.01(br).

VII. DISCUSSION OF RESULTS

The momentum distributions of hadrons created in
fragmentation process are commonly modeled with either
symmetric fragmentation function of Anderssonet al. @7# or
the fragmentation function of Petersonet al. @8#. Both of
these functions depend uponz5(Eh1pi)/(E1p), whereEh
is the energy of the hadron,pi is the hadron momentum

.
c-
he
TABLE VII. Percent variance in total~bin-by-bin! Ds
1 yields compared to the nominal yields due to t

listed sources of systematic error.

Variation Percent variance

Ds
1 peak inM (KKp) fit with Gaussian 2%~3%!

D1 peak inM (KKp) fit with double Gaussian 1%~1%!

Ds
1 background fit with quadratic polynomial 2%~3%!
3-7
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TABLE VIII. Percent variance in total~bin-by-bin! Ds*
1 yields compared to the nominal yields due to t

listed sources of systematic error.

Variation Percent variance

15 MeV/c2 wide M (KKp) signal region 1%~3%!

25 MeV/c2 wide M (KKp) signal region 1%~2%!

DM peak fit with Gaussian 1%~1%!

DM peak fit with double bifurcated Gaussian 2%~3%!

cosus,0.6 6%~6%!

E(g).90,110 MeV 2%~3%!

Uncertainty ing efficiency fromB(h→gg)/B(h→3p0) study 3%~3%!
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parallel top, the momentum of the primary quark from th
production process, andE is the energy of the primary quark

The function of Anderssonet al. is based on a tunneling
mechanism in the string fragmentation model and requ
that the iterative procedure of breaking the string for
creation ofqq̄ pairs be symmetric with respect to which en
of the string the process begins. The function of Anders
et al. for a given primary quark flavor is written

f ~z!}z21~12z!a exp~2bm'
2 /z!, ~8!

wherea and b are free parameters,m'5AmH
2 1p'

2 , mH is
the hadron mass andp' is the hadron momentum perpe
dicular top.

The function of Petersonet al. is based on simple quan
tum mechanical arguments applied to the independent f
mentation of a heavy primary quarkQ. It results in a hard
momentum distribution similar to what is observed in hea
quark hadronization and is written

f ~z!}
1

z@12~1/z!2eP /~12z!#2
, ~9!

where eP;mq'
2 /mQ'

2 , the square of the ratio of light an
heavy quark transverse masses.

To properly compare fragmentation models with data i
necessary to use the above functions in a full Monte Ca
simulation that incorporates photon radiation, gluon radiat
and other effects. To facilitate comparison with other expe
mental results,x is used as an approximation ofz and a
binnedx2 fit to the data is performed using these two fun
tions as shown in Figs. 6 and 7. Since the parametersb and
m' only appear in Eq.~8! as a product, the constraintb51
has been used for the fit, thereby changing the interpreta
of the value ofm' . The numerical results from the fits ar
listed in Table IX. The normalizations of these fits are n
used to calculate a value ofPV due to differences betweenx
and z that are non-negligible in the lowDs momentum re-
gime.

The fragmentation spectra for charm mesons has b
studied previously by the CLEO Collaboration@9# and input
parameters for the model of Anderssonet al. were deter-
mined using measured fragmentation distributions forD* 1,
D0, D1, Ds and Lc . A comparison of the data presente
here with a Monte Carlo distribution using the paramet
07200
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s
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determined in that study,a50.60 andb50.52, is shown in
Fig. 8. The use of these values as input parameters for ch
fragmentation intoDs mesons clearly results in a momentu
distribution that is too soft, which is not surprising sinc
P-wave charm meson decays toD* 1, D0 andD1 were not
excluded in the prior study.

High levels of combinatoric background at low values
x(Ds

1) prohibit a good measurement ofPV for the full range
of allowedDs

1 momenta. Based on Monte Carlo simulatio
and the data presented, approximately 75–85 % of allDs*

1

andDs
1 are expected to havex(Ds

1).0.44 and the value of
PV presented here is not expected to differ much fromPV
~all x).

It is possible to make a model-dependent extrapolation
PV ~all x) using

PV~x.0!5
1

11S 1

PV~x.0.44!
21D QV

QP

, ~10!

FIG. 6. B•s(Ds*
1) spectrum fit with the fragmentation func

tions of Anderssonet al. and Petersonet al., where B[B(Ds*
1

→Ds
1g)B(Ds

1→fp1)B(f→K1K2).
3-8
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whereQV is the percentage ofDs*
1 that decay to aDs

1 with
x(Ds

1).0.44 andQP is the percentage of primaryDs
1 that

havex(Ds
1).0.44. Since only about one-fifth of either frag

mentation spectra lies belowx(Ds
1)50.44, and because bot

distributions smoothly approach zero asx(Ds
1)→0, the ratio

QV /QP is expected to be close to unity and to only depe
weakly upon the chosen fragmentation parameters.

Using the model of Anderssonet al. with the parameters
a50.60 and b50.52 results inQV50.773, QP50.795,
QV /QP50.972, and from Eq.~10!, PV„all x(Ds

1)…50.45
60.05. Changing the input parameters to provide a ha
spectrum has a very small effect onQV /QP . A distribution
created witha50.4 and b50.9, for example, provides a
much improved representation of the data and results inQV

50.860, QP50.875, QV /QP50.983 andPV„all x(Ds
1)…

50.4560.05. This clearly shows that the dependence of
PV extrapolation on the choice of fragmentation parame
is indeed weak.

Based on the results of varying the input parameters
the two models, a systematic uncertainty of 3% is estima

FIG. 7. PrimaryB•s(Ds
1) spectrum fit with the fragmentation

functions of Anderssonet al. and Petersonet al., whereB[B(Ds
1

→fp1)B(f→K1K2).

TABLE IX. Results of fits to theDs*
1 and Ds

1 spectra in
x(Ds*

1) andx(Ds
1), respectively, with the analytical fragmentatio

functions of Anderssonet al. and Petersonet al.,where the param-
eterb in the function of Anderssonet al. is set to 1.

Fit results x2/NDF

Anderssonet al.
Ds*

1 : a50.960.2, m'51.760.1 1.9/5
Ds

1 : a51.160.2, m'51.560.1 3.2/6
Petersonet al.
Ds*

1 : eP50.05660.008 20.5/6
Ds

1 : eP50.1060.02 17.4/7
07200
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for the model-dependent extrapolation, resulting in a fi
extrapolated value ofPV„all x(Ds

1)…50.4560.05, which is
significantly different than the expected result based on s
counting.

Other measurements ofPV for charm and bottom meson
have been presented@10–14#, but it is difficult to make direct
comparisons between those results and the one prese
here because of differences in methodology and center
mass energies in the other analyses. Nonetheless, mea
ments ofPV(B) are generally close to the spin-counting e
pectation while measurements ofPV(D) are well below that
value as shown in Table X.

VIII. CONCLUSION

In summary, studies ofDs*
1 and Ds

1 fragmentation in
e1e2 annihilations atAs510.5 GeV have been presente
PV„x(Ds).0.44… has been measured to be 0.4460.02(stat)
60.03(syst)60.01(br). When extrapolated to the enti
available momentum region this measurement deviates

FIG. 8. B•s(Ds*
1) andB•s(Ds

1) for primary Ds compared to
the Monte Carlo production spectrum using the fragmentation fu
tion of Anderssonet al. with parametersa50.60 andb50.52 @9#,
whereB[B(Ds

1→fp1)B(f→K1K2).

TABLE X. Results of previous measurements ofPV for heavy
quark mesons at other experiments. All of these measurements
data samples collected atZ0 resonance.

Collaboration Result

ALEPH @10# PV(Ds)50.6060.19
ALEPH @10# PV(D)50.6060.05
OPAL @11# PV(D)50.5760.06
SLD @12# PV(D)50.5760.07
L3 @13# PV(B)50.7660.10
OPAL @14# PV(B)50.7660.09
3-9
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nificantly from PV50.75, the expected result based
simple spin counting.
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