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We report the branching ratios of the,(13P,) and y.(13P,) charmonium resonances to two photons
using event samples collected by Fermilab experiment E835 in the reaﬁﬁens(cz(la’Pz)[Xco(lSPo)]. Our
result for they., is B(xe— vy)=(1.35+0.25+ 0.12)x 10~ *. We set a 95% upper limit for the,, branching
ratio B(xco— v7y) at 2.09< 10 4.

PACS numbds): 14.40.Gx, 13.40.Hq, 13.75.Cs

[. INTRODUCTION the uncertainty in the mean center-of-mass energy for these

] o ) data is estimated to be 0.2 MeV. Thecc resonance pa-
One of the first applications of perturbative QUBQCD  yameters are determined precisely by measuring the excita-
[1] was the analysis of the electromagnetic decays of heavjon curve obtained by stepping the energy of the antiproton

quark-antiquark systems, where the annihilation of the heavieam across the resonance. Advantages of this technique are
quark and antiquark was assumed to be a short-distance pro- — . — I
t allcc states can be produced directlygp annihilations

cess that, because of asymptotic freedom, can be comput - 4 o
in perturbation theory. Recent work in PQCD has focused ofand that the precision of the mass and width determination of

these processes because of their relative simplicity and b&€se states does not depend on the resolution of the detector
cause they are among the few phenomena for which usef@ystem but is determlned only by event statistics and the
predictions can be mad@—-6]. The study of these decays knowledge of the antiproton beam energy and energy spread.
provides an important test of QCD as well as a means for For this analysis, we examined two methods for determin-
estimation of the strong coupling constary. ing the yy branching ratios of the, and xco. The first is

We report measurements of the decays of the.,, and  the usual method of fitting the data to the sum of background
Yeo Charmonium resonances formed E’P annihilations.  and Breit—Wigner resonance signals and determiping the
Within the framework of PQCI)7], the ratio of the partial 0SS Sections for thgy reactions. The second, which we

widths T'(x— yy)/T(x—gg) is determined only byw, '€POTt here, is the use of ratios of the rates to the final states:
evaluated at the charm quark mass. vy andJ/ z,/;y_. This _method takes adva_mtage of the fact that
the y branching ratios td/y are relatively well measured
Il. EXPERIMENTAL METHOD and do_ not sjgnificantly_ 'contribute to'the error in the
_ branching ratios. In addition, systematic errors due to uncer-
A. Technique tainties in the beam momentum and luminosity do not appear

Fermilab experiment E835 is devoted to the study of charln @ determination using ratios of rates measured simulta-

. . L= . neously. This feature is particularly valuable for the E835
monium spectroscopy by direct formation @f states inpp ) .

S . . . running where the beam momentum was uncertain for part of
annihilation at the Fermilab Antiproton Accumulator ring

[8]. A cylindrical jet of clusterized hydrogen molecul€s the ‘?'at"?‘ due to failures of .elements of the beam position

. 2 . monitoring system of the Antiproton Source. The momentum
mm diameterp,.,~ 3.0x 10 atoms/cm) [9] intersects a : : .

. 1 uncertainty is especially relevant for the narrow” (
beam of up to 80 mA of antiprotons<8x 10! stored par- —2 MeV) State
ticles) circulating in the Accumulator to produce instanta- Xc2 '
neous luminosities of up t038610** cm 2s™ 1. The jet den-
sity is increased to keep the instantaneous luminosity
constant as the circulating antiproton current decreases. We select electromagnetic final states as tags of charmo-
The antiproton beam is stochastically cooled such that theium formation. This makes it possible to extract a clean

rms spread in the center-of-mass energy, is ~0.4 MeV; signal despite the large hadronic background. The detector,

B. Detector
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shown in Fig. 1, is therefore optimized for the detection anceither an electron and positroal) or two photons §2) of
identification of photons and electrons. It has full coverage inarge invariant mass; all neutral final states wher@0% of
azimuthal angle ¢), and consists of a cylindrical central the initial state energy is contained in the central calorimeter
detector and a planar forward system. The central detectdb). A random gate trigger is generated with a pulser oper-
contains 3 azimuthally segmented scintillator hodoscope8ting between 1 Hz and 10 Hz to obtain data used to study
identified as H1, H2 H2, two sets of straw tubgd0] for ~ Pileup and dead time.

tracking in azimuth, a scintillating-fiber trackdd1] for The element common to thal anda2 triggers is an
tracking in @, a 16 cell threshold gaseEenkov countef12]  @lgorithm appl|e+d to central calorimeter signals that is tai-
for electron identification and a 1280 elemé20 rings (), lored to accepe™ e and yy final states with full efficiency

each comprised of 64 counters] lead-glass calorimeter [16]. The trigger requires the presence of two energy depos-
(CCAL) [13] for measuring the directions and energies ofitS: €ach with energy abovetdependent threshold and ap-
photons and electrons. CCAL covers polar angles<4®° proximately coplanar with thg direction. It is implemented
<70°. The forward electromagnetic calorimeter of 144 ele-as follows. To reduce the number of signals to a manageable
ments is not used in this analysis. All counters are equippetevel, the analog signals from the individual counters are
with both time and pulse-height readout. The time measuresummed to produce a matrix of 40 supermodu&a. ¢ by
ments allow the rejection of signals from out-of-time events5 in. 6), with appropriate overlap to ensure that 95% of the
while the pulse-height measurements on the scintillation hoenergy from an individualy or electron is contained within
doscopes and €enkov counters allow rejection of photon one supermodule. The reduction is performed in two succes-
conversions and Dalitz pairs. For this analysis, the relevargive stages, from 1280 to 160 signals, and then from 160 to
element of the forward system is FCV, a segmented plastig0. In the first, signals from groups of 9 adjacent counters
scintillating hodoscope covering from 2 ° to 10 °dnwhich ~ (same#d) are added to form 8 octants, with one counter over-
identifies charged particles and serves as a veto in the neutralp, for each of the 2@ values. In the second, the resulting
trigger. A luminosity monitor{14] provides an absolute lu- 160 signalg8 in. ¢ by 20 in. 6) are combined into sums over
minosity measurement with a statistical precision of betterd in groups of 5, weighted so that the trigger efficiency is
than 0.1% and an estimated systematic error=f.5%, independent of, again allowing a one counter overlap. The
by measuringpp forward elastic scattering through the 40 @nalog signals from the supermodules are integrated and
detection of proton recoils 28=86.5° in three solid state discriminated. The thresholds are sett®0% of the ener-
detectors. gies for a two-body reaction. This loose requirement permits
triggering on decays to inclusive channels containlhg or
n.. The discriminator outputs from the 5 supermodules in
. each octant are logically ORed to form the 8 logic signals
The total pp cross section is as large as 70 mb in theused for triggering.
energy region of interest, corresponding to an interaction rate For thee*e™ X(al) final state, we require that two of
of up to ~3 MHz at the experiment peak luminosity of these signals come from opposing octafitsagainst 3 to
~5x10* cm?s L. impose approximate coplanarit BG3). The trigger rate is
Events of interest are selected by a fast hardware triggeiurther reduced by requiring a coincidence between corre-
(level 1), which reduces the rate te.2.5 kHz, and then sponding(consistent¢) elements of the H1 and H2 hodo-
transferred to a set of processors where a software filtescopes and of the &@enkov counter.
(level 2 is applied before recording the events on tip&. To selectyy (a2) events, we require that two of the
The level-1 trigger accepts in parallel: final states containingZCAL logic signals come from opposing octaffs against

C. Trigger
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TABLE I. Summary of data for they., resonance. Theyy TABLE Il. Summary of data for they,, resonance. The/y
events satisfy thev=0.45 acceptance cut and those marked by arevents satisfy thex=0.40 acceptance cut and those marked by an
asterisk are used for the ratio determination. asterisk are used for the ratio determination. The bottom two rows

give the recorded and feeddown event totals for data points at.the
\Js L N,, Ni/yy €y and ¢', used to check the feeddown calculation for the 0.45

(MeV) (nb™ 1) acceptance cut.

3526.0 44319 779 0.75 Js r N,, Ny, Nreod e,

3529.1 2328 40 0.77 (MeV)  (nb™b)

3535.5 1304 20 0.75

3544.8 998 12 8 0.81 3215.7 420 25 0 17615  0.77

3554.7 490 9 122 0.76 3269.4 412 15 1 14513  0.83

3555 % 519 13 234 0.79 3318.8 951 23 0 22919  0.77

3555.6 411 12 205 0.76 3406.8 926 23 15 17.316  0.78

3555.9 516 16 315 0.74 3414.8 585 14 12 9.411 074

3556.% 521 14 354 0.78 3429.5 349 7 3 6.2:0.7 0.82

3556.3 501 13 302 0.75 3429.9 390 7 3 550.8 0.83

3556.3 752 18 500 0.73 3494.4 503 7 2 6808  0.77

3556.7 810 28 436 0.73 3510.6 6459 88 0.76

3556.8 401 11 154 0.76 3526.0 44319 630 0.75

3557.3 896 18 354 0.79 e 2328 34 0.77

3557.9 383 11 52 0.75 3535.5 1304 15 0.75

3576.0 1606 270 0.75 3629.0 26823 59

3629.0 26823 59 3525.8 3934 63 6124.3 0.77

3686.2 8012 97 0.63 3686.1 996 7 6.30.9 0.60

) ) . andy.o as well as at they., J/ ¢, ¢, h(~3526 MeV) and
1, a stricter coplanarity conditiorPBG1)]. We demand that in the interval 3580 MeVt \s<3660 MeV (. search.

no charged particles be detected in the final state, Imple1"he data used for this analysis are summarized in Tables |

mented by requiring the charged veto, which is on if there is . S
at least one signal in the FCV or at least one hit aboveags5 4”% &h(\; ?_tig?:gtse;j 9 |L,</Iml\l’/]OS_Ity8 ?f; tgleXCZ dstcr?nt
threshold in both a H1 element and one of the three corre( ' e S= : ev) is 8. pb= an a

r the x.o scan (3406.8 Me¥ Js<3429.9 MeV) is

sponding H2 elements, to be off. These counter systemsfo 51 Th ining data in the tabl df
together fully cover the polar angle range 2 <65 ° over 3.44 pb °. The remaining data in the tables are used for
the complete azimuth. background determination.

To select all-neutralb) events, we sum the pulse heights
from the entire central calorimeter, excluding the two rings IIl. DATA ANALYSIS
with the smallest’s, for an angular acceptance of 189 A. Cluster timing
=<70°. The total energy conditiorE(TOT) is met if the sum i
pulse exceeds a threshold corresponding to 80% of the initial | "€ Most important element of the upgrade from E760 to
state energy. Fob, we require that the charged veto be off. E835 is the addlthn of pul;;e_ shaping to the Central Calorim-
In this analysis, a cluster consists of a<3 grid of eter signals anq time-to-digital conyerte{@Cs) to nearly
counters containing-20 MeV centered on a block contain- €VerY detector in the apparatus. This upgrade was motivated

ing >5 MeV. Clusters are found by the software trigger, by the significantly greater instantaneous luminosity avail-

where we convert the CCAL pulse heights to energies, dedble to E835 and is particularly important for low signal,

termine cluster coordinates and energies, and calculate t{i9N background channels such gg, where accidental co-
invariant masses of all pairs of clusters. The clustering algol"¢idences due to pion production lead to background events

rithm used on line is a simplified version of the one used in2S Well as trigger and analysis inefficiencies. For CCAL,

the off-line analysis[17]. All events, for which any two TDC information is present with nearly unit efficiency for

CCAL clusters have invariant mass2.2 GeV, are recorded Cclustérs with energies>75 MeV. The efficiency falls to
and constitute the data set for this analysis. ~0.5 at 30 MeV and to zero at 20 MeV. The data for all

of the counters in a cluster are corrected for slewing and
referred to a time derived from the analog signals from the
first stage of summing of CCAL. For each cluster we con-
Experiment E835 took data between October 1996 andider the counters with the two largest numbers of analog-to-
September 1997. Data were taken in the vicinity of e  digital convertefADC) counts. If neither has TDC informa-

D. Data collection
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FIG. 2. The invariant mass distribution of undetermined extra 50 B L
clusters paired with candidate photons for events satisfying the ki- Eo =%
nematical fit toyy. Events where the invariant mass of any pair is u | ' | | |
within 35 MeV of thenr® mass, as indicated by the dashed lines, are 0 0 0.1 0.2 0.3 0.4 0.5
rejected. Nozy peak is seen. cost

tion, the cluster is identified asndeterminedIf either has a FIG. 3. Differential cross sections derived from the on-

corrected time within 10 ns of the reference time, the clustef€S°nance and background data for fagand .o resonances. The

is identified asn time The cluster is otherwise identified as UPPST_ PIot shows yy —candidates at 35552 MeW\s
out of time =<3557.3 MeV along with the background correspondingytp

candidates at approximately 3526 MeV. The lower plot shews
_ candidates at 3406.8 Me¥,/s<3429.9 MeV along with the
B. yv event selection background for the same energies derived from simulated events
Event selection is optimized to selegy candidates with obtained using the feeddown calculation described in the text. The
high efficiency while reducing the background from?° curves are polynomial fits to the background cross sections.
and 7% final states to an acceptable level. These candidate
events satisfy th@2 and/orb trigger with the largest two- This background is suppressed by exploiting the difference
cluster invariant mass2.7 GeV. We require this invariant between the angular distribution of the signal and that of the
mass to be within 20% of/s and the corresponding CCAL background. Ther®#° and 7%y angular distributions are
clusters to satisfy 15<€ <60 °. strongly peaked in the forward direction leading to a
A more stringent acceptance limitation is imposed subseforward-peakedyy background distribution as shown in Fig.
quently. A 4 constraint kinematical fit to thgy hypothesis 3. Hence, an acceptance cut is chosen,&esx, where 6*
is performed using theQuAaw program[18], and the events is the center-of-mass angle, to maximize the significance of
with a nominal confidence level below 5% are discarded. the signal. We determiner a priori, as described in the
While events containing symmetrically decayind's are  Appendix, maximizing the power for discrimination between
readily distinguished fromyy eventd17], a small fraction of  the nonresonant and resonant hypotheses. We findatligt
the abundantz®y and #°#° events satisfy the selection larger at they., (a=0.45) than at the, (a=0.40) since
when the#%(’'s) decays highly asymmetrically. Further cuts the signal to background is greater and the background rises
are imposed to reduce this background. No in-time extrdess abruptly with cog* in the former case. The geometrical
clusters are allowed in the candidate events, and out-of-timacceptance of the detector for they channel is unity for
extra clusters are disregarded. Figure 2 gives the invariartosg* <0.6.
mass distribution for undetermined extra clusters paired with Because of inefficiency in the charged veto, a small frac-
candidate photons and shows a cledrpeak. We reject an tion of theee™ events is selected by the trigger. This
event if the invariant mass of any pair falls within 35 MeV of contamination is only important at thg’, used as a back-
the 7° mass(135 MeV). We observe no evidence for con- ground point in this analysis, but the following selection is
tamination by» inclusive events. applied to all of the data for consistency. To eliminate these
For a category ofr’y and 7°7° events, the low energy events, we impose a selection criterion when there are hodo-
v(’s) escapes detection because it is below the energy threskeope or @renkov signals associated with both selected
old or is not contained in the angular acceptance of CCALCCAL clusters. In Refs[19,20] we describe the electron

052002-4



STUDY OF THE yy DECAYS OF THE x»(1%P,) AND . .. PHYSICAL REVIEW D 62 052002

weight[ ELW, a statistic computed from pulse heights in the &
hodoscopes andeZenkov counter and characteristics of the < 5o
CCAL clusters, developed to discriminate among single &
electrons(positrong, electron-positron pairs frony conver-
sion, and hadrojsWe require that the product of thieL W 40
for the two tracks constituting an event be less than*10
The event totals, for the selection described above, are
tabulated in Tables | and II.

30

: 1 1 1 1
3545 3550 3555 3560 3565 357
Vs (MeV)

C. J/ ¥y event selection 20

For this analysis we considad triggers where the invari-
ant mass of any two CCAL clusters#2.2 GeV, and each
is within the angular region 152 <60 °. We require that
both clusters be associated with hodoscope hits and at lea:
one be associated with ae€@nkov signal. Any number of I I I I I I I I
additional on-time CCAL clusters within the angular region 3520 3540 3560 3580 3600 3620 3640 3660 3680
12°<#<68° are allowed in order to include radiative de- Vs (MeV)
cays of thel/« and/or electron bremsstrahlung. We attempt FIG. 4. yy data used for the, analysis, with the acceptance

5 constraint kinematical fits to the hypothesﬁs—d/z,by cut cos#* <0.45. The dashed curve is the fit to a background pa-
HeJ’e_y and choose the best fit if its confidence level isrametrized by Eq(1). The solid curve is the result of our determi-

>0.1%. We require the product of ti& W for the charged nation of signal and background, in which the resonance mass and
trac'ks t'o be greater than 1.5. The selected events are tabVL\J'i—dth are fixed to 3556.2 MeV and 2.0 MeV respectively. The bin
lated in Tables | and Il - width for the main plot is 5.0 MeV; that for the inset is 0.75 MeV.

-
(] o
LU B L N

are undetected; for these reactions the angular distributions
D. Background determination change rapidly in the vicinity of thg.o [22]. In order to

Accurate determination of the background is essential fo??(f:urﬁtdely de(';erm|_rl13e :jhgcoRba}[cSLk%rougt[jz,;i/ eTlLse tQ eometgod
estimation of the resonance signal. For #i& final state, ol feeddown described in ke an - (hemrar an

0 i i -
the signal to background ratio is large and the background i&_¥ Cr0Ss sections are determined from the data. A fast calo
smoothly varying[21]. However for theyy final state, the fimeter simulation[22] is used to estimate the number of

0.0 0 i i
signal to background ratio is less than 1. Since the backEVents from thertm and "y channels contributing to the

ground is derived from the strongly energy- and angle-’” backgrqund, where th? differential cross section; fpr
dependentz®7° and 7%y reactions, the assumption of a those reactions are determined from the data. The statistical

0 0 .
smooth energy dependence over a large energy interval m t'orr?sts 3\?2 tre]g;?ngfethg g:gzgifagro?gd thcﬁrc\);z S;dc 4 in
give misleading results, as illustrated below. ‘ y '

For the x.», the resonance is very narrow and we havequadr_ature, tq be approximately 6% by examir(l)ing theodegree
abundant background data at nearby points. We obtain the which varying the cuts used to select. thér” and 7°y
background cross section by fitting the data away from th&Events changes the observed cross sections and the degree of

: . - _ isotropy(due to the loss of asymmetrically decaying’s)
resonance(given in Table ). Taking a=0.45, the back- aniso b N )
ground is parametrized as in the 7~ decay distribution. We have studied the perfor-

mance of the feeddown method and have demonstrated that
so | B2 it reproduces the background cross sections at high statistics
) 1) data points throughout the range of the experiment. In Fig. 5,
along with the data and feeddown backgrounds used in the
analysis, we show additional measured and feeddown cross
where \/s,=3556.2 MeV is the nominay., mass so thaf  sections between 3215.7 MeV and 3494.4 MeV. In Table I,
is the background cross section at the resonance pedk. we give the recorded and feeddowry event totals for data
and cov@,B) are determined from the fit x@[df] points at 3525.8 MeV and 3686.1 MeV. We have also found
=41.739]) to be 22.3-0.8 pb, 4.52.5, and—0.51 pb that subtraction of the feeddown background restores the
respectively. The data and fit are shown in Fig. 4. The dif-forward-backward symmetry, required by charge conjuga-
ferential cross section for the,, region is shown in Fig. 3, tion invariance, of the differential cross section for the reac-
where we also show background data taken at 3526 MeVion pp— =%y [22]. We proceed by subtracting the feed-
during the search for thie,. The background angular distri- down cross section from the observeg cross section for
bution is required for determination of the angular accepeach energy in the resonance region, giving the excitation
tance cut. curve shown in Fig. 6. We obtain the differential cross sec-
The xo is much broader, the nearest background pointsion of the background, shown in Fig. 3 along with that of
on either side are approximately 100 MeV away, and thehe signal, from the feeddown calculation. The background
cross sections have relatively large errors. The background engular distribution is used for determination of the angular
principally 7%y and #°#%events where one or two photons acceptance cut.

Ubkgd(s):A(E
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FIG. 5. The datacircles and feeddown calculatiofsquarep FIG. 6. The data shown are the obseryeg cross sections less
used for they.o analysis, with the acceptance cut @s<0.40. The the simulated feeddown cross sections in the vicinity ofythg for
feeddown points are offset2 MeV in /s for clarity. the acceptance cut cé$<0.40. The curve is our determination of

the signal and is Breit-Wigner with resonance mass and width of
Together, the data and feeddown calculation do not allow417.4 MeV and 16.6 MeV respectively.
for any contribution to the background from the continuum

procespp— y7y. The inverse reaction has been observed b

VENUS [24] in the interval 2.2 Ge¥s<3.3 GeV but energies above 25 MeV with centers in rings 2—18, the two

with very low stat|s_t|cs(1 eventjpoint at 3.05 and 3.3 GeV. cluster invariant mass=2.0 GeV and the product of the
A rough extrapolatlon.of the VENUS result suggests a CONE | \W for the charged tracks- 10, thus omitting the®B G1
tinuum yy Cross sec'tlon'of several pb at most at Dﬂ% .andETOTrequirements. Based on the results of a dedicated
energy. This uncertalnty_ls comparable to the uncertainty "unin whichJ/ s events are collected with a trigger that does
the feeddown cross section. not require CCAL signals, we determine that this
N o e"e” selection has unit efficiency. Application of they
E. Efficiency and acceptance determination event selection to the CCAL data for this event sample yields
an e;,), consistent with a simulation performed at the)
energy. Using the sam& s data set, we examine the re-

of CCAL energy deposition agy events. These are selected
Yvith weak CCAL criteria: exactly two CCAL clusters with

1. yvy efficiency and acceptance

The overall efficiency for theyy channel is sponse of the standard trigger, finding that B@G1 bit is
5 off for <0.01% of the events and tHeTOT bit is off for
€y=¢€calo( 1= Peont (1= Peon)” (20 <0.2% of the events. All of thel/s events survive a

=2.2 GeV two-cluster invariant-mass cut.

€calo IS the efficiency for capturing/y events and includes  p_ . is the probability that an additional event contami-
the triggering and analysis efficiencies, which cannot benates a good event, causing it to be rejected. If such an event
separated because they are determined by the same countejgecurs within~10 ns of ayy event, its signals are recorded
€calo IS computed by simulation and elements of this effi-as elements of thgy event, which is now rejected by either
ciency are checked usinljy data. Since the trigger requires the trigger or the analysis if the combined event has any of
CCAL signals for both photons, an event can be missed ithe properties described above; namely, the charged veto is
one or both photons deposit substantial energy into a deagh, the event has one or more in-time clusters in CCAL, or
CCAL channel. The effects of dead channels are included ign undetermined cluster in the CCAL forms an invariant
the simulation22] used to obtaire.,,, Which is calculated mass within the window[100,17¢ MeV when combined
as a function of@ and cogf*. Hereeg,, is approximately  with an in-time cluster. We determinB.,,; using events
0.9 and is nearly independent g6 and co*, except fora  from the random gate trigger, which for each data point are
localized dip of about 10% in the c@$ dependence. This is superimposed on the neutral triggers. The factor Pl
due to three dead CCAL counters in two adjacent rings, andaries from ~0.93 at £~0.7x10°! to ~0.78 at £~3.0
the dip appears at different c6§ for different beam x10% [22], the luminosity range for these data.
momenta. Pcony iS the probability that either photon converts into a

We studye,, at thed/ ¢ energy, using a sample of more e*e™ pair before reaching the first detector elemét).
than 17 000/4— *e~ events, which have the same patternFor our detector, averaged over the angular distribution of
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the yy events,P.,,,=0.011+0.001. TABLE lll. Parameters used to calculaiefor the y,.
There is a small dead time contributior<2%) to the
inefficiency due to triggers employed for efficiency studies.Cokgda/vy 6.09+0.86 pb
The overall efficiency for each data point is given in Tablesobkgdyy 39.6-1.1 pb
I and II. ayyy 0.44+0.01
The geometrical acceptaneg,, is computed to be 0.56 €y, 0.75£0.01
+0.02 for they.,, where the error comes from the uncer- a,, 0.56+0.02

tainty in the decay angular distribution, assumed to be (E
—cos'6*). a,, is 0.40 for they ..

- tions to be independent ofs. Here Npkga, €xcept for the
2. J4 y efficiency and acceptance vy background for they, are then given by

The overall efficiency for thd/ ¢ y channel is written as

€3/uv= €trig €anal - €]

ey Tneene Nbkgd yy= fwawo'bkgdwf Ldt (6)
The trigger efficiency is determined to be,;;=0.90

+0.01 using the dedicatel ¢y run with relaxed trigger con-
ditions referred to above. We obtain the analysis efficiency
€anal from a clean sample gf;; andy.,. It is the product of
the fit efficiency and the efficiency of the electron weight
selection. The fit probability and the ELW product are nearly @
independent for this data set and we evaluate the efficiency

of each selection by making a tight cut on the variable cor- - . .
responding to the other, giviney,.=0.83+ 0.02. The efficiencye,,,, depends upon the instantaneous luminos-

The geometrical acceptanes; ;, is based on the require- ity, while ey, varies less than 1% with luminosity for the
ment that electrons be in thée@?mkov fiducial region 15° da_ta paints considered and is assumed constant .when_ calcu-
< 9<60° and photons be in the CCAL fiducial region 12° lating R. The values Ofopgq, @ and ey, are given in

: . : . Tables Il and IV.
<f<68°. It is determined by simulation to be 048.01 L . .
for the ye, and 0.35= 0.01 for theyco. The individual R; may be useful for studying possible

systematic effects within the rather large statistical errors.

Figure 7 showsR; as a function of mean instantaneous lumi-
IV. RESULTS nosity and of center of mass energy for the data atythe

A. Branching ratio determination resonance. A variation with luminosity may be caused by an

error in the efficiency calculatioa,,, , while a variation with

. . ; center-of-mass energy may be caused by an error in the

measuring the ratios of rates to the final statgy: and 50y around determination. Figure 8 contains the correspond-

J/y. The data sets used in the analysis are given in Tablegq piots for they,, resonance. No significant variation is

I_and I, whiredthg r(]jata poin';skuse((jj fr(])r the rgtip dete.rmina-Seen for either state.
tion are marked with an asterisk and the remaining points are /o compute the overaR as follows:
used for background determinations. We defiyethe ratio

of the two branching ratios, as follows:

Nbkgd a/yy= falwyaJ/wakgcu/wj Ldt.

We determine the, and x.o branching ratios toyy by

— 1 1
R B(x—vv) B a(Pp—x—7vY) — > —— (N, —Npkgdyyi)
= = i ~ e
B(x—J/yy—e'ey) o(pp—x—Jpy—ee ) R=— " . ®
4
@ W EI (N3/yyi = Nbkgd argyi)
Written in terms of numbers of events, the ratio for a single T
data point is
For the y.,, taking the y.,—J/¢y—e* e y branching
[N, —Nokga il ratio of (0.81£0.07)x10 2 and y., width of I'=2.00
By €y +0.18 MeV from Ref[25], we find
R;= 1 . (5)
—— [N —N ]
a3/ yy€lyy Sy okgdyyi TABLE IV. Parameters used to calcula®efor the xo.
N is the number of events is the geometrical acceptance, oyygqs/y, 8.01+1.05 pb
and € is the combined analysis and trigger efficiency.a;,,, 0.35+0.01
Npkgdyyi for the xco are the feeddown results. Since the ¢, 0.75+0.01
states are narrow compared to the scale of variation for thgw 0.40

background, we take the remaining background cross see
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FIG. 7. The raticR for the x, data plotted against mean instan- ~ FIG. 8. The raticR for the x, data plotted against mean instan-
taneous luminosityabove and+/s (below). The line gives the over- taneous luminosityabove and+/s (below). The line gives the over-

all R all R
R=(1.67+0.30 X 102 (9) come from uncertainties in theg,, branching ratio tal/ ¢y
o and width. This result can also be expressed as the upper
limit
B(Xco— yy)=(1.35-0.25+0.12) x 10~ 4 (10
B(xco— vy)=2.09x10"* (95% C.L), (15)
I'(xc2— vy)=270+49%33 eV. (12)
I'(xco—yy)<3.47 keV (95% C.L). (16)

The error onR is dominated by the low statistics of the . )
yy channel. The uncertainties i, a,,, €y, 8yy,, N Fig. 10 we compare our value foi(xco— yy) with those
Tbkgdyy» @Nd0pygq 1y CONtribute approximately 5% in all of the experiments listed in Table V and the theoretical pre-
to the error. The first errors quoted include these contribudictions given in Table VI. _
tions and counting statistics. The second errofBfpy comes An alternative analysig26] which does not use the
from the uncertainty irBy,,, and that forl",, contains, in feed-down technique determines the background from data

addition, a contribution fronT". In Fig. 9 we compare our

value forT'(x.,— y7y) with those of the experiments listed E835(99) -
in Table V and the theoretical predictions given in Table VI.  13(99) .
For the o, taking the x.o—J/yy—e"e” y branching  oraL(98) S

ratio to be (3.9%1.15)x10 * from Ref.[25] and thex.,  cLEO(95) S5

width to bel'=16.6+ 32 MeV from Ref.[21], we find CLEO(94) [
E760(93) -

R=0.244+0.125 (12 TPC(93) .
R704(87) i .
B(xeco— yy)=(0.970.50-0.28 X104 (13 Saw TR I RAR TN LR CRL S TN T PSR TAC TR TR L NTT

0 0.5 1 1.5 2 2.5 3 3.5 4

I'(xeo—7y)=1.61+0.83-0.65 keV. (14 Ga—=>77) (ke¥)

' ' ' o FIG. 9. Measurements df(x.,— y7y). The shaded area repre-
The first errors include counting statistics and errors fromsents the PDG 68.27% confidence interval and the dashed lines the
efficiencies, acceptances and backgrounds and the secotm@oretical predictions given in Table VI.
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TABLE V. Prior experiments reportingy decay widths ofy.» £835(99) T T T

and yo with their results in keV. & ; :
CLEO(95) —— : '

CBALL (85) [28] ¥ = XcoVsXco— VY 4.0+2.8 CBALL(85) - M :
R70487) [29] PP— Xe2— VY 2.9x2.1 P IR £ I B P I BT B
CLEO(90) [30] yy— Xco— hadrons <6.2(95%) 0 1 2 3 4 5 6 7
TPQ93) [31] Yy—Xea— Iy, I p—1717  3.4%x1.9 F(xe—>77) (keV)
E76Q0993) [27 oI 0.32£0.09

193 [27] ppﬂf‘:zﬂﬁ’y 1+1- FIG. 10. Measurements df(x.o— yvy). The dashed lines are
CLEO(94) [32] VY= Xea= Wy I p— 1.08x0.4 the theoretical predictions given in Table VI.
CLEO(95) [33] vy— Xxco— hadrons 0.70.3

Y7~ Xeo—hadrons 1208 bruptly for a=0.45 f the single high

OPAL(98) [34]  yy—xea— Iy, dlp—1T1"  1.76+0.62 g :Up y torta_ﬁ’;—oiz: (;]onseque;ceso € singie hig
L3(99) [35] Yy X Iy dlp—1T1~ 1020044 CAEPOINLALCOET=0.425 Shown n FIg. o.

C. Calculation of as(m)

points outside the resonance region. This approach assumes agyr data forl'(xeo— ) allow estimation ofag(m,),
smooth backgroundn the region from 32000 to 3700 M8V  the strong coupling constant. Referefi¢ggives PQCD for-
which may not be the case since th€n° channel of the mulas with first order radiative corrections for the electro-
resonance and continuum may interfere. This analysis usefiagnetic and gluonic decay widths of charmonium states.
B(xc.o— pPp) and the total width from Ref.21] and gives The ratio of partial widths depends only an(m.). We

have
B(xco— vy)=(0.26+0.38+0.10x 104 (17 6
1-=—a«a
r =0.43+0.63+0.16 keV, 18 [(xco— 8a? 37
(Xeo —77) (18 e yy)_8e” — arg(M) =0.38+0.02
_ o I'(Xc2—99) 942 2.2
which correspond to the upper limits 1- s
21
B(xco— vYy)=<1.03x10* (95% C.L) (19 @D
I'(xeo— vy)<1.70 keV (95% C.L). (200  where we take
B. Sensitivity of results to acceptance cut F'(Xc2—vy) B(xc2—77)
In order to investigate the sensitivity of the results to the F(Xc2—99) 1-B(xco—J/¢y)
angular cut, we perform the analyses for thg and x.,
resonances using acceptance cutséesa both larger and This result is compatible with that of E76Gy=0.36

smaller than the optimal values found using the procedure of . .
the Appendix. For they,, the branching ratio taking +0.04[27], and with the best fit to the energy dependence of

i - [ by Ref[25]. The latter value is sensitive to., the
—0.40(0.50) is (1.46:0.26+0.13)x10 4[(1.45+0.25 “s9Ven _ : X
i0.13§>< 10,)4]_ The( result for the)optima[llﬁuzo-45 of charm quark mass, given by Particle Data GrdBpG) as

(1.35+0.25+0.12)x 10" “ is a local minimum. For theo, 1.3-0.3 GeV. Form=1.3 GeV, the fit yields 0.36

; . ! : +0.02.
taking «=0.35(0.45) yields a branching ratio of (0.91 S .
+0.46+0.26)x 10~ (1.66+ 0.62+ 0.48)x 10~4] compared ___Xaier than use our poor determinatiorBfso— y7) to

to that for the optimala=040 of (0.97-0.50+0.28) estimateag, we compare the prediction of PQCD for the

X 10" 4. While the result is stable for=<0.40, it increases ?IPOO;(;S% grze}nchlng ratios with our measurement, using
S_ . — . .

TABLE VI. Some theoretical predictions for two photon decays

of x. and x.. The predictions of Barnes are fom, 0.2
=1.6(14) GeV. I+ o
@ Doy 8|7 |
=—F —
[(xc0—yy)  T(xc2—yy) F(Xe0—099) 94| 95 Xeom2 77
(keV) (keV) .
Huang and Chaet al. [2] 3.72+1.11 0.49-0.15 =(1.75+ 52 x 1074, (22)
Guptaet al. [3] 6.38 0.57
Munz [4] 1.39+0.16 0.44-0.14
Bodwin et al. [5] 11.3+47 0.82+0.23 The predicted value is larger than but statistically compatible
Barnes[6] 1.560.96 0.560.34) with gur measuremenB(x.o— yy)=(0.97+0.50+ 0.28)
xX10 "
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V. CONCLUSIONS

We have studied the/y decays of lhexcz and y.o by

observing these resonances formedpip annihilation, in
contrast to other recent determinations which obseyye
interactions resulting frone*e~ scattering. Our result for
the x., branching ratio is in good agreement with that of our
previous experiment E760, but is smaller than that reportec
by other experiments. Our result for thyg, branching ratio

is compatible with those reported by CLEO and Crystal Ball
and is also compatible with no signal. The theoretical esti-
mates given in Table VI vary widely; the smaller of the
predictions are approximately consistent with our results.

(VO o)) ™
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APPENDIX: OPTIMIZATION OF THE vyy ANGULAR

ACCEPTANCE (}peak: V”peak( a)
The angular distribution ofy.o— decay is isotropic
and that O?Xc2—> vy is not str(f(ncgtj)ly ggaked. Iyn contrast[,) the x> [Nyyi(@) = Li€iobgd S, @) [Li€ia(a)BWS))
background reactions,pp— 7’y and pp—a°#° are ! Vi(e)
strongly forward peaked as discussed above. (Ad)
The uncertainty in the resonance cross section is maxi-
mized by choosing a maximum cé%, where 6* is the cen- [Liea(a)BW(s;)]?) 1
ter of mass angle. We determine the optimal cutoff in@gs Vool @)= Z Vi(a) (A5)

designated here ag using the measured angular and energy
dependence of the background cross section. We take theh : .
) o : whereV,(«) is the variance foN.,,;,
signal angular distributions to be uniform for the, and - i
(1—cog'g*) [27] for the x.,, the latter based on the PQCD observed at er!ergygi: Here opeax, Fhe least squares esti-
expectation of a helicity 1 initial state and helicity 2 final Maté ofopeqy, is distributed approximately normally about

the number of events

state. the true value with variancvgpeak( a).
For a peak signal cross sectiof.,x, the expected event We seek an angular cutoff that optimizes our ability to
total at each energy's;, for cutoff «, is given by detect a resonance signal. In this case, this procedure is
equivalent to minimizing the uncertainty in the signal cross
E(N,,i(@))=Li€[ 0pkgd Si @) + 0pea@( @) BW(s))] section. Under the hypothesis HG@rpe,=0] that no reso-
(A1) nance signal exists}peak is distributed normally about zero

and can be used as a statistic to test HO. For arbitrary sig-

I'g nificance, we can maximize the power of a test for HO versus

4(\s — MR)2+F2R the alternate h_ypot_hesis Hllopeai> 0] by_ choosing the pa-
rametera to m|n|m|zevgpeak(a). Assuming Poisson statis-

where f,(s) is the normalized beam energy distribution attics, thus taking
energy+/s; and

2

BW(si)Ef fi(s") ds’ (A2)

Vi(@)= Li€[ 0pigd Si @) + Tpea@(@)BW(s;)], (A6)

ala)= f w(cosé* )d(coso*) (A3) e have
0
wherew(cos¢*) is the angular distribution of the two photon (= Lie[a(a)BW(s)]* o
decay. Tpeak T Opkgd Si @) Ta(a)opeaBW(S;)
We estimater 4 Using linear regression, giving (A7)
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We observe that fotrygq=0, V. ./ 03ear= 1IN whereN

is the total number of recorded events.

There is an optimal cutoff it 4(S, @) increases faster
than~ «?. This is easily seen. The dependence of a single
term from Eq.(A7), for an isotropically decaying resonance
[a(a)=al, is [opkgd @) + @0 peaBW]/a® Where we have
dropped the arguments;. The minimum V satisfies
adopgd @)/da—20pgf @) = aopeBW. For simplicity,
we consider a background cross section of the feryq
=Aa". For isotropic =1) or linear (=2) background
the minimumV is found fora=1. Forn>2, we have an

PHYSICAL REVIEW D 62 052002

optimal <1 which equals, fon=3, \opcaBW/A.
Using theZ; and ¢; given in Tables | and Il, we obtain

[V«fpeak(“)]fl for the x., and y.o as a function ofa as

shown in Fig. 11. We taker,eq for the x¢, to be 43 pb
based on current PDG values amgl o for the xo to be 29
pb based on the approximate signal expected. We find that
for the x., increasingopeax by a factor of 10 increases the
optimal cutoff by 0.14. For they,y, the optimum cutoff
increases by 0.10 for a 10 times larger peak cross section.
We choosea=0.45 and «=0.40 for the x., and x.o,
respectively.
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