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We report the branching ratios of thexc2(13P2) and xc0(13P0) charmonium resonances to two photons

using event samples collected by Fermilab experiment E835 in the reactionsp̄p→xc2(13P2)@xc0(13P0)#. Our
result for thexc2 is B(xc2→gg)5(1.3560.2560.12)31024. We set a 95% upper limit for thexc0 branching
ratio B(xc0→gg) at 2.0931024.

PACS number~s!: 14.40.Gx, 13.40.Hq, 13.75.Cs
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I. INTRODUCTION

One of the first applications of perturbative QCD~PQCD!
@1# was the analysis of the electromagnetic decays of he
quark-antiquark systems, where the annihilation of the he
quark and antiquark was assumed to be a short-distance
cess that, because of asymptotic freedom, can be comp
in perturbation theory. Recent work in PQCD has focused
these processes because of their relative simplicity and
cause they are among the few phenomena for which us
predictions can be made@2–6#. The study of these decay
provides an important test of QCD as well as a means
estimation of the strong coupling constantas .

We report measurements of thegg decays of thexc2 and
xc0 charmonium resonances formed inp̄p annihilations.
Within the framework of PQCD@7#, the ratio of the partial
widths G(x→gg)/G(x→gg) is determined only byas ,
evaluated at the charm quark mass.

II. EXPERIMENTAL METHOD

A. Technique

Fermilab experiment E835 is devoted to the study of ch
monium spectroscopy by direct formation ofcc̄ states inp̄p
annihilation at the Fermilab Antiproton Accumulator rin
@8#. A cylindrical jet of clusterized hydrogen molecules~7
mm diameter,rmax;3.031014 atoms/cm3) @9# intersects a
beam of up to 80 mA of antiprotons (;831011 stored par-
ticles! circulating in the Accumulator to produce instant
neous luminosities of up to 531031 cm22 s21. The jet den-
sity is increased to keep the instantaneous lumino
constant as the circulating antiproton current decreases.

The antiproton beam is stochastically cooled such that
rms spread in the center-of-mass energy,As, is ;0.4 MeV;
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the uncertainty in the mean center-of-mass energy for th

data is estimated to be;0.2 MeV. Thecc̄ resonance pa-
rameters are determined precisely by measuring the ex
tion curve obtained by stepping the energy of the antipro
beam across the resonance. Advantages of this techniqu

that allcc̄ states can be produced directly inp̄p annihilations
and that the precision of the mass and width determinatio
these states does not depend on the resolution of the det
system but is determined only by event statistics and
knowledge of the antiproton beam energy and energy spr

For this analysis, we examined two methods for determ
ing thegg branching ratios of thexc2 andxc0. The first is
the usual method of fitting the data to the sum of backgrou
and Breit-Wigner resonance signals and determining
cross sections for thegg reactions. The second, which w
report here, is the use of ratios of the rates to the final sta
gg andJ/cg. This method takes advantage of the fact th
the x branching ratios toJ/cg are relatively well measured
and do not significantly contribute to the error in thegg
branching ratios. In addition, systematic errors due to unc
tainties in the beam momentum and luminosity do not app
in a determination using ratios of rates measured simu
neously. This feature is particularly valuable for the E8
running where the beam momentum was uncertain for par
the data due to failures of elements of the beam posi
monitoring system of the Antiproton Source. The moment
uncertainty is especially relevant for the narrow (G
52 MeV) xc2 state.

B. Detector

We select electromagnetic final states as tags of char
nium formation. This makes it possible to extract a cle
signal despite the large hadronic background. The detec
©2000 The American Physical Society02-1
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FIG. 1. The E835 detector.
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shown in Fig. 1, is therefore optimized for the detection a
identification of photons and electrons. It has full coverage
azimuthal angle (f), and consists of a cylindrical centra
detector and a planar forward system. The central dete
contains 3 azimuthally segmented scintillator hodosco
identified as H1, H28, H2, two sets of straw tubes@10# for
tracking in azimuth, a scintillating-fiber tracker@11# for
tracking inu, a 16 cell threshold gas Cˇ erenkov counter@12#
for electron identification and a 1280 element@20 rings (u),
each comprised of 64 counters (f)# lead-glass calorimete
~CCAL! @13# for measuring the directions and energies
photons and electrons. CCAL covers polar angles 11 °,u
,70 °. The forward electromagnetic calorimeter of 144 e
ments is not used in this analysis. All counters are equip
with both time and pulse-height readout. The time measu
ments allow the rejection of signals from out-of-time eve
while the pulse-height measurements on the scintillation
doscopes and Cˇ erenkov counters allow rejection of photo
conversions and Dalitz pairs. For this analysis, the relev
element of the forward system is FCV, a segmented pla
scintillating hodoscope covering from 2 ° to 10 ° inu, which
identifies charged particles and serves as a veto in the ne
trigger. A luminosity monitor@14# provides an absolute lu
minosity measurement with a statistical precision of be
than 0.1% and an estimated systematic error of62.5%,
by measuringp̄p forward elastic scattering through th
detection of proton recoils atu586.5 ° in three solid state
detectors.

C. Trigger

The total p̄p cross section is as large as 70 mb in t
energy region of interest, corresponding to an interaction
of up to ;3 MHz at the experiment peak luminosity o
;531031 cm22 s21.

Events of interest are selected by a fast hardware trig
~level 1!, which reduces the rate to,2.5 kHz, and then
transferred to a set of processors where a software fi
~level 2! is applied before recording the events on tape@15#.
The level-1 trigger accepts in parallel: final states contain
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either an electron and positron (a1) or two photons (a2) of
large invariant mass; all neutral final states where>80% of
the initial state energy is contained in the central calorime
(b). A random gate trigger is generated with a pulser op
ating between 1 Hz and 10 Hz to obtain data used to st
pileup and dead time.

The element common to thea1 and a2 triggers is an
algorithm applied to central calorimeter signals that is t
lored to accepte1e2andgg final states with full efficiency
@16#. The trigger requires the presence of two energy dep
its, each with energy above au-dependent threshold and ap
proximately coplanar with thep̄ direction. It is implemented
as follows. To reduce the number of signals to a manage
level, the analog signals from the individual counters a
summed to produce a matrix of 40 supermodules~8 in. f by
5 in. u!, with appropriate overlap to ensure that 95% of t
energy from an individualg or electron is contained within
one supermodule. The reduction is performed in two succ
sive stages, from 1280 to 160 signals, and then from 16
40. In the first, signals from groups of 9 adjacent count
~sameu) are added to form 8 octants, with one counter ov
lap, for each of the 20u values. In the second, the resultin
160 signals~8 in. f by 20 in.u! are combined into sums ove
u in groups of 5, weighted so that the trigger efficiency
independent ofu, again allowing a one counter overlap. Th
40 analog signals from the supermodules are integrated
discriminated. The thresholds are set to;60% of the ener-
gies for a two-body reaction. This loose requirement perm
triggering on decays to inclusive channels containingJ/c or
hc . The discriminator outputs from the 5 supermodules
each octant are logically ORed to form the 8 logic sign
used for triggering.

For the e1e2X(a1) final state, we require that two o
these signals come from opposing octants~1 against 3! to
impose approximate coplanarity (PBG3). The trigger rate is
further reduced by requiring a coincidence between co
sponding~consistentf) elements of the H1 and H2 hodo
scopes and of the Cˇ erenkov counter.

To selectgg (a2) events, we require that two of th
CCAL logic signals come from opposing octants@1 against
2-2
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STUDY OF THEgg DECAYS OF THExc2(13P2) AND . . . PHYSICAL REVIEW D 62 052002
1, a stricter coplanarity condition (PBG1)#. We demand that
no charged particles be detected in the final state, im
mented by requiring the charged veto, which is on if there
at least one signal in the FCV or at least one hit abo
threshold in both a H1 element and one of the three co
sponding H28 elements, to be off. These counter syste
together fully cover the polar angle range 2 °<u<65 ° over
the complete azimuth.

To select all-neutral~b! events, we sum the pulse heigh
from the entire central calorimeter, excluding the two rin
with the smallestu ’s, for an angular acceptance of 13 °<u
<70 °. The total energy condition (ETOT) is met if the sum
pulse exceeds a threshold corresponding to 80% of the in
state energy. Forb, we require that the charged veto be o

In this analysis, a cluster consists of a 333 grid of
counters containing.20 MeV centered on a block contain
ing .5 MeV. Clusters are found by the software trigge
where we convert the CCAL pulse heights to energies,
termine cluster coordinates and energies, and calculate
invariant masses of all pairs of clusters. The clustering al
rithm used on line is a simplified version of the one used
the off-line analysis@17#. All events, for which any two
CCAL clusters have invariant mass>2.2 GeV, are recorded
and constitute the data set for this analysis.

D. Data collection

Experiment E835 took data between October 1996
September 1997. Data were taken in the vicinity of thexc2

TABLE I. Summary of data for thexc2 resonance. Thegg
events satisfy thea50.45 acceptance cut and those marked by
asterisk are used for the ratio determination.

As L Ngg NJ/cg egg

~MeV! (nb21)

3526.0 44319 779 0.75
3529.1 2328 40 0.77
3535.5 1304 20 0.75
3544.8 998 12 8 0.81
3554.7 490 9 122 0.76
3555.2* 519 13 234 0.79
3555.6* 411 12 205 0.76
3555.9* 516 16 315 0.74
3556.0* 994 34 593 0.74
3556.1* 778 26 453 0.83
3556.1* 413 10 271 0.75
3556.2* 521 14 354 0.78
3556.3* 501 13 302 0.75
3556.3* 752 18 500 0.73
3556.7* 810 28 436 0.73
3556.8* 401 11 154 0.76
3557.3* 896 18 354 0.79
3557.9 383 11 52 0.75
3576.0 1606 270 0.75
3629.0 26823 59
3686.2 8012 97 0.63
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andxc0 as well as at thehc , J/c, c8, hc(;3526 MeV) and
in the interval 3580 MeV<As<3660 MeV (hc8 search!.
The data used for this analysis are summarized in Tabl
and II. The integrated luminosity for thexc2 scan
(3554.7 MeV<As<3557.9 MeV) is 8.38 pb21 and that
for the xc0 scan (3406.8 MeV<As<3429.9 MeV) is
3.44 pb21. The remaining data in the tables are used
background determination.

III. DATA ANALYSIS

A. Cluster timing

The most important element of the upgrade from E760
E835 is the addition of pulse shaping to the Central Calor
eter signals and time-to-digital converters~TDCs! to nearly
every detector in the apparatus. This upgrade was motiv
by the significantly greater instantaneous luminosity av
able to E835 and is particularly important for low signa
high background channels such asgg, where accidental co-
incidences due to pion production lead to background eve
as well as trigger and analysis inefficiencies. For CCA
TDC information is present with nearly unit efficiency fo
clusters with energies.75 MeV. The efficiency falls to
;0.5 at 30 MeV and to zero at;20 MeV. The data for all
of the counters in a cluster are corrected for slewing a
referred to a time derived from the analog signals from
first stage of summing of CCAL. For each cluster we co
sider the counters with the two largest numbers of analog
digital converter~ADC! counts. If neither has TDC informa

n
TABLE II. Summary of data for thexc0 resonance. Thegg

events satisfy thea50.40 acceptance cut and those marked by
asterisk are used for the ratio determination. The bottom two ro
give the recorded and feeddown event totals for data points at thhc

and c8, used to check the feeddown calculation for thea50.45
acceptance cut.

As L Ngg NJ/cg Nf eed egg

~MeV! (nb21)

3215.7 420 25 0 17.061.5 0.77
3269.4 412 15 1 14.561.3 0.83
3318.8 951 23 0 22.961.9 0.77
3406.8* 926 23 15 17.361.6 0.78
3414.8* 585 14 12 9.161.1 0.74
3414.8* 353 9 6 6.660.8 0.81
3418.1* 146 5 7 3.060.5 0.81
3418.5* 692 9 22 8.561.0 0.78
3429.5* 349 7 3 6.260.7 0.82
3429.9* 390 7 3 5.560.8 0.83
3494.4 503 7 2 6.660.8 0.77
3510.6 6459 88 0.76
3526.0 44319 630 0.75
3529.1 2328 34 0.77
3535.5 1304 15 0.75
3629.0 26823 59
3525.8 3934 63 61.264.3 0.77
3686.1 996 7 6.360.9 0.60
2-3
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M. AMBROGIANI et al. PHYSICAL REVIEW D 62 052002
tion, the cluster is identified asundetermined. If either has a
corrected time within 10 ns of the reference time, the clus
is identified asin time. The cluster is otherwise identified a
out of time.

B. gg event selection

Event selection is optimized to selectgg candidates with
high efficiency while reducing the background fromp0p0

andp0g final states to an acceptable level. These candid
events satisfy thea2 and/orb trigger with the largest two-
cluster invariant mass>2.7 GeV. We require this invarian
mass to be within 20% ofAs and the corresponding CCAL
clusters to satisfy 15 °,u,60 °.

A more stringent acceptance limitation is imposed sub
quently. A 4 constraint kinematical fit to thegg hypothesis
is performed using theSQUAW program@18#, and the events
with a nominal confidence level below 5% are discarded

While events containing symmetrically decayingp0’s are
readily distinguished fromgg events@17#, a small fraction of
the abundantp0g and p0p0 events satisfy the selectio
when thep0~’s! decays highly asymmetrically. Further cu
are imposed to reduce this background. No in-time ex
clusters are allowed in the candidate events, and out-of-t
extra clusters are disregarded. Figure 2 gives the invar
mass distribution for undetermined extra clusters paired w
candidate photons and shows a clearp0 peak. We reject an
event if the invariant mass of any pair falls within 35 MeV
the p0 mass~135 MeV!. We observe no evidence for con
tamination byh inclusive events.

For a category ofp0g andp0p0 events, the low energy
g~’s! escapes detection because it is below the energy thr
old or is not contained in the angular acceptance of CCA

FIG. 2. The invariant mass distribution of undetermined ex
clusters paired with candidate photons for events satisfying the
nematical fit togg. Events where the invariant mass of any pair
within 35 MeV of thep0 mass, as indicated by the dashed lines,
rejected. Noh peak is seen.
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This background is suppressed by exploiting the differe
between the angular distribution of the signal and that of
background. Thep0p0 and p0g angular distributions are
strongly peaked in the forward direction leading to
forward-peakedgg background distribution as shown in Fig
3. Hence, an acceptance cut is chosen, cosu*,a, whereu*
is the center-of-mass angle, to maximize the significance
the signal. We determinea a priori, as described in the
Appendix, maximizing the power for discrimination betwee
the nonresonant and resonant hypotheses. We find thata is
larger at thexc2 (a50.45) than at thexc0 (a50.40) since
the signal to background is greater and the background r
less abruptly with cosu* in the former case. The geometric
acceptance of the detector for thegg channel is unity for
cosu*<0.6.

Because of inefficiency in the charged veto, a small fr
tion of thee1e2 events is selected by thea2 trigger. This
contamination is only important at thec8, used as a back
ground point in this analysis, but the following selection
applied to all of the data for consistency. To eliminate the
events, we impose a selection criterion when there are ho
scope or Cˇ erenkov signals associated with both selec
CCAL clusters. In Refs.@19,20# we describe the electron

a
i-

e

FIG. 3. Differential cross sections derived from the o
resonance and background data for thexc2 andxc0 resonances. The
upper plot shows gg candidates at 3555.2 MeV<As
<3557.3 MeV along with the background corresponding togg
candidates at approximately 3526 MeV. The lower plot showsgg
candidates at 3406.8 MeV<As<3429.9 MeV along with the
background for the same energies derived from simulated ev
obtained using the feeddown calculation described in the text.
curves are polynomial fits to the background cross sections.
2-4
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STUDY OF THEgg DECAYS OF THExc2(13P2) AND . . . PHYSICAL REVIEW D 62 052002
weight @ELW, a statistic computed from pulse heights in t
hodoscopes and Cˇ erenkov counter and characteristics of t
CCAL clusters, developed to discriminate among sin
electrons~positrons!, electron-positron pairs fromg conver-
sion, and hadrons#. We require that the product of theELW
for the two tracks constituting an event be less than 1024.

The event totals, for the selection described above,
tabulated in Tables I and II.

C. JÕcg event selection

For this analysis we considera1 triggers where the invari
ant mass of any two CCAL clusters is>2.2 GeV, and each
is within the angular region 15 °,u,60 °. We require that
both clusters be associated with hodoscope hits and at
one be associated with a Cˇ erenkov signal. Any number o
additional on-time CCAL clusters within the angular regi
12 °,u,68 ° are allowed in order to include radiative d
cays of theJ/c and/or electron bremsstrahlung. We attem
5 constraint kinematical fits to the hypothesisp̄p→J/cg
→e1e2g and choose the best fit if its confidence level
>0.1%. We require the product of theELW for the charged
tracks to be greater than 1.5. The selected events are
lated in Tables I and II.

D. Background determination

Accurate determination of the background is essential
estimation of the resonance signal. For theJ/cg final state,
the signal to background ratio is large and the backgroun
smoothly varying@21#. However for thegg final state, the
signal to background ratio is less than 1. Since the ba
ground is derived from the strongly energy- and ang
dependentp0p0 and p0g reactions, the assumption of
smooth energy dependence over a large energy interval
give misleading results, as illustrated below.

For thexc2, the resonance is very narrow and we ha
abundant background data at nearby points. We obtain
background cross section by fitting the data away from
resonance~given in Table I!. Taking a50.45, the back-
ground is parametrized as

sbkgd~s!5AS s0

s D B/2

~1!

whereAs053556.2 MeV is the nominalxc2 mass so thatA
is the background cross section at the resonance peak.A, B,
and cov(A,B) are determined from the fit (x2@d f#
541.2@39#) to be 22.360.8 pb, 4.562.5, and20.51 pb
respectively. The data and fit are shown in Fig. 4. The d
ferential cross section for thexc2 region is shown in Fig. 3,
where we also show background data taken at 3526 M
during the search for thehc . The background angular distr
bution is required for determination of the angular acc
tance cut.

The xc0 is much broader, the nearest background po
on either side are approximately 100 MeV away, and
cross sections have relatively large errors. The backgroun
principally p0g andp0p0events where one or two photon
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are undetected; for these reactions the angular distribut
change rapidly in the vicinity of thexc0 @22#. In order to
accurately determine thexc0 background, we use the metho
of feeddown described in Refs.@17# and@23#. Thep0p0 and
p0g cross sections are determined from the data. A fast c
rimeter simulation@22# is used to estimate the number
events from thep0p0 andp0g channels contributing to the
gg background, where the differential cross sections
those reactions are determined from the data. The statis
errors are those of the measuredp0p0 and p0g cross sec-
tions. We estimate systematic errors, which we add
quadrature, to be approximately 6% by examining the deg
to which varying the cuts used to select thep0p0 andp0g
events changes the observed cross sections and the deg
anisotropy~due to the loss of asymmetrically decayingp0’s!
in the p0 decay distribution. We have studied the perfo
mance of the feeddown method and have demonstrated
it reproduces the background cross sections at high stati
data points throughout the range of the experiment. In Fig
along with the data and feeddown backgrounds used in
analysis, we show additional measured and feeddown c
sections between 3215.7 MeV and 3494.4 MeV. In Table
we give the recorded and feeddowngg event totals for data
points at 3525.8 MeV and 3686.1 MeV. We have also fou
that subtraction of the feeddown background restores
forward-backward symmetry, required by charge conju
tion invariance, of the differential cross section for the rea
tion p̄p→p0g @22#. We proceed by subtracting the fee
down cross section from the observedgg cross section for
each energy in the resonance region, giving the excita
curve shown in Fig. 6. We obtain the differential cross s
tion of the background, shown in Fig. 3 along with that
the signal, from the feeddown calculation. The backgrou
angular distribution is used for determination of the angu
acceptance cut.

FIG. 4. gg data used for thexc2 analysis, with the acceptanc
cut cosu*<0.45. The dashed curve is the fit to a background
rametrized by Eq.~1!. The solid curve is the result of our determ
nation of signal and background, in which the resonance mass
width are fixed to 3556.2 MeV and 2.0 MeV respectively. The b
width for the main plot is 5.0 MeV; that for the inset is 0.75 MeV
2-5
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M. AMBROGIANI et al. PHYSICAL REVIEW D 62 052002
Together, the data and feeddown calculation do not al
for any contribution to the background from the continuu
processp̄p→gg. The inverse reaction has been observed
VENUS @24# in the interval 2.2 GeV<As<3.3 GeV but
with very low statistics~1 event/point! at 3.05 and 3.3 GeV
A rough extrapolation of the VENUS result suggests a c
tinuum gg cross section of several pb at most at thexc0
energy. This uncertainty is comparable to the uncertainty
the feeddown cross section.

E. Efficiency and acceptance determination

1. gg efficiency and acceptance

The overall efficiency for thegg channel is

egg[ecalo~12Pcont!~12Pconv!2. ~2!

ecalo is the efficiency for capturinggg events and includes
the triggering and analysis efficiencies, which cannot
separated because they are determined by the same cou
ecalo is computed by simulation and elements of this e
ciency are checked usingJ/c data. Since the trigger require
CCAL signals for both photons, an event can be misse
one or both photons deposit substantial energy into a d
CCAL channel. The effects of dead channels are include
the simulation@22# used to obtainecalo , which is calculated
as a function ofAs and cosu* . Hereecalo is approximately
0.9 and is nearly independent ofAs and cosu* , except for a
localized dip of about 10% in the cosu* dependence. This is
due to three dead CCAL counters in two adjacent rings,
the dip appears at different cosu* for different beam
momenta.

We studyecalo at theJ/c energy, using a sample of mor
than 17 000J/c→1e2 events, which have the same patte

FIG. 5. The data~circles! and feeddown calculation~squares!
used for thexc0 analysis, with the acceptance cut cosu*<0.40. The
feeddown points are offset22 MeV in As for clarity.
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of CCAL energy deposition asgg events. These are selecte
with weak CCAL criteria: exactly two CCAL clusters with
energies above 25 MeV with centers in rings 2–18, the t
cluster invariant mass>2.0 GeV and the product of the
ELW for the charged tracks.10, thus omitting thePBG1
andETOTrequirements. Based on the results of a dedica
run in whichJ/c events are collected with a trigger that do
not require CCAL signals, we determine that th
e1e2 selection has unit efficiency. Application of thegg
event selection to the CCAL data for this event sample yie
an ecalo consistent with a simulation performed at theJ/c
energy. Using the sameJ/c data set, we examine the re
sponse of the standard trigger, finding that thePBG1 bit is
off for ,0.01% of the events and theETOT bit is off for
,0.2% of the events. All of theJ/c events survive a
>2.2 GeV two-cluster invariant-mass cut.

Pcont is the probability that an additional event contam
nates a good event, causing it to be rejected. If such an e
occurs within;10 ns of agg event, its signals are recorde
as elements of thegg event, which is now rejected by eithe
the trigger or the analysis if the combined event has any
the properties described above; namely, the charged ve
on, the event has one or more in-time clusters in CCAL,
an undetermined cluster in the CCAL forms an invaria
mass within the window@100,170# MeV when combined
with an in-time cluster. We determinePcont using events
from the random gate trigger, which for each data point
superimposed on the neutral triggers. The factor (12Pcont)
varies from ;0.93 at L;0.731031 to ;0.78 at L;3.0
31031 @22#, the luminosity range for these data.

Pconv is the probability that either photon converts into
e1e2 pair before reaching the first detector element~H1!.
For our detector, averaged over the angular distribution

FIG. 6. The data shown are the observedgg cross sections less
the simulated feeddown cross sections in the vicinity of thexc0, for
the acceptance cut cosu*<0.40. The curve is our determination o
the signal and is Breit-Wigner with resonance mass and width
3417.4 MeV and 16.6 MeV respectively.
2-6
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the gg events,Pconv50.01160.001.
There is a small dead time contribution (,2%) to the

inefficiency due to triggers employed for efficiency studie
The overall efficiency for each data point is given in Tab
I and II.

The geometrical acceptanceagg is computed to be 0.56
60.02 for thexc2, where the error comes from the unce
tainty in the decay angular distribution, assumed to be
2cos4u* ). agg is 0.40 for thexc0.

2. JÕc g efficiency and acceptance

The overall efficiency for theJ/c g channel is written as

eJ/cg[e tr igeanal . ~3!

The trigger efficiency is determined to bee tr ig50.90
60.01 using the dedicatedJ/c run with relaxed trigger con-
ditions referred to above. We obtain the analysis efficien
eanal from a clean sample ofxc1 andxc2. It is the product of
the fit efficiency and the efficiency of the electron weig
selection. The fit probability and the ELW product are nea
independent for this data set and we evaluate the efficie
of each selection by making a tight cut on the variable c
responding to the other, givingeanal50.8360.02.

The geometrical acceptanceaJ/cg is based on the require
ment that electrons be in the Cˇ erenkov fiducial region 15 °
,u,60 ° and photons be in the CCAL fiducial region 12
,u,68 °. It is determined by simulation to be 0.4460.01
for the xc2 and 0.3560.01 for thexc0.

IV. RESULTS

A. Branching ratio determination

We determine thexc2 andxc0 branching ratios togg by
measuring the ratios of rates to the final states:gg and
J/cg. The data sets used in the analysis are given in Ta
I and II, where the data points used for the ratio determi
tion are marked with an asterisk and the remaining points
used for background determinations. We defineR, the ratio
of the two branching ratios, as follows:

R[
B~x→gg!

B~x→J/cg→e1e2g!
5

s~ p̄p→x→gg!

s~ p̄p→x→J/cg→e1e2g!
.

~4!

Written in terms of numbers of events, the ratio for a sin
data point is

Ri5

1

aggegg i
@Ngg i2Nbkgd,gg i #

1

aJ/cgeJ/cg
@NJ/cg i2Nbkgd,J/cg i #

. ~5!

N is the number of events,a is the geometrical acceptanc
and e is the combined analysis and trigger efficienc
Nbkgd,gg i for the xc0 are the feeddown results. Since thex
states are narrow compared to the scale of variation for
background, we take the remaining background cross
05200
.
s

1

y

t
y
cy
-

es
-

re

e

.

e
c-

tions to be independent ofAs. Here Nbkgd, except for the
gg background for thexc0, are then given by

Nbkgd,gg5eggaggsbkgd,ggE Ldt ~6!

Nbkgd,J/cg5eJ/cgaJ/cgsbkgd,J/cgE Ldt.

~7!

The efficiencyegg depends upon the instantaneous lumin
ity, while eJ/cg varies less than 1% with luminosity for th
data points considered and is assumed constant when c
lating R. The values ofsbkgd, a, and eJ/cg are given in
Tables III and IV.

The individual Ri may be useful for studying possibl
systematic effects within the rather large statistical erro
Figure 7 showsRi as a function of mean instantaneous lum
nosity and of center of mass energy for the data at thexc2
resonance. A variation with luminosity may be caused by
error in the efficiency calculationegg , while a variation with
center-of-mass energy may be caused by an error in
background determination. Figure 8 contains the correspo
ing plots for thexc0 resonance. No significant variation
seen for either state.

We compute the overallR as follows:

R5

1

agg
F(

i

1

egg i
~Ngg i2Nbkgd,gg i !G

1

eJ/cgaJ/cg
F(

i
~NJ/cg i2Nbkgd,J/cg i !G . ~8!

For the xc2, taking thexc2→J/cg→e1e2g branching
ratio of (0.8160.07)31022 and xc2 width of G52.00
60.18 MeV from Ref.@25#, we find

TABLE III. Parameters used to calculateR for the xc2.

sbkgd,J/cg 6.0960.86 pb
sbkgd,gg 39.661.1 pb
aJ/cg 0.4460.01
eJ/cg 0.7560.01
agg 0.5660.02

TABLE IV. Parameters used to calculateR for the xc0.

sbkgd,J/cg 8.0161.05 pb
aJ/cg 0.3560.01
eJ/cg 0.7560.01
agg 0.40
2-7
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R5~1.6760.30!31022 ~9!

B~xc2→gg!5~1.3560.2560.12!31024 ~10!

G~xc2→gg!5270649633 eV. ~11!

The error onR is dominated by the low statistics of th
gg channel. The uncertainties inegg , agg , eJ/cg , aJ/cg ,
sbkgd,gg , andsbkgd,J/cg contribute approximately 5% in al
to the error. The first errors quoted include these contri
tions and counting statistics. The second error forBgg comes
from the uncertainty inBJ/cg and that forGgg contains, in
addition, a contribution fromG. In Fig. 9 we compare ou
value for G(xc2→gg) with those of the experiments liste
in Table V and the theoretical predictions given in Table V

For the xc0, taking thexc0→J/cg→e1e2g branching
ratio to be (3.9761.15)31024 from Ref. @25# and thexc0

width to beG516.663.7
5.2 MeV from Ref. @21#, we find

R50.24460.125 ~12!

B~xc0→gg!5~0.9760.5060.28!31024 ~13!

G~xc0→gg!51.6160.8360.65 keV. ~14!

The first errors include counting statistics and errors fr
efficiencies, acceptances and backgrounds and the se

FIG. 7. The ratioR for thexc2 data plotted against mean insta
taneous luminosity~above! andAs ~below!. The line gives the over-
all R.
05200
-

.

nd

come from uncertainties in thexc0 branching ratio toJ/cg
and width. This result can also be expressed as the u
limit

B~xc0→gg!<2.0931024 ~95% C.L.!, ~15!

G~xc0→gg!<3.47 keV ~95% C.L.!. ~16!

In Fig. 10 we compare our value forG(xc0→gg) with those
of the experiments listed in Table V and the theoretical p
dictions given in Table VI.

An alternative analysis@26# which does not use the
feed-down technique determines the background from d

FIG. 8. The ratioR for thexc0 data plotted against mean insta
taneous luminosity~above! andAs ~below!. The line gives the over-
all R.

FIG. 9. Measurements ofG(xc2→gg). The shaded area repre
sents the PDG 68.27% confidence interval and the dashed line
theoretical predictions given in Table VI.
2-8
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points outside the resonance region. This approach assum
smooth background~in the region from 3200 to 3700 MeV!
which may not be the case since thep0p0 channel of the
resonance and continuum may interfere. This analysis u
B(xc0→ p̄p) and the total width from Ref.@21# and gives

B~xc0→gg!5~0.2660.3860.10!31024 ~17!

G~xc0 →gg!50.4360.6360.16 keV, ~18!

which correspond to the upper limits

B~xc0→gg!<1.0331024 ~95% C.L.! ~19!

G~xc0→gg!<1.70 keV ~95% C.L.!. ~20!

B. Sensitivity of results to acceptance cut

In order to investigate the sensitivity of the results to t
angular cut, we perform the analyses for thexc0 and xc2
resonances using acceptance cuts cosu*,a both larger and
smaller than the optimal values found using the procedur
the Appendix. For thexc2, the branching ratio takinga
50.40(0.50) is (1.4660.2660.13)31024@(1.4560.25
60.13)31024#. The result for the optimala50.45 of
(1.3560.2560.12)31024 is a local minimum. For thexc0,
taking a50.35(0.45) yields a branching ratio of (0.9
60.4660.26)31024@(1.6660.6260.48)31024# compared
to that for the optimala50.40 of (0.9760.5060.28)
31024. While the result is stable fora<0.40, it increases

TABLE V. Prior experiments reportinggg decay widths ofxc2

andxc0 with their results in keV.

CBALL ~85! @28# c8→xc0g,xc0→gg 4.062.8
R704~87! @29# p̄p→xc2→gg 2.962.1

CLEO~90! @30# gg→xc0→hadrons ,6.2(95%)
TPC~93! @31# gg→xc2→J/cg,J/c→ l 1l 2 3.461.9
E760~93! @27# p̄p→xc2→gg 0.3260.09

CLEO~94! @32# gg→xc2→J/cg,J/c→ l 1l 2 1.0860.4
CLEO~95! @33# gg→xc2→hadrons 0.760.3

gg→xc0→hadrons 1.760.8
OPAL~98! @34# gg→xc2→J/cg,J/c→ l 1l 2 1.7660.62
L3~99! @35# gg→xc2→J/cg,J/c→ l 1l 2 1.0260.44

TABLE VI. Some theoretical predictions for two photon deca
of xc0 and xc2. The predictions of Barnes are formc

51.6(1.4) GeV.

G~xc0→gg!
(keV)

G(xc2→gg)
(keV)

Huang and Chaoet al. @2# 3.7261.11 0.4960.15
Guptaet al. @3# 6.38 0.57
Münz @4# 1.3960.16 0.4460.14
Bodwin et al. @5# 11.364.0

4.7 0.8260.23
Barnes@6# 1.56~0.96! 0.56~0.34!
05200
s a

es

of

abruptly for a50.45 as a consequence of the single hi
data point at cosu*50.425 shown in Fig. 3.

C. Calculation of as„mc…

Our data forG(xc2→gg) allow estimation ofas(mc),
the strong coupling constant. Reference@7# gives PQCD for-
mulas with first order radiative corrections for the electr
magnetic and gluonic decay widths of charmonium sta
The ratio of partial widths depends only onas(mc). We
have

G~xc2→gg!

G~xc2→gg!
5

8a2

9as
2

F12
16

3p
asG

F12
2.2

p
asG ⇒as~mc!50.3860.02

~21!

where we take

G~xc2→gg!

G~xc2→gg!
'

B~xc2→gg!

12B~xc2→J/cg!
.

This result is compatible with that of E760,as50.36
60.04@27#, and with the best fit to the energy dependence
as given by Ref.@25#. The latter value is sensitive tomc , the
charm quark mass, given by Particle Data Group~PDG! as
1.360.3 GeV. For mc51.3 GeV, the fit yields 0.36
60.02.

Rather than use our poor determination ofB(xc0→gg) to
estimateas , we compare the prediction of PQCD for th
ratio of xc0 branching ratios with our measurement, usi
as50.3660.02:

G~xc0→gg!

G~xc0→gg!
5

8a2

9as
2

F11
0.2

p
asG

F11
9.5

p
asG ⇒B~xc0→gg!

5~1.7560.19
0.23!31024. ~22!

The predicted value is larger than but statistically compati
with our measurementB(xc0→gg)5(0.9760.5060.28)
31024.

FIG. 10. Measurements ofG(xc0→gg). The dashed lines are
the theoretical predictions given in Table VI.
2-9
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V. CONCLUSIONS

We have studied thegg decays of thexc2 and xc0 by
observing these resonances formed inp̄p annihilation, in
contrast to other recent determinations which observegg
interactions resulting frome1e2 scattering. Our result for
thexc2 branching ratio is in good agreement with that of o
previous experiment E760, but is smaller than that repo
by other experiments. Our result for thexc0 branching ratio
is compatible with those reported by CLEO and Crystal B
and is also compatible with no signal. The theoretical e
mates given in Table VI vary widely; the smaller of th
predictions are approximately consistent with our results
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APPENDIX: OPTIMIZATION OF THE gg ANGULAR
ACCEPTANCE

The angular distribution ofxc0→gg decay is isotropic
and that ofxc2→gg is not strongly peaked. In contrast, th
background reactions,p̄p→p0g and p̄p→p0p0 are
strongly forward peaked as discussed above.

The uncertainty in the resonance cross section is m
mized by choosing a maximum cosu* , whereu* is the cen-
ter of mass angle. We determine the optimal cutoff in cosu* ,
designated here asa, using the measured angular and ene
dependence of the background cross section. We take
signal angular distributions to be uniform for thexc0 and
(12cos4u* ) @27# for the xc2, the latter based on the PQC
expectation of a helicity 1 initial state and helicity 2 fin
state.

For a peak signal cross sectionspeak, the expected even
total at each energyAsi , for cutoff a, is given by

E„Ngg i~a!…5Lie i@sbkgd~si ,a!1speaka~a!BW~si !#
~A1!

BW~si ![E f i~s8!
GR

2

4~As82MR!21GR
2

ds8 ~A2!

where f i(s) is the normalized beam energy distribution
energyAsi and

a~a![E
0

a

w~cosu* !d~cosu* ! ~A3!

wherew(cosu* ) is the angular distribution of the two photo
decay.

We estimatespeak using linear regression, giving
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ŝpeak5Vspeak
~a!

3(
i

@Ngg i~a!2Lie isbkgd~si ,a!#Lie ia~a!BW~si !

Vi~a!

~A4!

Vspeak
~a!5S (

i

@Lie ia~a!BW~si !#
2

Vi~a! D 21

~A5!

whereVi(a) is the variance forNgg i , the number of events
observed at energyAsi . Here ŝpeak, the least squares est
mate ofspeak, is distributed approximately normally abou
the true value with varianceVspeak

(a).
We seek an angular cutoff that optimizes our ability

detect a resonance signal. In this case, this procedur
equivalent to minimizing the uncertainty in the signal cro
section. Under the hypothesis H0@speak50# that no reso-
nance signal exists,ŝpeak is distributed normally about zero
and can be used as a statistic to test H0. For arbitrary
nificance, we can maximize the power of a test for H0 ver
the alternate hypothesis H1@speak.0# by choosing the pa-
rametera to minimizeVspeak

(a). Assuming Poisson statis
tics, thus taking

Vi~a!5Lie i@sbkgd~si ,a!1speaka~a!BW~si !#, ~A6!

we have

Vspeak
~a!5S (

i

Lie i@a~a!BW~si !#
2

sbkgd~si ,a!1a~a!speakBW~si !
D 21

.

~A7!

FIG. 11. (Vspeak(a))
21, in arbitrary units, as a function of the

acceptance cuta for the xc2 and xc0 resonances. The two curve
are not on the same scale.
2-10
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We observe that forsbkgd50, Vspeak
/ŝpeak

2 51/N whereN

is the total number of recorded events.
There is an optimal cutoff ifsbkgd(s,a) increases faste

than;a2. This is easily seen. Thea dependence of a singl
term from Eq.~A7!, for an isotropically decaying resonanc
@a(a)5a#, is @sbkgd(a)1aspeakBW#/a2 where we have
dropped the argumentsi . The minimum V satisfies
adsbkgd(a)/da22sbkgd(a)5aspeakBW. For simplicity,
we consider a background cross section of the formsbkgd
5Aan. For isotropic (n51) or linear (n52) background
the minimumV is found for a51. For n.2, we have an
.

p
-
,

e

A

A

05200
optimal a,1 which equals, forn53, AspeakBW/A.
Using theLi and e i given in Tables I and II, we obtain

@Vspeak
(a)#21 for the xc2 and xc0 as a function ofa as

shown in Fig. 11. We takespeak for the xc2 to be 43 pb
based on current PDG values andspeak for the xc0 to be 29
pb based on the approximate signal expected. We find
for the xc2, increasingspeak by a factor of 10 increases th
optimal cutoff by 0.14. For thexc0 , the optimum cutoff
increases by 0.10 for a 10 times larger peak cross sec
We choosea50.45 and a50.40 for the xc2 and xc0,
respectively.
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