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We present a new measurement of air shower muons made during atmospheric ascent of the High Energy
Antimatter Telescope balloon experiment. The muon charge fatig.~ is presented as a function of atmo-
spheric depth in the momentum interval 0.3—0.9 GeWhe differentialu ™ momentum spectra are presented
between 0.3 and-50 GeV/ at atmospheric depths between 13 and 960 §/de compare our measure-
ments with other recent data and with Monte Carlo calculations of the same type as those used in predicting
atmospheric neutrino fluxes. We find that our measwedluxes are smaller than the predictions by as much
as 70% at shallow atmospheric depths,b80% at the depth of shower maximum, and are in good agreement
with the predictions at greater depths. We explore the consequences of this on the question of atmospheric
neutrino production.

PACS numbeps): 96.40.Tv, 14.60.Ef, 14.60.Pq

[. INTRODUCTION more. Because of this, different assumptions are made by
different authors. For instance, the model of Hoedal.[4],
Measurements of the flux of atmospheric neutrinos byused as the starting point in the analyses of the Super-
large underground detectors have consistently disagreed witf@miokande Collaboration, assumes a primary cosmic ray
theoretical predictions, a fact that has been interpreted ifYX ?OLm‘%'ZI?t'O” that is in eé(cebss of the cr:]urrenztor(;easure-
terms of possible neutrino oscillations. The most compelling{“en s by balloon experimeni8], by as much as-20% in
i : he energy range beyond about 5 GeV, which is relevant to
evidence thus far comes from the Super-Kamiokande experj

) . . e production of sub- to multi-GeV atmospheric neutrinos.
ment[1]. The discrepancies between experiment and theory, contrast, the model of the Bartol gro(i,8] uses a pri-

are well beyond the statistical uncertainties in the measurgnary spectrum in good agreement with the most recent mea-
ments. The correct interpretation of the effect requires a desyrements. Different assumptions are also made about the
tailed understanding of neutrino production in the atmo-details of particle production in atmospheric interactions, and
sphere. about the treatment of geomagnetic effe(tee Ref.[9]).
Model predictiong 2—-6] of the absoluteflux of neutrinos  Thus, while the authors of these calculations expect that the
produced in air showers are uncertain due to a number gjredictions of absolute neutrino fluxes might have a total
difficulties: one problem is the normalization of the primary uncertainty of about 18%6], it seems fortuitous that the
cosmic-ray flux, for which measurements vary hy15% or  predicted neutrino rates have been found to agree with each
other within about 10%. It should also be noted that in the
neutrino oscillation analysis of the Super-Kamiokande Col-
*Present address: Department of Physics, Broida Hall, Universityaboration, an additional normalization factor of 1.16 in the

of California at Santa Barbara, Santa Barbara, CA 93106. cosmic ray intensity is introduced to obtain the best oscilla-
"Present address: Department of Physics, Downs Laboratorfion fit to the measured muon and electron neutrino rates as a
California Institute of Technology, Pasadena, CA 91125. function of zenith angle.
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Neutrino production in the atmosphere is closely coupled ~ P2 o e e ST T
to muon production, as both types of particles are produced . .F ' ]
together in pion and kaon decays, and as some of the muons L5 __ A _;
decay to produce further neutrinos. Monte Carlo simulations 1B .7 -
of neutrino production naturally predict the spectra of muons glﬁe o ; ;V
as a function of atmospheric depth. Therefore, a detailed ex- 05 Fp f o
perimental test of the predictions is possible through mea- 0 _EM i = %
surements of the intensity of muons at different depths in the K o8
atmosphere, for instance with a balloon-borne particle detec- 05 48
tor during atmospheric ascent. If such a detector includes a 1 :_ 54\
magnet spectrometer, separate measurements q@f thend Tr ]
n™ fluxes are possible. This is relatively easy for negative 15 ? _f
muons, as negatively charged particles other than electrons c i : ]
are rare in air showergand electrons are easily rejected 2 - ‘0'4' ' '0'6' : '0'8 : "‘{”' : '1' Ll o

. . . . . . 2 1.4
while non-interacting protons generate a large background — n selection B

for positive muons above-1 GeV. Such measurements
have been made by a number of instruments, including the FIG. 1. Distribution of particle rigidityR as a function of veloc-
MASS [10,11], HEAT [12,13, CAPRICE[14], and IMAX ity B=vl/c for ascent data.
[15] magnet spectrometers and older, less sensitive balloon

loads. . "
pa{'(é?e ?/ve describe measurements made with the High Enc_iepths, but measurements of absolute muon intensities only
ergy Antimatter Telescop@1EAT), a balloon instrument op- e dePthS Qf_eatef than 13 g/&m ) o
timized for the study of high-energy cosmic-ray electrons_ !N identifying muon events, TRD information is not used.
and positrons. HEAT uses several complementary particld € TOF system measures the velocity of the partjgle
identification techniques, which are also well suited to the™ v/C With a resolution ofo,=0.15, permitting complete
identification of muons during atmospheric ascent of the balf€iéction of upward-going particles; in addition, the amount
loon. This instrument was flown twice, in 1994 and 1995, 0f light generated in the scintillation counters of the TOF
Preliminary results from the first flight on relative abun- SyStem is used to measure the magnitude of the particle’s
dances ofu® and u~ were reported previousl12]. The electric chargeZe with a resolution ofo,=0.11, permitting
present paper describes measurements made during the sit& unambiguous identification of singly-charged particles.
ond balloon flight: the relative abundanceswof andx~ at The magnet spectrometer measures the sign of the particle’s

momenta between 0.3 and 0.9 GeVand the differential charge from the direction of the deflection in a magnetic field

spectra ofu~ at momenta between 0.3 and 50 GeVAt of about 1 T, with a field integral over the particle’s trajec-
’ tory of [B-dl~4.2 kGm. The magnetic rigiditR=pc/Ze

atmospheric depths between 13 and 960 §/d¥e compare

the results with other measurements and with calculation§' the particle is determined from the amount of deflection;
made with a modified version of the TARGET Monte Carlo &t fgidities between 0.3 and 0.9 GV, the resolution achieved

algorithm [6], developed by the Bartol group to predict at- IS 9r=0.08 t0 0.11 GV. The EMC records the pattern of
mospheric neutrino rates. energy deposits in 10 scintillation counters, each topped by a

0.9 radiation length-thick lead sheet. In each layer, the en-
ergy deposited is measured in units of the energy loss by a
vertical minimume-ionizing particléMIP). A shower sum is
obtained by adding the signals from the 10 scintillators.

The HEAT instrument is described in detail elsewhere The selection of muon events proceeds in three steps.
[16]. It combines a superconducting magnet spectrometerirst, a high-quality spectrometer track and measurement of
(using a drift-tube tracking hodoscopea time-of-flight the rigidity R are required, as described in REL3]. Also
(TOF) system, a transition-radiation detectd@RD) and an required are down-going and singly-charged TOF character-
electromagnetic calorimet¢dEMC). For its second flight, it istics. Second, as shown in Fig. 1, the distribution of recon-
was launched from Lynn Lake, Manitoba, Canada, at a verstructed particle rigidityR is studied as a function of velocity
tical geomagnetic cutoff rigidity of well below 1 GV. The B, and compared with ideal curvdd= (m/Z) BI\(1— B2
flight took place on 23 August 1995, approximately at mini-wheremis the mass and the charge of the particle. Clearly
mum solar activity. The ascent from an atmospheric overburidentifiable in the figure are populations due to (ded d, p,
den at the ground of 960 g/énto a float altitude at 3 g/cth ™ andu™ events.m™ and someK™ events cannot be dis-
required 3.1 h, during which charged atmospheric secondarjnguished from thew™ populations, and are a small back-
particles were detected and recorded. Near the end of ascegtound to the muon signal. We selegtlike events by re-
at about 13 g/cﬁ] the instrument trigger configuration was quiring: (1) 8=0.85 and(2) 0.3<|R|=<0.9 GV, for the low-
changed to commence preferential measurements of eleenergy uw*/u~ ratio, and (2) R<—0.3 GV for the u~
trons and positrons, affecting the ability to measure absolutenergy spectra. F&R=0.9 GV, u™ events become indistin-
muon intensities at shallower depths. Therefore we repomuishable from non-showering hadrofmostly protong so
measurements of the muon charge ratio at all atmospheritatu™ spectra are not measured with this instrument. Third,

IIl. MUON IDENTIFICATION AND BACKGROUNDS
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e et TABLE I. Muon counts at 0.%|R|=<0.9 GV as a function of
@ S N R O RN R Y SR A AR = atmospheric deptki Uncertainties are statistical.
% 50 - Interactmg —
e [ hadrons ] d d
§ wk 3 (glcn?) @enm®) N N, w i
g | | 3-4 3.45 134 65 2.060.31
o) 30 . 4-7 5.13 35 27 1.360.33
B 5 7-13 9.85 53 37 1.480.31
C 7 13-32 23.2 305 193 1.580.15
20 - 32-67 49.1 458 348 1.3#60.094
= 67-140 105 1264 954 1.325.057
J/IO ; 140-250 190 1691 1463 1.150.041
'i C X 250-350 298 605 540 1.12(0.066
%0:\\\|‘\|H‘ HI‘HI \H|\‘<|‘\|H’|\TF\| 350-840 499 810 792 1.023).051
%2 15 ] 05 0 05 15 2 840-960 957 1076 990  1.0870.048
S u selection R (GV)

FIG. 2. Distribution of shower sum in the EMC as a function of Which for the Lynn Lake flight is well below the energies of
particle rigidity R for ascent data. interest here.

we study the behavior of the shower sum measured by the Ill. RESULTS AND DISCUSSION
EMC as a function of particle rigidit{r, as shown in Fig. 2.
Ideal curves for electrons and positrons are obtained by as-
suming a simple linear relationship between EMC gipno- The number of low-energy ™ andu~ events detected as
portional to energyandR. For heavier particles, a calcula- a function of atmospheric depth and tpe/x~ ratio are
tion of EMC sum is made by integrating Bethe-Bloch energysummarized in Table |. The */x~ ratio is shown as a func-
losses within the EMC scintillators. Populations of eventstion of atmospheric depth in Fig. @abeled HEAT 95, to-
due to €, p andu™/7~/K* are identifiable. By augment- gether with the measured ratio from the first HEAT flight
ing the selection criteria of Fig. 1 with the requirement that[12] (labeled HEAT 94 and other recent measurements
particles not shower in the EMCEMC sum <15), e [14,15,19. As noted on the figure, the various analyses have
events with|R|>0.3 GV are rejected. The low-rigidity pro- used different magnetic rigidity ranges, and moreover, the
ton events that range out in the EMC and would appear téneasurements were made at different solar epochs and dif-
contaminate thg.™ population are rejected by th@=0.85 ferent geomagnetic rigidity cutoffs R, so that the data
requirement of Fig. 1. are not truly directly comparable. The two HEAT measure-
With these criteria, we achieve essentially complete rejecments of the muon ratio are the most statistically significant,
tion of electron events, but there remains a small backgroundnd are essentially consistent with each other and with other
to the muon signal due to pions and kaons. We estimate from
Monte Carlo simulations of air showers based on CERN’s ' L L L
GEANT-FLUKA algorithms[17] that thew™= flux at a depth of ® HEAT 95;03<[R|<0.9 GV; R, <<l GV
13 g/cnf is only 2% that ofw™, in agreement with another 4 HEAT 94;03R[<09 GV: R =44 GV
calculation[18]—with K= fluxes at a much lower level—
and that this further decreases with increasing atmospheric
depth. Moreover, only pions that do not interact can be mis-
taken for muons, which occurs 39% of the time, so that the
background to the muon measurement due to atmospheric
pions is only about 0.7-0.9% near float, decreasing to less
than 0.4% at depths greater than 300 g7c@uch a small
background is not corrected for here. Occasionally, cosmic- 0.75
ray interactions in the instrument resultdn” production, at 05
an even more modest level than the atmospheric pion back- )
ground. GEANT-based simulations indicate that only 0.04% 0.25
of proton-induced events yield a misidentification ag a.
As the payload slowly rotated throughout the flight de-
termined with a solar sensor attached outside the gopdola
and did not align itself with the Earth’s magnetic field, pos-
sible geomagnetic East-West asymmetries are averaged out. FIG. 3. Measured muon ratipn*/u~ as a function of atmo-
Furthermore, such asymmetries in the primary proton fluxspheric depth. The curves are calculations with the TARGET algo-
are only expected at momenta near the geomagnetic cutoffithm. The HEAT data are for 08|R|<0.9 GV.

A. Muon charge ratio
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TABLE II. Rigidity-dependent parameters and corrections used
in the determination of the absolute™ intensities.

R R €dt (QA) €acc

(GV) GV) (%) (cm? si) (%)
0.3-05  0.40 68.350.22 568.92.6 52.0-05
05-0.8  0.65 74.460.20 613.+28 63.0-:05
0.8-1.2 0.99 78.770.19 608.22.7 66.1-05
1.2-1.7 1.43  80.460.18 604.42.7 65.4-05
1.7-25 206 81570.18 600.0:2.7 64.6-0.5
2.5-4 3.13 81.640.18 601.92.7 63.9-0.5
4-8 552 81.480.18 598.92.7 62505
8-16  11.0  81.4%0.18 603.6:2.7 61.2-0.5
16-32  21.3  81.450.18 606.02.7 47.0-0.4
32-50  39.2 81.430.18 602.4-2.7 15.5-0.2

measurements, within the appreciable errors. Based on th
HEAT measurements, no clear correlation of the muon ratio
with geomagnetic cutoff rigidity is observed. The depth de-
pendence of the charge ratio seems to be essentially fla
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I ® HEAT95 13-32 g/em”

iy

O MASS 89 15-36 g/cm
A MASS91 5-27 g/cm
O CAPRICE%4 15 g/cm

[ ® HEATO95 32-67 g/om®

3

O MASS 89 36-66 g/cm
A MASS 91 2548 g/cm
O CAPRICE %4 48 g/cm

@ HEAT95 67-140 g/cm“
#j=
*ﬁ?f

O MASS 89 92-120 gfcm’
A MASS91 83-106 gfcm’
O CAPRICE94 93 g/cm®

@ HEAT 95 140-250 g/cm

o

O MASS 89 190-243 g/em?
A MASS 91 164-255 g/cm2
O CAPRICE 94 206 g/cm®

® HEAT 95 250-350 gfcm®

O MASS 89 243-381 g/cm
A MASS 91 272-358 g/cm

@® HEAT 95 350-840 g/cm

.

_[;— O MASS 89 587-910 g/cm
A MASS 91358514 g/cm

although a slight decrease from about 1.3-1.4 at high alti-

tudes(3—50 g/cm) down to about 1.1 at the ground cannot O CAPRICE 54 25 gen
be excluded. We note that the charge ratio measured by bot 1
HEAT 95 and CAPRICE 94 at small depths appears anoma:

lously high. This effect is not understood at present. Also

shown on Fig. 3 are calculations with the TARGET algo- 10 -3
rithm [6] (widely used for neutrino flux calculatiopsfor

conditions of solar minimum and maximum activity. Both 4
HEAT flights occurred under essentially solar-minimum 10
conditions. The TARGET calculations have been made for

average primary fluxes at solar minimum and maximum,

which may not exactly represent the actual spectrum at the

time of the flight. The calculations are for a location with no  FIG. 4. Differential »~ momentum spectra as a function of
geomagnetic cutoff, and are intended for comparison withatmospheric depth. The HEAT measurements are compared with
the HEAT 95 data only. The agreement between the HEAThe MASS and CAPRICE measurements for qualitative purposes
measurements and the solar-minimum TARGET calculatio®nly.

appears to be fairly good. Note that the fluctuations in the
simulated distributions at shallow atmospheric depths are
statistical, and indicative of the small number of muons hav-

ing been produced in the air showers at the highest altitudes. The absolute intensity of", in a rigidity interval AR
with an average r|g|d|tyR at atmospheric deptd is ob-

tained with

O CAPRICE 94 535 g/cm

@ HEAT 95 840-960 g/cm”

10

2
10

¥

0O MASS 89600m as.l.

b

O CAPRICE 94 1000 g/cm’

1 10
Momentum (GeV/c)

B. Energy spectra of negative muons

TABLE IIl. Depth-dependent parameters and corrections used
in the determination of the absolute™ intensities.

) — N
ju(d,R)= = :
Atei€ € AR(QA) €scan€ace

d d At € € €y
-+ 0, 0, 0, —

(g/em) (glem?) (+19 ) G G0 whereN , is the number ofu~ events recorded ati(R), At
13-32 23.2 1453 48#41.8 89.19:0.079 99.68 s the time spent at depth e, is the live time fractiong, is
32-67 49.1 1307 4191.6 96.585-0.047 99.33 an event-transmission loss correctian, is a correction to
67-140 105 1571 4954.6 95.051-0.051 98.58 account for the fact that the muon flux is increasingly less
140-250 190 1285 65#86.9 92.894-0.072 97.45 isotropic deeper in the atmospheeg, is the efficiency of the
250-350 298 484 8290.3 95.45-0.12 96.05 basic event cleanliness criteria applied to the drift-tube ho-
350-840 499 1163 9570.2 94.30:0.14 9350 doscope track, QA) is the geometrical factorescay, is a
840-960 957 5335 9980.1 97.09-010 88.03 scanning efficiency” correction(described beloyy and

€acc 1S the muon acceptance efficiency. The acceptance of

032001-4



ENERGY SPECTRA, ALTITUDE PROFILES, AND . ..

TABLE IV. Number of recordedu~ events and their intensityin (cn? s sr GeVt) ] as a function of momentum and atmospheric

PHYSICAL REVIEW D 62 032001

depth.
0.40 GeVk 0.65 GeVt 0.99 GeVt 1.43 GeVt 2.06 GeVt
23.2 81 86 89 42 51
glen? (4.12+0.67)x 10 2 (2.06+0.33)x 10 2 (1.45+0.23)x 10 2 (5.5-1.1)x10 4 (4.22+0.77)x 104
49.1 135 181 100 97 90
g/en? (6.71.0)x 102 (4.42+0.62)x 102 (1.68+0.26)x 102 (1.29+0.20)x 102 (7.621.2)x10°4
105 354 494 403 285 241
gl/en? (1.32+0.20)x 102 (8.7+1.3)x10°® (4.86+0.75)x 103 (2.74+0.43)x 103 (1.46+0.23)x 103
190 568 721 626 441 370
glen? (2.02+0.32)x 102 (1.21+0.19)x 102 (7.2+1.1)x10°8 (4.03+0.65)x 103 (2.13+0.34)x 103
298 198 268 245 191 189
glen? (1.47+0.20)x 10 2 (9.4+1.3)x10°3 (5.84+0.79)x 10 3 (3.63+0.51)x 10 3 (2.26+0.31)x 10 2
499 235 441 398 309 275
glcn? (6.68+0.89)x 103 (5.83+0.73)x 1073 (3.56+0.45)x 103 (2.21+0.29)x 103 (1.23+0.16)x 103
957 280 550 624 630 653
gl/en? (1.85+0.23)x 10" 3 (1.61+0.19)x 10~ 3 (1.22+0.14)x 10" 3 (9.8+1.2)x10°* (6.36+0.75)x 10" *
3.13 GeVt 5.52 GeVt 11.0 GeVt 21.3 GeVt 39.2 GeVt
23.2 34 23 7 4 0
glen? (1.52+0.32)x 10 4 (4.04+0.97)x 10 (6.5-2.6)x10° 6 (2.4+1.2)x10°6
49.1 62 44 22 4 1
glen? (2.80+0.49)x 10 4 (8.01.5)x10°° (2.02+0.49)x 10 (2.6+1.3)x10°6 (1.8+1.8)x10°6
105 173 128 44 12 3
glen? (5.73+0.94)x 104 (1.68+0.29)x 104 (2.93+0.61)x 10 ° (5.321.7)x10°6 (3.622.1)x 106
190 276 216 77 14 2
gl/en? (8.7+1.4)x10°* (2.69+0.45)x 10" * (4.86+0.93)x10°° (6.3+1.9)x10°© (2.7+1.9)x10°©
298 151 126 40 10 2
glen? (9.9+1.4)x10 4 (3.25+0.48)x 10 4 (5.2+1.0)x10°° (8.8+3.0)x10°© (4.9+3.5)x10°6
499 272 247 95 30 4
glen? (6.61+0.87)x 10 4 (2.35+0.31)x 10 4 (4.57+0.71)x 10 (9.9+2.1)x10°6 (3.5-1.8)x10°6
957 723 735 380 124 13
glcn? (3.79+0.45)x 10" 4 (1.49+0.17)x 104 (4.110.50)x 10" ° (8.6+x1.2)x10°° (2.34+0.70)x 10°©

the instrument decreases rapidly for particles incident at &ransmitted.e, is calculated using a standard prescription
zenith angle greater than about 25°, so that particle intens[20], where the zenith dependence of the muon flux is taken
ties reported here are essentially for vertical incidence.  to be co&?¥¢, with the exponenn a function of atmospheric
Both R andAR are weighted to account for the details of depth d; we have usedn(d)=(d/1030 g/cnf) X Ngealgel
the energy spectrum, according to With Ngeaiqe1=2. €4 IS Obtained by a careful accounting of
the number of events recorded compared to the number of

Ry Rj events with a successful minimal track reconstructiébAf
. JR_ Rf(R)dR JR_ f(R)dR ande,.. are determined with the aid ofGEANT-based simu-
= 'R_—, AR= ————, lation of the response of the HEAT instrumeit,,, is a
f Jf(R)dR f(R) correction factor introduced based on the visual scanning of
R; several hundred events to account for residual differences

between the reconstruction efficiency of real events com-
wheref(R)«<R™“ is the rigidity power-law spectrum, with pared to that of simulated ones, and is found toeg,,
spectral indexx varying between—0.56 and 3.5 depending =(0.9+0.1). The various parameters described above are
on bothR andd (« is experimentally determined from the given in Tables Il and IlI.
spectra before any of the normalization corrections are ap- The final ™ intensities as a function of momentum for
plied). At is measured with an on-board clock, is deter-  various atmospheric depths are shown in Fig. 4 and given in
mined using on-board scalers which count clock cycles whileélable IV. Also shown in the figure are the measurements of
the instrument is available for a trigger or busy processing athe MASS [10,11] and CAPRICE[14] experiments. The
event, ande, is determined by careful accounting of event HEAT sample of 10327~ events collected during ascent is
numbers generated on board compared to events successfulty be compared with the MASS samples of 2893 events

032001-5



S. COUTUet al. PHYSICAL REVIEW D 62 032001
—— TARGET 1D solar min - - - TARGET 3D solar min —— TARGET 1D solar min
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FIG.‘ 5 leferentlal,z_L momentum spectra measureq py HEAT FIG. 6. u~ growth curves measured by HEAT for different
for various atmospheric depths. The curves are predictions of the

. - ) momentum intervals. The curves are predictions of the 1D
1D TARGET algorithm at solar minimuntsolid curve$ or solar . . .
maximum (dotted curvel conditions, and the 3D TARGET algo- TARGET algorithm (solid curve$ and 3D TARGET algorithm

. . i dashed curvegsrespectively, for solar minimum conditions.
rithm at solar minimum(dashed curvegsrespectively. ( 9sresp Y,

. . C. Comparison with model calculati
(1989 flighy and 4471 events(1991 flighy and the omparison with mode! calcuiations

CAPRICE sample of 4627 events. Although the 1989 MASS
measurements were also made in Northern Car{édan In Fig. 5, we compare the HEAT measurements reported
Prince Albert, Saskatchewarthe flight occurred at a differ-  here with predictions of the TARGET algorith#], for con-

ent solar epocli1989, at the time of a significant Forbush ditions of solar minimum and maximum activity, shown as
decrease. The 1991 MASS measurements were made frogalid and dotted curves, respectivelithe solar-minimum
Fort Sumner, New Mexico. The CAPRICE data were col-curves are the ones of interest here, but the solar maximum
lected at Lynn Lake, in 1994, and so are more directly comcurves are shown as well to illustrate the extent of the effect
parable with our measurements. The general level of agre®f the solar cycle on muon productigriThese curves are
ment between the data sets should be noted. obtained with the standard TARGET algorithm, which simu-

1. One-dimensional TARGET algorithm
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4 R R TARGET 1D solar min — Yy T v,
Es500 [ 1D Simulations TARGET 3D solarmin =~ --- v, -,
A No primary zenith sampling 2 F F
=400 | Mean 1.13, RMS 0.27 ® 10720 i
2 O
E - L F
Z300 | 5 b y
3 [ 210 T E
I g o £
5200 2 L L
B 210"
= E - 03-0.5GeVic E- 0.508GeVic
100 b5 E I L R Ll !
g r
o ¢ g0 ¢
800 L 3D Simulations o 3f r
100 E Isotropic primaries =10 = 3
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200 i i
100 T L
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E - L7-25GeVic E* 2.5-4GeV/c
FIG. 7. Distribution of the ratios of predicted to measuyed Pl N S —
intensities, for 1D TARGET calculationgtop panel and 3D 10 20 B
TARGET calculations(bottom panel respectively. Each ratio is
weighted by the square of the error on the ratio derived from the af .
experimental error on the intensity. 10 3 3
. o . . 10 S 4eGevic 27 816 G9V//c//
lates vertically incident cosmic rays, and which follows the e R R R U R A il
development of the air shower in one dimension only. No ol C
corrections for geomagnetic effects are made. This is the 10 3 3
algorithm developed by the Bartol group and used in predict- 35 F
ing underground neutrino rates from atmospheric sources 19 "L L
[6,8]. In Fig. 6, we show the.™ growth curves for different £ 2
momentum intervals, also compared with the 1D TARGET- 10 40 e [
based predictions for solar minimum conditiorisolid E 1I6—32GeV/9/|‘“'$ | [ 3250GeVie |
curves. The calculations were not made for the highest mo- 10 102 103 10 102 103
mentum bin. . )
There is general similarity between the experimental and Atmospheric Depth (g/cm”)

simulated distributions, with some notable differences. For
instance, the predictions are significantly in excess of the, .
measurements below 4 Gead/at atmospheric depths be-
tween 13 and 250 g/cmThe ratio of simulated to measured
intensity varies from 1.2 0.2 near shower maximum at 200
g/cnt to 1.7+0.3 at depths between 13 and 140 gfcrt
depths beyond shower maximum, or at momenta greater than
4 GeV/c, the simulations agree very well with our measure-
ments. A similar trend was found by the CAPRICE Collabo-

FIG. 8. v growth curves predicted by TARGET at Lynn Lake,
solar minimum conditions, in different momentum intervals.
The curves are: 1Dy, +v,,), solid curves; 3D ¢,+v,), dashed
curves; 1D o+ v.), dotted curves, 3D #.+v.), dot-dashed
curves.

version of the TARGET algorithm was produced in collabo-
ration with T. Gaisser and T. Stanev of the Bartol Research

ration [14]: simulations predict morg. " events than they nstitute. In this, three dimensional air shower development
measure below about 1 GeV/c, but they find that the ratio o* : P . P
effects are taken into account, and the primary cosmic ray

simulated to measured intensity is greatest at shower max[- . LT : .
i arrival direction is sampled isotropically, rather than assum-
mum, with a value of 1.80.1.

ing vertical incidence. Geomagnetic effects are not yet in-
cluded in the calculations. Figure 5 also shows ghe mo-
mentum spectra at various atmospheric depths obtained with
In an attempt to understand the origin of the discrepancyhe 3-dimensional TARGET algorithrfdashed curves for
between the predicted and measured muon intensities, a neselar minimum conditions. The 3D calculations are in sub-

2. Three-dimensional TARGET algorithm
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TABLE V. Near vertical neutrino intensities at 960 g/tmt zero geomagnetic cutoff, for 1D and 3D
TARGET calculations. All intensities are in (éns sr GeVt) 2.

Momentum (vytv,) (vytv,) (vetve) (vetve)
(GeVic) 1D Intensity 3D Intensity 1D Intensity 3D Intensity
0.36 0.32 0.31 0.15 0.14
0.71 0.063 0.062 0.027 0.026
0.89 0.035 0.035 0.014 0.014
1.4 0.0099 0.0099 0.0038 0.0038
1.8 0.0051 0.0052 0.0019 0.0019
2.8 0.0014 0.0014 43104 4.3x1074
5.6 1.8<10°* 1.8x1074 4.0x10°° 4.2x10°°
11 2.3x10°° 2.3x10°° 3.7x10°6 3.6x10°6
22 2.6<10°°© 2.6x10°° 2.9x10°7 3.0x10°7
stantially better agreement with the data than the 1D calcu- IV. CONCLUSIONS

lations. In Fig. 6, the measured™ growth curves are also

compared with 3D TARGET prediction&dashed curves We have made statistically significant measurements of

ei?.j_r shower muons as a function of atmospheric depth. We
tation of the data. report the muon charge ratio*/x~ in the momentum range

Figure 7 shows distributions of the ratios of predicted to0-3-0.9 GeV¢ and the momentum spectra f  in the
measurequ~ intensities, for 1D TARGET calculationgop ~ fange 0.3—50 Ge\, at atmospheric depths from 13 to 960
pane) and 3D TARGET calculationéottom panel respec- g/_cn_wz. The charge ratio is essentially constant with altitude
tively. These are cumulative distributions for all momentumWithin errors, with a possible decrease from 1.3—1.4 at high
and atmospheric depth bins. Each ratio is weighted by th@ltitudes to 1.1 at the ground. A comparison of our measured
square of the error on the ratio derived from the experimenta~ momentum distributions with model calculations indi-
error on the intensity. The distribution for 1D calculations cates significant discrepancies with the predictions of the
has a mean 1.13, indicating an average overprediction gftandard one-dimensional TARGET algorithm: our measured
13%, whereas for 3D calculations the mean is 1.07, a slightifluxes are lower than the calculated ones at shallow depths
better agreement. The main improvement however is in th efore about shower maximum. Calculations of the muon
reduced RMS variance of 0.17 for the distribution for 3D intensities with a new version of the TARGET algorithm,
calculations compared to 0.27 for the 1D calculations. Thusaccounting for three-dimensional air shower development,
the more realistic calculations that take into account 3D aitead to a substantially improved agreement with our data. A
shower development and primary zenith arrival directiondetailed representation of atmospheric secondary production

constitute a clear improvement in the representation of muofus benefits from the more realistic simulations. The aver-
production. age excess of about 7% of the 3D calculations over our mea-

sured intensities is comparable to possible systematic effects
in our experiment. Thus, within this uncertainty, the 3D
) ~ TARGET algorithm generates atmospheric secondary par-
The 1D and 3D TARGET algorithms were used to predictticle intensities which are in agreement with the measure-
(v,tv,) and (ve+vy) intensities at different atmospheric ments.
depths and in different momentum bins. The calculations are The three-dimensional air shower development effects do
made for solar minimum conditions, for no geomagnetic ri-not appear to impact significantly the atmospheric neutrino
gidity cutoff, and for primary cosmic rays arriving within rates at the ground, but merely the pattern of neutrino pro-
30° of the zenith. The resulting neutrino growth curves induction altitudes. Thus, we estimate that the neutrino inten-
different momentum intervals are shown in Fig. 8. The cal-sities predicted by the 1D version of the TARGET algorithm
culations are made only up to 32 GeV/Although there are are also accurate to about 7%. This is to be compared with
differences between the 1D and 3D predictions at momentthe accuracy of 14—18 % first estimated for such calculations
less than about 1 Ge¥/ these differences are most impor- [6]. Even though the Hondat al. [4] model uses different
tant at mid-to-high altitudes. The neutrino intensities at theassumptions about the primary cosmic ray flux and about the
ground level, which are the ones of relevance to the unde@tmospheric interaction characteristics, it predicts neutrino
ground neutrino studies, are summarized in Table V, for 10ntensities on the ground which agree with the TARGET
and 3D calculations. The neutrino intensities at ground levepredictions and with our data at the level of 7-10%. There-
appear not to be altered much by the 3D effects. A similafore, one might put into question the additional normaliza-
conclusion was also reached in a study by Battisetral.  tion factor of 1.16 of the primary cosmic ray spectrum that is
[21], where detailed calculations of atmospheric muon andntroduced in the Super-Kamiokande neutrino oscillation
neutrino production are made in one and three dimensionsanalysis.

3. Neutrino production
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