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We report on a study of the invariant mass spectrum of the hadronic system in therdeeay 7°v, .
This study was performed with data obtained with the CLEO Il detector operating at the €ESReollider.
We present fits to phenomenological models in which resonance parameters associated w(i#iY @eand
p(1450) mesons are determined. The #° spectral function inferred from the invariant mass spectrum is
compared with data oa*e” — a7+ 7~ as a test of the conserved vector current theorem. We also discuss the
implications of our data with regard to estimates of the hadronic contribution to the muon anomalous magnetic
moment.

PACS numbeis): 13.35.Dx, 13.25.Jx, 13.40.Gp, 14.40.Cs

[. INTRODUCTION [3] produced in the decay — 7~ #°», based on data col-
The 7 is the only lepton heavy enough to decay to finallected with the CLEO Il detector.
states containing hadrons. Since leptons do not participate in In semi-hadronicr decay, hadronic states consisting of
the strong interactions lepton decay is well suited for iso- two pseudoscalar mesons may only have spin-parity quan-
lating the properties of hadronic systems produced via théum numbers)®=0" or 1~. In addition, the conserved vec-
hadronic weak currentl,2]. Furthermore, angular momen- tor current(CVC) theorem forbids production of 0 non-
tum conservation plus the transformation properties undestrange states inr decay. Thus, within the picture of
parity andG parity of the vector and axial vector parts of the resonance dominance in the accessible range of squared mo-
weak current give rise to selection rules that constrain thenentum transfeq?, the decayr  — ~ #°v. is expected to
types of hadronic states that may form. Tha$epton decay be dominated by production of the lowest lying vector me-
provides an especially clean environment for studying theseon, thep(770). Radial excitations, such as th€l450) and
states. In this article, we present a study of ther® system  the p(1700), may also contribute. Although these are well-
known mesons, their properties have not been measured pre-
cisely, and there exists a wide variety of models that purport
*Permanent address: University of Texas - Pan American, Edinto characterize their line shapes. New data can help improve
burg, TX 78539. the understanding of these states.
'Permanent address: Yonsei University, Seoul 120-749, Korea.  Finally, CVC relates properties of the™ 7° system pro-
*permanent address: University of Cincinnati, Cincinnati, OHduced in7 decay to those of the* 7~ system produced in
45221, the reactiore®e” — =" 7~ in the limit of exact isospin sym-
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metry. The degree to which these relations hold has impor- The e*e™ spectral function can also be expressed in

tant consequences. For example, data oretree process is terms of the pion electromagnetic form factr(q?):

used to determine the dominant contribution to the large but

uncalculable hadronic vacuum-polarization radiative correc- 1 2p, 3

tions to the muon anomalous magnetic momept=(g, v””(q2)=ﬁ Fw(q2)|2(—2) , 4

—2)/2. With CVC, 7 data can be used to augment e~ & \/q—

data, leading to a more precise standard model prediction for

the value ofa,, [4]. where the last factor represents fha@vave phase space fac-
Here, we attempt to address some of these issues, usind®- With p being the momentum of one of the pions in the

high-statistics, high-purity sample of reconstructed  rest frame. _Ther decay spectral fu_nction can be simi-

cede earlier preliminary results from CLEO Il on this subject

[5]. Work in this area has also been published by the ALEPH B. Models of the hadronic current

Collaboration[6]. In Sec. Il, we review models of the had- The hadronic physics is contained withif™(g?), or

ronic current in the decays of theto vector mesons, and equivalentlyF_(g?). From the electric charge of the-, it
specify the models we employ to extract resonance param—q YEL0). g '

eters. In Sec. lll we discuss our data sample and the evelit known thatF,(0)=1. Beyond that, its form at low ener-

selection criteria. To mitigate experimental biases, we appl Isees dlSVT/(i)tthprrssgr?ch%alggﬁibr:gr:ZeQ(iiDié aer:(d ;?g:%g}:g be
several corrections to the data, described in Sec. IV. Th : ’ P

results of fits to the correcteq?® spectrum are reported in ominated by the line shape of th¢770) meson, with con-

Sec. V, and systematic errors are discussed in Sec. VI. Wtéibutions from its radial excitations, the(1450) and

compare our data with those obtained by ALEPH and theo(lvm(.)) meésontss\tla_notedfa,% arr:dp ,brespectlvelgédll
low-energye*e” experiments in Sec. VII. In Sec. VIl we arious breit-ivigner forms have been propo -

: R I 14] to parametrizé- .. We consider here two models: those
discuss the applicability of our data for predictions of the > ™ ! .
muon anomalous magnetic moment. Finally, we summariz f Kuhn and Santamariks) [13] and Gounaris and Sakurali

our results in Sec. IX. GS [11]

1. The model of Kian and Santamaria
Il. PHENOMENOLOGY AND MODELS . . . . . .
In addition to its simplicity, the KS model is useful since

A. Model-independent phenomenology it is implemented in th@AuoLA  decay packaggl5] used
The decay rate for~— 7~ 7°», can be written a$l] in the CLEO Il Monte Carlo simulation. The form is given
T by
dr (7" =7 7%,) GF|Vud® Sty

_ 2 2\2
dg? 3272 M3 ( ™)

T

1

=)q2y=e - , "

PO = g7 (BW,+BBW, +yBW,
0

X (M2+20%) v™™ (g?), () o), (5)

whereq? is the invariant mass squared of the 7° system,

and v””o(qz) is the vector spectral function characterizing
the (a priori unknownr hadronic physics involved in the for- )
mation of the 0°=1") 7~ ' system Gg. is the Fermi con- BW — M,
stant, V4 the Cabibbo-Kobayashi-Maskaw&KM) matrix P (Mﬁ—qz)—i\/?l“p(qz)
element, andvl . the 7 lepton massSgy, denotes electroweak
radiative corrections not already absorbed into the definitiomepresents the Breit-Wigner function associated with the
of GF,_some components of which have been determine%(77o) resonance line shape, with, ande(qz) denoting
theoretically[ 7-9]. _ _ the p meson mass and mass-dependent total decay width.
The correspondingr“ 7~ spectral functionn™"(q”) can  The assumed form for the latter is described below. The
be |nferred from the Cross section fefe7—>77+777 [1,10] parameter$ and y Specify the relative Coup”ngs tp)’ and
s 2 p", and the ellipsis indicates the possibility of additional con-
am aem)vm(s) (27  Iibutions. The Breit-Wigner functions are individually nor-
’ malized so that the conditioR ,(0)=1 is satisfied with the
inclusion of the 1/(% B+ vy) factor. For application to
wheres=q? is the squareé” e~ center-of-mass energy. Up e*e™—x*x~ data, one must consider isoscalar as well as
to isospin-violating effects, CVC allows one to relate thejsovector contributions. For this, the form f6£ =% is ob-

spectral function obtained fromdecay to the isovector part tained by modifyingBW, so as to characterize-o interfer-

ere

(6)

0'(e+e_ﬂ77+77_)=( s

of thee"e™ spectral function: ence, which is not relevant far decay.
I, o An alternate form fow "™(g?) can be obtained from con-
v (g9)=v""(q7) . (3 sideration of the amplitudes for weak production and strong
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decay ofp mesons. For the case where only th€770)
contributes, the spectral function can be expregfaitbw-
ing Tsai[1]) as

2mf2 JG2T (g?)/
e P L
P P
where
@ 2p,\°
I‘p(qz)_(@> \/?(ﬁ) (8

gives the energy dependence of thevidth. The constant§,
(with units of mass squarg¢@ndg, (dimensionlesscan be

identified as the weak and stropgmeson decay constants,

respectively. The-,(0)=1 condition is satisfied fof ,g,
=2M?, in which case the KS form is recovered.

The energy dependence of thavidth may be more com-
plicated than the P-wave behavior indicated in 8. Vari-

ous author$12,1€ suggest the need for an additional Blatt-

Weisskopf centrifugal barrier factdrl7] which takes the
form

1+ R?p3

—_— 9
1+ R?p2’ ©

where po=p.(g°=
eter with a value assumed to be®(1 fermific). This factor

multiplies the right hand side of E@8), and thus modifies

PHYSICAL REVIEW D 61 112002

_3MZ M,+2p, M, M2M,
=—n—— - (13
7Tp0 T T Po ’7Tp0

Following Refs.[6,13,18, we employ an extension of this
model to include possiblg’ andp” contributions, as in Eq.
(5).

The GS form forF . is similar to the KS form in tha(l)
both are normalized so th&t,(0)=1, and(2) their shapes
are similar in the vicinity of the peak, sincef(g?) in Eq.
(10) goes aM?2—q? nearg?=M?2 [11]. However, the addi-
tional term in the numerator of Eq10) results in a larger
value forF atq —Mﬁ relative to that in the KS model,
given the same values féd , andIl’,. ForM ,=0.775 GeV,
the value ofd is 0.48, such thaf W(M ) is Iarger by 9% than
the corresponding value from the KS model.

I1l. DATA SAMPLE AND EVENT SELECTION
A. Detector and data set

The analysis described here is based on 3.5 fif e*e~
collision data collected at center-of-mass energi€g.g, of
~10.6 GeV, corresponding to 3L0° interactions of the
typeete” — 7" 77 (). These data were recorded at the Cor-
nell Electron Storage RinCESR with the CLEO Il detec-
tor[19] between 1990 and 1994. Charged particle tracking in
CLEO Il consists of a cylindrical six-layer straw tube array
surrounding a beam pipe of radius 3.2 cm that encloses the

=M ) and R denotes the range param- e"e~ collision region, followed by two co-axial cylindrical

drift chambers of 10 and 51 sense wire layers respectively.
Scintillation counters used for triggering and time-of-flight

the I'(g?) factors appearing in both the numerator and de-measurements surround the tracking chambers. For electro-

nominator of the Breit-Wigner form foo ""(q?) given by
Eq. (7).

2. The model of Gounaris and Sakurai

The GS mode]11] has been used by a number of authors

[6,11,13,18to parametrize thete™ — 7" 7~ cross section.
In this model, the form fofF .

shift, assuming(770) meson dominance. This yields

E () M2+dM,I, w0
a q = . il
(M2—0?) +f(0?) —iVo?T ,(g?)
whereI", denotes” (g?=M?2), and
2 2 2 2 2 2 2 2 dh
f(q%)=p%(a) [h(q") —h(M})]—p5 (q°= M) —
dq 2= M2
(11)
. T,M22p. (6% Ja?+2p,(g?)
h(q )— - 5 In—— : (12
Po W\/q— ™

andd is chosen so as to satisfy tie,(0)=1 condition,

is derived from an assumed
effective range formula for the P-wave 7 scattering phase

magnetic calorimetry, 7800 G3dll) crystals are arrayed in
projective and axial geometries in barrel and end cap sec-
tions, respectively. The barrel crystals present 16 radiation
lengths to photons originating from the interaction point.

Identification of 7~ — 7~ w°v, decays relies heavily on
the segmentation and energy resolution of the calorimeter for
reconstruction of ther®. The central portion of the barrel
calorimeter {cos#|<0.71, wheref is the polar angle relative
to the beam axjsachieves energy and angular resolutions of
oe/E (%)=0.35E%"%+1.9-0.1E and o, (mrad=2.8\E
+2.5, withE in GeV, for electromagnetic showers. The an-
gular resolution ensures that the two clusters of energy de-
posited by the photons from a° decay are resolved over
most of the range of° energies typical of the decay mode
studied here.

The detector elements described above are immersed in a
1.5 T magnetic field provided by a superconducting solenoid
surrounding the calorimeter. Muon identification is accom-
plished with plastic streamer tubes, operated in proportional
mode, embedded in the flux return steel at depths corre-
sponding to 3, 5 and 7 interaction lengths of total material
penetration at normal incidence.

B. Monte Carlo samples

We have generated large samples of Monte Cavig)
events for use in this analysis. The physics of thpair
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production and decay is modelled by tRerRALB/TAUOLA menta of all charged tracks are corrected for dE/dx energy
event generatdrl5], while the detector response is handledloss in the beam pipe and tracking system, with the assump-
with a GEANT-based 20] simulation of the CLEO Il detector. tion that they are pions.

The primary MC sample, denoted as the genefridViC Clusters of energy deposition in the calorimeter are con-
sample, consists of 11.9 millior-pair events with all decay sidered as candidates for photons frath decay if they are
modes present. We generated an additional sample enrichetdserved in the central part of the detectprog6/<0.71),

in 7~ —m 7°v_ decays, bringing the total number of MC are not matched to a charged track, and have energy greater
signal decays to 10.9 million, corresponding to roughlythan 50 MeV. Pairs of photons with invariant malsk, .,
seven times the integrated luminosity of the data. The geWwithin 7.5 o, of the #° mass are considered a candi-
neric - Monte Carlo sample is used to estimate backgroundé§lates. Theyy invariant mass resolutioa,, varies from 4 to
from non-signalr decays, as well as for comparisons of ki- 7 MeV/c?, depending onr® energy and decay angle. Thé
nematic and detector-related distributions with those fronfNergy is required to be greater than (E)g,, Eachz®
the data. We employ the full MC sample for the bin migra_candldate is associated with the charged track nearest in

-0 i 0
tion and acceptance corrections described in Sec. IV. angle to form ar” o candidate. If more than one™ can-
The =~ #° spectral function implemented in the Monte d_|dam can be assigned to a given track, only one combina-
Carlo is the KS model, with parametersd(, T, 3 tion is chosen, namely that for which the largest unused bar-
. » Uy B

_ . . — 0 .
M., T,)=(0.773, 0.145,—0.145, 1.370, 0.510) in rel photon-like clusyer in Fher T hemlsphere'has. the least
GPV P i hich is di ol Hefe. denot energy. A cluster is defined to be photon-like if it has a
eV, except forB which 1S |2men§|on €ss. Helie, denoles  yansverse energy profile consistent with expectations for a
the polep meson widthI' ,(q°=M(). These parameters are phaion and if it lies at least 30 cm away from the nearest
based on one of the fits by Kn and Santamarid 3] to the 53¢k projection.

e"e” -7 m data. This fit did not allow for a possible  As mentioned earlier, backgrounds from multihadronic

p(1700) contribution. (e+e‘—>qa) events are rejected by identifying the tag sys-
) tem as being consistent with" decay to neutrin@®) plus
C. Event selection e", ut or 7" 0 The tag track is identified as an electron if
Tau leptons are produced in pairséne™ collisions. At  its calorimeter energy to track momentum ratio satisfies
Cornell Electron Storage Rin¢CESR beam energies, the 0.85<E/p<1.1 and if its specific ionization in the main drift
decay products of the™ and r~ are well separated in the chamber is no more than two standard deviatian lfelow
CLEO detector. The decay of the lepton intor~ #%v,is  the value expected for electrons. It is classified as a muon if
referred to as the signal decay, while that of the recoiling  the track has penetrated at least the innermost layer of muon
is referred to as the tag decay, and similarly for the charg€hambers at 3 interaction lengths. If the tag track is not iden-
conjugate case. Due to limited chargedK separation ca- tified as ane or au, but is accompanied by a second of
pabilities, we do not attempt to distinguish™ from K~ in energy=350 MeV, then the tracks° combination is classi-
this analysis. As a result, our selected event sample contaif©d as g tag. The invariant mass of this combination must
background from the Cabibbo-suppressed chanmel be between 0.55 and 1.20 GeV.
—K~a%_. This and misidentified decays from other chan-  T0 ensure that these classifications are consistent with ex-

nels are subtracted statistically using the generiblonte  Pectations fromr decay, events are vetoed if any unused
Carlo sample described above. photon-like cluster withcos#|<0.95 has energy greater than
To reject background from nonr events, we require the 100 MeV, or if any unmatched non-photon-like cluster has
tag decay products to be identified with one of three decagnerdy above 500 MeV. Finally, the missing momentum as
channels: e* vy, (“e tag”), wtv PG u tag”), and determined using ther™ 7#° and tagging systems must point
. elr ’ ubr '

N M . M into a high-acceptance region of the detect¢ro§fss
e o e =0.85).ad ust hae a comporen ansvrse (o e ea
’ P 9 Y f at least 0.0&,.,, These requirements also limit the

ling the decays as tag and signal decays. Thus, in such evenig ;o yiification ofr decays containing multiple®s as sig-
both decays are used in our analysis if the requirement al decays

given below are met for both combinations of tag and signa

labels. We have previously used these event topologies to
measure the branching fraction for the signal decay mode,
described in Ref{21]. The event selection used here is simi-  With this selection, 103522 events remain. The distribu-

lar and is described below. tion in normalized di-photon invariant mass,,=(M,,

We require an event to contain exactly two reconstructed-M o)/, for these events is shown in Fig. 1, with the
charged tracks, separated in angle by at least 90°. Botborresponding Monte Carlo distribution overlaid. Of these,
tracks must lie in the central region of the detector: the tag@4948 lie in then® signal region, defined to be the interval
track must lie within/cos#|<0.8, while the signal track must —3.0< S,,<2.0. The asymmetry of the distribution and the
have|cos6|<0.71, so as to avoid excess interactions in thesignal region definition arises because of the asymmetric en-
main drift chamber end plate. Both tracks must be consisterdrgy response of the calorimeter. The low-side tail of the
with originating from thee™ e™ interaction region, and have photon energy response curve is due primarily to rear and
momentum between 0., and 0.9E,..,,. The mo- transverse leakage of high energy showers out of the Csl

D. Final event sample
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M ,~Mzo) /o, FIG. 3. Distribution in the momentum of the™, divided by the

FIG. 1. NormalizedM ,, distribution for 7° candidate photon ~beam energy, for candidate decays, from the dagants and the
pairs in the datapoints and the genericc Monte Carlo sample generict Monte Carlo(line histogram samples, afterr® sideband
(line histogran, after all other cuts. subtraction. The bottom plot gives the deviations of the data spec-

trum from the Monte Carlo spectrum, normalized by the Monte
crystals whose energy depositions are summed in determif:2rlo spectrum.
ing the energy of a given photon. We also make use of 2281 ) o
events lying in the side-band regions7.5<S,.,< —5.0 and sible background_s a_t_hlgh mass, such as low-multipligity
3.0<S,,<5.5 to model backgrounds associated with spuri-€Vents, are not significant.
ous7° candidates. After these selections, we redetermine the Aftér 7~ side-band subtraction, backgrounds from non-
photon energies and angles making use oftflenass con- S|gnallr decays are estimated to be 6:‘_60_3.20% from the
straint, so as to improve the” #° invariant mass resolution. 9€nericr lg/loonte Carlo sample. The gomlniang channels are

The M, .0 spectrum is shown, after side-band subtrac-7 —7 7 7 V; (4-01“:(9-08%)’ T —K 7y, (1.86
tion, in Fig. 2. The agreement between data and MC spectr& 0-16 %) and7~ —h~K{#°», (0.59+0.08 %), whereh
is more than an indication of the validity of the application of denotesm or K and the errors include branching fraction
CVC. It also suggests that the event kinematics in the Maincertainties as well as statistical errors.
samples are sufficiently similar to those in the data that the
selection criteria described above are not likely to have in- IV. CORRECTIONS TO THE DATA
troduced significant biases. Additional support for this is the . . _ 0
comparison between data and generic Monte Carlo samples One gqal of this analysis is to analyze the 7 mass
of the =~ momentum and-° energy distributions, shown in spectrum in the context of several models. However, we are
Figs. 3 and 4. Several events in Fig. 2 lie above thepton
mass. The small number of these events indicates that pos-
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] FIG. 4. Distribution in the energy of the®, divided by the

1.0 ' 2.0 beam energy, for candidate decays, from the datanty and the

M(rz0)(GeV) genericT Monte Carlo(line histogram samples, aftetr® sideband
FIG. 2. RawM _- o spectrum afterr® sideband subtraction for subtraction. The bottom plot gives the deviations of the data spec-

candidate decays from the dafaointy and the generie Monte trum from the Monte Carlo spectrum, normalized by the Monte

Carlo sampldline histogran. Carlo spectrum.
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not able to explore all possible models. In addition, it is [
desirable to compare our spectrum to data from other experi- 10%E
ments in a model independent way, as well as to present it in g
a form that facilitates comparison with future data or models. [
These considerations motivate us to construct a histogram of 103}
the mass spectrum that has bemrectedfor (primarily) -
experimental effects. We then carry out simpfefits to the
corrected spectrum using the models of ther® line shape
described earlier.

Three experimental effects give rise to distortions in the
=~ m° mass spectrun{l) backgrounds(2) smearing due to 10'
resolution and radiative effects; af8) mass-dependence of g
the experimental acceptance. In this section, we describe the
corrections, that we applied in the order listed to remove 1E
these distortions. These corrections rely on the Monte Carlo E

L | L | |
i i i 0.3 0.5 0.7 0.9 1.1 1.3 15
simulation of the physics and detector response. Reconstructed 0 Mass (GeV)

c ol

M|

102

Lol

Events / 0.025 GeV

|

FIG. 5. Contributions to the reconstructéd .- o spectrum
from Monte Carlo simulation of signal and backgroundiecays.

Before discussing the corrections mentioned above, Werom bottom to top spectra for the following channels are plotted
note that we have elected to bin thé, - o spectrum in  cumulatively: 7— K, h#%» (h denoting= or K), 7— 7m%#%v, 7
intervals of 25 MeV below 1 GeV, and 50 MeV above 1 —K =% (backgrounds and 7— 7#%» (signal.

GeV. This binning is chosen so as to be sensitive to rapidly

varying regions of the spectrum while limiting the size of the _, ;- 7(7)v, is also important. The radiative photons tend to
bin migration correction and consequently the magnitude obe |ow in energy, and are difficult to distinguish from pho-
correlations among nearby bins in the corrected spectrumgns from a possible second® or from fragments of the
This is important for the stability and accuracy of théfit  hadronic shower from charged pions that interact in the calo-
procedure, which is known to be biased when data points argmeter. Consequently, we cannot identify them reliably, ei-
strongly correlated26]. The increase in mass resolution ther for inclusion in the invariant mass calculation or as a
from approximately 6 MeV at low masses to 17 MeV at highpasis for vetoing events. The net effect of ignoring decay
masses motivates the large bin width above 1 GeV. The larggdiation is to broaden and shift the mass spectrum.

bin width is also beneficial in the very hlgh mass bins where We correct for these effects by performing an approxi_

A. Binning of the M .- ;0 spectrum

low statistics could lead to non-Gaussian fluctuations. mate unfo|ding procedure, based on a bin migration matrix
determined from the” — 7=~ #%», MC sample. This proce-
B. Corrections for backgrounds dure is outlined in Appendix A. Since the experimental reso-

lution on M __o is dominated by that on the® energy, the
agreement between data and MC shown in Fig. 1 gives us
confidence in this aspect of the correction procedure. For the
radiative effect, we rely on theHoTosbased simulatiof22]
employed byTAuoLA. The unfolded spectrum is shown as
he dashed histogram in Fig. 6, with the uncorrected spec-
rum overlaid.

As noted earlier, the backgrounds entering the
— o~ 7%, sample are small. Side bands in tie,, distri-
bution are used to model the fake-contribution. The fake-
7% events constitute a (2.400.05)% background, and are
primarily 7~ —a~ v, decays in which clusters associated
with radiative photons or non-photon sources accidentall
form a=° candidate. Since these faké-photons tend to be
low in energy, the faker® background is especially signifi- _
cant at small values d¥l - _o, comprising roughly 10% of D. Correction for acceptance
the events below 0.5 GeV and 2% of the events above 0.7 Finally we correct for mass dependence of the acceptance,
GeV. After side-band subtraction, the residual background oplotted in Fig. 7. Again, this is determined from the MC
6.6% is due tor decays containing reat®’s, as described simulation. The main effects causing this dependence are
earlier. These backgrounds are modeled with the generigssociated with the kinematics of the decay and the cuts im-
7-pair Monte Carlo sample. For the modes with charged kaposed in the event selection, both of which are well under-
ons, the effect of the incorrect energy loss correction is alsgtood.
simulated. These subtractions are performed bin by bin in the
mass spectrum. The Monte Carlo spectra for the signal and E. The corrected mass spectrum
primary background modes are plotted in Fig. 5, aftér

side-band subtraction. The corrected mass spectrum is given in tabular form in

Appendix B, along with elements of the covariance matrix
characterizing the statistical errors and the correlations
among entries introduced by the bin migration correction

Detector resolution causes the 7% mass spectrum to procedure. The spectrum is also made available electroni-
become broader. The presence of radiation in the decCay cally [23].

C. Correction for bin migration
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FIG. 6. Effect of bin migration correctionM -0 spectrum
prior to (solid histogram with poinys and after(dashed histogram

unfolding of resolution and radiative distortions.

FIG. 8. Fully correctedM ,- o distribution in 7~ — 7~ 7%,
events(points. The solid curve overlaid represents the results of
the fit to the KS model. The dashed curve is obtained using the
p(770) parameters obtained from this fit, but with @lecontribu-
tion turned off(i.e., 8 set to zerd.

V. RESULTS OF FITS FOR RESONANCE PARAMETERS

A. Fitting procedure

We perform y?2 fits to the fully-correctedm 7° mass ing _th_e x2. We have tested this procedure using high-
spectrum to extract resonance parameters and couplings. TREistics generator-level Monte Carlo samples to ensure the
¥2 minimization and parameter error determination is carried©Producibility and accuracy in the determination of fit pa-
out using theviNuIT program[24]. Because of poor statistics rameters and their errors.
and/or uncertainties associated with the background estima-
tion and acceptance correction, only data in the range 0.5 to
1.5 GeV are included in the fits. Also, as a result of the | this section, we report in detail the results from the
unfolding procedure, off-diagonal terms of the covariancegimpest fit, done using the KS model with pd contribu-
matrix are non-zero, and the corresponding terms have begfpn, Although this model is normalized according to the
included in the calculation of thg® [25]. The off-diagonal £ (0)=1 constraint, we introduce an additional parameter
elements of the covariance matrix are not reflected in thentiplying the KS function[Eqg. (5)], which is allowed to
error bars shown in the figures in this section. float in the fit. We have elected to do this for several reasons.

Since the functional forms used to fit the data are nonlinfirst, we do not expect this or any other model of the line
ear functions of many parameters, several iterations of m'”'Shape of a broad resonance to hold arbitrarily far from its

mization are performed before convergence is reached. WiSaak. If the model does not hold at very low values of
also integrate the fit function within each bin when comput-py _ | then enforcing thé=_(0)=1 condition can bias the

resonance parameters. Second, the focus of this analysis has
been on the shape of the mass spectrum: for example, tight
cuts have been applied to maintain high purity. The normal-
+“+H+++ ization of this spectrungsee Sec. VIl Bdepends on external
o measurements which have experimental uncertainties, as
-* well as on theoretical factors which also have uncertainties.
o Given these considerations, the value of strictly enforcing the

B. Fit to the KS model

0.100

0.075

Acceptance
o
[=3
a
=3
T
%

o normalization condition is questionable.

The fully correctedM .o spectrum with the fit function
superimposed is displayed in Fig. 8. Tlyé for this fit is

27.0 for 24 degrees of freedom. We obtain

+
o0zs|- 1 .
M,=774.90.5£0.9 MeV,

0 | | I',=149.0:1.1+0.7 MeV,

0.2 0.7 K
Mass (779) (GeV)

B=—0.108+0.007+=0.005,

FIG. 7. Acceptance as a function of generated=°(y) mass,

as determined from the fult™— 7~ 7%, Monte Carlo sample. M, =1364-7+8 MeV,
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TABLE |. Results from fits to the correctel .- o spectrum over the range 0.5-1.5 GeV, for several
models. The errors shown are statistical only. KS refers to the modelluf ind Santamarid 3] while GS
refers to the model of Gounaris and Sakyiddi]. See text for descriptions of these models and their variants.

Fit Parameter Model

KS KS wip” KS w/barrier GS GS w"
M, (MeV) 774.9:0.5 774.6:0.6 769.7-0.7 775.30.5 775.1-0.6
r, (MeV) 149.0-1.1 149.0-1.2 145.8-1.3 150.5-1.1 150.4-1.2
B —0.108+0.007 —0.167~0.008 —0.160+0.008 —0.084-0.006 —0.121+0.009
M, (MeV) 1364+7 1408+ 12 13219 13657 1406+13
r, (Mev) 400+ 26 502+ 32 39717 356t 26 455+ 34
R, (Gev1) — — 1.9-0.3 — —
R, (Gev')) — — 5.0+2.2 — —
b% =0 0.05G£0.010 =0 =0 0.032£0.009
|F.(0)2 1.16+0.02 1.14-0.02 0.39-0.01 1.04-0.02 1.03-0.02
X%/DOF 27.0/24 23.2/23 22.9/22 26.8/24 22.9/23

T, =400+26=23 MeV, |F |2 to g?=0, where the GS model gives results more con-

sistent with the expectatiof,.(0)=1.

where the first error is statistical and the second is due to The presence of thg” in e"e” — =" 7~ is evident from
systematic uncertainties, described in Sec. VI. When interthe cross section measurements of D8] near and above
preted in terms of the pion form factor, the normalizationM _. For 7 lepton decay, the” pole mass is near the end-
gives |F,(0)|°=1.16+0.02, where the error is statistical point of theM -0 spectrum, thus making it difficult to ob-
only. Performing the same fit, but with tie;(0)=1 nor-  serve. However, as with th€, its influence can be observed
malization condition imposed, yields g of 62.1 for 25  as an interference effect. While we obtain good fits without
degrees of freedom and significantly different values for thehe p” meson, they? values for both KS and GS models are
other fit parameters (ie., M,=7723MeV, I,  significantly improved when such a contribution is intro-
=144.6 MeV). duced. It can be seen in Fig. 9 that the fits also agree

The fit parameters are correlated, with the correlation mabetter with the data points in the 1.5-1.6 GeV region which
trix:

1.00 )
0.64  1.00 ]
0.75 0.51 1.00
0.89 0.68 0.43 1.00 ' E .
0.21 0.22 0.21 0.16 1.00 §
—-052 —-0.38 —-0.08 —-0.74 033 1.0 E
(14 g .
i
where the parameters are normalizatidh,, I',, 8, M/,
andl’,,/, respectively.
C. Fits to other models T - J{
The results from fits of the correctéd - o spectrum to 03 05 0T 08 ia i3 s
various models are given in Table I. Several of these fits are Mass () (GeV)

illustrated in Fig. 9. For fits including " contribution, we

fix its parameters to world average valugg7] (Mp" FIG. 9. Alternate fits to the fully correctel .- o distribution

. in 7~ —x 7%, events(points. The solid curve overlaid repre-
=1.700GeV, Fp”:0'235 GeV), but allow the relative cou- sents the results of the fit to the KS model wijifi contribution

pling constanty to float. _ included. The dashed curve represents the fit to the GS model, also
The GS fits behave similarly to the KS fits, as suggesteqyjith the p". The dotted curve is the fit to the KS model, including

by the x* values in Table I, and by the nearly overlapping the Blatt-weisskopf barrier factor but ng’. The inset shows the

solid and dashed curves in Fig. 9. In the figure, the deviatiofow mass region where the differences between the models are most
between the KS and GS curves is only visible at very lowsignificant. Here we plotF,|? (see Sec. VII B, eliminating the

and very high values df1 .- 0. The deviation at low values purely kinematic factors which cause rapid variationMn, - 0 in
is reflected by the difference in the inferred extrapolations othis region.

112002-9



S. ANDERSONEet al. PHYSICAL REVIEW D 61 112002

TABLE Il. Systematic errors, in MeV except those {6y which B. Bin migration correction

's dimensionless. The resolution orM - 0 is dominated by the photon en-

Source M, r, B M, r, ergy _measugement. The agree:\ment.between dz_ita and MC
seen in ther” mass spectra in Fig. 1 gives us confidence that
Backgrounds 01 04 0.002 1 5 this resolution function is adequately simulated. That the MC
Bin Migration 03 05 0.001 5 16 correctly models radiative effects is tested by comparing
Momentum Scale 02 01 <0.001 1 1 characteristics of photon-like showers accompanying the
Energy Scale 08 02 0.002 2 6 7 70 system with those in the data.
Acceptance 02 02 0.004 5 15 The method applied to unfold these effects relies on the
Fit Procedure 01 02 <0.001 1 1 approximate similarity between thd_- o line shape used
Total Syst. 0.9 0.7 0.005 8 o3 as input _to the MC a_nd the trge offigee Appendix A We _
Stat. Error 05 11 0.007 7 - have estimated the bias resulting from the inaccuracy of this

approximation, and find it to be small. Considering this bias
and possible errors in the modeling of the effects themselves,
. we conservatively arrive at the uncertainties shown in Table
were exclud.ed from the fits. , P Il. For reference, failure to correct for bin migration results
_The relative phases of, p’ andp” which we have ob- 565 forM, andI", which are 2.6 MeV lower and 4.6
tained as ¢ — +) are consistent with expectations from yio\/ higher, respectively. Thus we believe we understand
some model$16,29. We also find that including the” has  this correction to~10% of itself.
a significant impact on our measurement of gieparam-
eters. In particular, values for the mass are closer to those C. Energy and momentum scales
based on other decay mod&¥,30 when thep” is included.
We have also modified the energy dependence ofpthe
and p’ widths by including the Blatt-Weisskopf factfsee
Eqg. (9)]. The results for the nominal KS fit functigwith no
p" contribution maodified in this way are given in Table |
and shown as the dotted curve in Fig. 9. Values obtained f
thep andp’ range parameteRs, andR ,, are consistent with
expectations. This fit yields a smallgf per degree of free-
dom than other fits that also do not include th€lL700).
However, this function as implemented does not yield a nor

Although the 7° mass resolution function is well mod-
eled, even a small error in the absolute energy calibration of
the calorimeter can have an effect &h, without grossly
disturbing the agreement in Fig. 1. In Fig. 1 t8g, distri-

0lpution appears shifted in the data by a small fraction of a bin
width relative to the Monte Carlo distribution. Interpreted as
an error in the photon energy calibration, this shift corre-
sponds to a 0.1% energy scale error. Based on studies of
photons from this and various other processes, we believe
malization consistent with_(0)=1. the photon energy calibration to be good to bgtter than_ 0.3%
7 [31] averaged over the relevant photon energies. Scaling the

In principle, constraints on the behavior Bf, for small Lo X
values ofg? from chiral perturbation theory and measure- photon energies in the data by a factor af @003 and fit-

ments of the mean squared charge radius of the pion can al 59 theM w0 spectra thus obtained results in the uncertain-
be employed to help specify the shape of Me_ o spec ies shown in Table Il. To some extent, errors in the photon
. - " e

trum in this region(see Ref[6] for a discussion of this We enﬁ;?éiifale are mitigated after application of #femass

have not attempted to incorporate these constraints into OL?IQThe sahe rocedure is used to assess the svstematic error

fit functions because their applicability is limited to values of ue 1o the abgolute momentum scale uncertain): Studies of

q? that lie below the region included in our fits, as describe . L Y-

above in Sec. V A meson decays and"e” —u" u events hgve demon-
strated that the momentum scale uncertainty is below 0.05%
32].

VI. SYSTEMATIC ERRORS [32]

Systematic errors are listed in Table Il. These have been D. Other sources of error

determined for the nominal KS fit, however they are repre- - 1, ogtimate errors associated with the mass dependence
sentative of those associated with GS type fits as well. We¢ 1o qetection efficiency, we modified the shape of the

have not included uncertainties associated with model depe'?{cceptance correction distributigRig. 7) by amounts sug-

dence in our systematic error assessment. We discuss tegieq by the variation of selection criteria. We also per-
most significant sources of error below. formed the full analysis after varying cuts &y),,, minimum
photon energy, and the®— yy decay angle. Uncertainties
associated with the fitting procedure were evaluated by per-
forming fits to generator-level Monte Carlo spectre de-

We rescale the individual background components bytector effects simulatedWe also fit the uncorrected data and
amounts consistent with uncertainties in branching fraction$1C spectra, using the observed shifts in fit parameters for
and detection efficiency. Typically, this is(5—-10)% of the the MC sample to correct the parameters obtained from the
nominal. The largest change in fit parameters comes aboutata sample. This procedure yielded results that were in
by varying ther™— K™~ 7% _ contribution in this way. agreement with our nominal procedure. As a final cross-

A. Background subtraction
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TABLE Ill. Comparison of results of fits using the KS and GS model$ ihcluded withM ,», T,
=1700, 235 MeV to (a) CLEO r data,(b) ALEPH r data[6] and(c) e"e” —x* 7w~ data(denoted “KS
Fit,” from fits in Ref. [13]). Units are MeV for all fit parameters, except y and |F.(0)|?> which are
dimensionless. Shown in parentheses are the experimental uncertémditestical plus systemajicThe
parameter associated withw interference in thee™ data is not shown.

"

Parameter KS Model GS Model

CLEO ALEPH KS Fit CLEO ALEPH KS Fit
M, 774.6(1.1) 774.9(0.9) 773 775.1(1.1) 776.4(0.9) 776
r, 149.0 (1.4) 144.2 (1.5) 144 150.4 (1.4) 150.5 (1.6) 151
B —-0.167(10) —0.094(7) —0.103 —0.121(10) —0.077(8) —0.052
M, 1408 (14) 1363 (15) 1320 1406 (15) 1400 (16) 1330
r, 502 (39) =310 390 455 (41) =310 270
v 0.050 (10) —0.015(8) —0.037 0.032(9) 0.001(9) —0.031
|F.(0)|? 1.14(2) =1 =1 1.03(2) =1 =1
X?/DOF 23.2/23 81/65 136/132 22.9/23 54/65 151/132

check, we split the data sample according to the tag decaysospin violation such as the ™ /7° mass difference. Refer-
The results obtained for the three tags were in agreememinceq4] and[6] include discussions of this issue. Additional

with each other. comments are given in Appendix C.
With these caveats, Table Ill demonstrates general agree-
VII. COMPARISON WITH DATA FROM OTHER ment between CLEO and ALEPH data, and betweensthe
EXPERIMENTS ande'e” data, supporting the applicability of CVC. In par-

ticular, the Gounaris-Sakurai fits show very good agreement

between CLEO and ALEPH data. Within the KS model, the
The results from our fits can be compared with similar fitssmaller values of , obtained for the ALEPH and*e” data

by ALEPH [6] to their data, as well as with fits by other are likely a consequence of the,(0)=1 constraint, as simi-

authors [13,14,1§ to various compilations ofe*e” lar values are also obtained when this constraint is imposed

—m "o~ data. For illustration purposes, some representativéor the CLEO datasee Sec. V B

comparisons are given in Table Ill. For teée~ data we

A. Comparison with fits by other experiments

give the results of the fits carried out by Kuand Santama- B. Model independent comparisons

ria [13] to data belowy/s~1.6 GeV. These authors did not _

quote uncertainties on the parameters they obtained. How- 1. Comparison of CLEO and ALEPH data

ever, based on similar fits performed by Barkeial. [18] It is also useful to compare data from different experi-

and by us, we believe these uncertainties to be similar ifents in a model-independent way. The ALEPH Collabora-
magnitgde to those from the decay dgta fits. For example, tjion has published their correcteldli_wo spectrum|[6],
averaging over models, Reff18] obtainsM,=775.90.8  \yhich may be compared directly with the corresponding
+0.8 GeV,I',=150.5-1.6=2.5 GeV, where the first error c| EQ spectrum. Given the differences in binning, a visually
represents Fhat due to statistics plus systematics, and the sggsefy| comparison is obtained by determining the bin-by-bin
ond error gives the uncertainty due to model dependence. geyiations of the two data sets from the prediction of a given
_ The comparisons given in Table Ill are not meant to bémodel. For the prediction we use the results from the fit of
rigorous. Due to the different assumptions made by differenthe c|LEO data to the GS model, includip8. In Fig. 10, we
authors, a systematic comparison is not possible. For exsiot the deviations of the CLEO and ALEPH data from this
ample, the choice of whether to enforce #ig(0)=1 con-  yodel as a function o - _o. The clustering of the CLEO
dition for the KS model has a strong impact on the fit pa-points around zero is expected given the goodness of the fit.
rameters and the goodness of fit for théata(see Sec. VB The ALEPH points also cluster around zero, although sys-
In the GS model this choice is less crucial since the values ofgmatic deviations may be present at low and high masses.
|F(0)|? obtained when it is allowed to float are closer to The significant correlations among the ALEPH points make
unity than they are in the KS model. In addition, the fits tonjs difficult to establish from the figure. Independent of pos-
thee*e™ data shown do not include the higfs data from  sjple deviations from the model, however, the CLEO and

DM2 [28]. With this data included, fits we have carried out ALEPH points show agreement over the entire spectrum.
yield results that are considerably different from those with

this data excluded. The applicability of any given model
across the full range of's accessible to experiments has not
been demonstrated. Direct comparison, independent of model,;odnde*e™
Finally, small differences between charged and neytral data can also be made as a further test of CVC. To do this we
meson parameters are expected, due to manifestations fpresent the fully corrected CLE®@™ #° mass spectrum in

2. Comparison of CLEO and e~ data
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FIG. 10. Difference i (M .- 0) of CLEO (filled circles and FIG. 11. Comparison ofF,|? as determined from CLEO-II
ALEPH (open circley data from the fit of the CLEOT ;7 7% data(filled circles, with that obtained frone*e~
— o~ 7%, data to the Gounaris-Sakurai model, with included, . 7+ 7~ cross sectiongother symbols from CMD, CMD-2,
divided by the fit value. DM1, DM2, OLYA, and NA7, as well as Adone and other VEPP

experiments. The inset is a blow-up of the region nearptipeak,
terms of|F |2 which can be compared with thes"e™ data  wherep-w interference is evident in the*e~ data.
directly. Using the leptonic = decay width T’y

=G§MESEW/1927T3 and the ratio ofr decay branching frac- the line sha_pe variatipn across each of the histogram bin_s.
. 0 _— o Although this correction depends on the model used, this
tionstom™ 7 v, (B,,0) ande v.v, (B,) for normalization,

we derive the spectral function averaged over each mass bmodel—dependence is negligible relative to experimental er-
P 9 Pors. The factors appearing in Eq4) and(15) are also used

from Eq. (1) to recast the normalization parameters determined in the
B B, M® &, fits described in Sec. V in terms ¢F .(0)|2, as shown in
7T7T(Mi)_ T T _EW Table I.
Be 127 |Vy4|? SEW In Fig. 11, the values dfF ,|? derived from the corrected
CLEO M _- .o spectrum are plotted along with the'e™
9 1 1N — "7~ data from CMD[18], CMD-2 [33], DM1 [34],
M, (Mf— Miz)z (M§+2Mi2) N AM;’ DM2 [28], OLYA [18], NA7 [35], as well as Adon§36—-3§

experiments and other VEPPRL8,39 experiments. Ther

(15  data follow thee™e™ data shape well, except in the region
wherep-w interference affects the"e™ data. However, the
7 data tend to lie above the'e~ data throughout most of
the range inys. This is illustrated in Fig. 12, where we plot
the fractional difference between measured values of
|F.(s)|? from thee™ e~ data and the prediction from the GS
fit (including p") to the CLEO~ data. To obtain this predic-
tion, we modified the GS fit function for use wigf e~ data.
+0.07) %, for ther lepton massM,=1777.080% MeV, e aliowed the normalization and a parameter associated
and for the CKM elemenyt\_/ud|=0.975&_0.08. Stw repre- it p-w interference to float to determine the latter,
sents the radiative corrections to leptomidecay, evaluated gnq then readjusted the normalization to give that shown
to be 0.996(see Ref[7]). The overall radiative correction 4 Taple I.
factor Sgy=Sgw/Sew is estimated to be 1.0194)], based The deviation from zero in Fig. 12 is consistent with the
mainly on the logarithmic terms associated with short-geviation from unity of the value df ,(0)|?=1.03 inferred
distance diagrams involving loops containing bosons, whichrom the fit to the CLEOr data.[Fitting thee*e™ data with
differ for leptonic and hadronic final states. Non-logarithmic the normalization floating yields values 6% .(0)|2~1.00]
terms have not yet been computed for the final state, but |t js also consistent with the observation made by Eidelman
are expected to be small. and Ivanchenko[40] that the measuredr — 7 7,

|F.(M)|? is computed fromy(M) using Eq.(4). A small  branching fraction is larger than that expected from applica-
(<1%) correction is made to represent each point as a meaion of CVC to thee*e™ —«* 7~ data by 3.221.4%. The
surement at the central value of its mass bin, rather than asnsistency of these three indications of CVC violation is not
an average over the bin. This is done by employing the reaccidental since they all involvél) application of CVC to
sults from the fits described earlier to estimate the effect ofargely the samee*e™ data, as well as the use (2) the

whereM; is the central value of - o for thei'" bin, and
the quantity IN N;/AM; is the number of entried\;) in the
i bin of the corrected measured” 7° mass spectrum, di-
vided by the total number of entrigdl) and the bin width
(AM;). We use world average valug7] for the branching
fractions, B,,0=(25.32£0.15)% and B.,=(17.81
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FIG. 12. Difference betweelF .|? as determined frone*e~ ee d_ata- By virtue of the form oK(s) and the 13 factor
. wtw" data and that inferred from fit of the CLEG™ in the integrand above, measurements at low valuegsof

—a~ 7%, data to the Gounaris-Sakurai model, wjih included, ~ Where ther "7~ final state dominates are particularly sig-
divided by the fit value. The different symbols represent the dataificant.
points from thee™e™ experiments operating in the peak region.

B. The impact of 7 decay data

world average value for the decay branching fractior27] The smallness of the present errorafi“ reflects the use
and(3) the same electroweak radiative correction faf%®]  of cvC andr decay data from ALEPH4] to improve the
to normalize ther decay spectral function, as described precision relative to that obtained basededre™ data alone.
above. Known sources of error in the first two of these comgpecifically, the authors of Ref4] determine ther " 7~
ponents have been included in thel.4% error above. Re-  contribution over the intervals=0.320-2.125 GeV to be
cent estimates suggest that the uncertainty associated with

additional radiative correction factors not yet computed  a;7[0.320,2.125%

could be as large as 0.4% (see Refs[4,41]). Deviations

—10 +a—
associated with isospin-violating effects are expected to be — (495.86-12.46 %10 (ee” dataonly,

small, but carry an uncertainty not reflected above. ~ (500.81:6.03 X107 ° (e*e +r data,
(18
VIIl. IMPLICATIONS FOR THE MUON ANOMALOUS where thee*e™ data did not include the CMD-2 daf&3]
MAGNETIC MOMENT which were not available at that time. The combining of

e"e” and r data was carried out by averaging data points
from different experiments prior to integrating the data. An
The muon magnetic moment anomaly=(g,—2)/2 has  advantage of this procedure is that it properly weightsithe
an experimental value of (11659 2884)x 10 1°[27,42. data more heavily in regions where it is more precise than
It receives significant contributions from uncalculable had-thee™e™ data and vice versa. Accordingly, the improvement
ronic vacuum-polarization radiative corrections, estimatedn precision indicated in Eq18) is greater than that obtained
recently[43] to beaZad: (692.4-6.2)x10 % The erroron by determininga;;” separately forr and e"e  data and av-
this contribution is the most significant source of uncertaintyeraging the results.
in the standard model prediction fay, . Experiment E821 at In assessing the impact of the CLEO #° spectral func-
Brookhaven National Laboratory, currently under way, istion on the value and precision @‘i‘Lad, we perform the
aiming at a precision of-4x 10 '%in order to be sensitive integration in Eq.(16) using our data alone. Although this
to the weak interaction contribution at 30 % as well as  procedure does not possess the benefit described above, fu-
possible contributions from new physics. Improved knowl-ture changes to the central values or errors of external factors
edge ofai‘fd is important for interpreting experimental re- such asB .o or Sg\y can be propagated easily. However, we
sults ona,, . In this section, we discuss the implications of note that a careful determination aiad would combine the
our data onr~— 7 7°v, for the determination ohzad, data from different experiments in some fashion, for example
following the first such treatment of decay data, by Ale- along the lines of the approach described in RR&J.
many, Davier and Heker[4] who used ALEPH daté6]. Details of our determination ofa;”, including the
The value ofa"?is related to thee* e~ anihilation cross method and corrections applied to account for isospin violat-
section to hadronic final states via the dispersion integraing effects are presented in Appendix C. Here, we report our

[44] results for the same interval igis as in Eq.(18). We obtain

A. Introduction and motivation
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a;"[0.320, 2.125=(513.1+ 2.1+ 3.0+ 4.5) X 1010 [4] of the ALEPH datd6], the =~ #° spectral function can
(190  also be used to aid in the evaluation of the fine structure

constant at thez® mass scalea(M), the uncertainty on
where the first error is due to statistics, the second error igvhich limits the sensitivity to fundamental parameters such
due to experimental systematic uncertainties, and the thirds the Higgs boson mass from high-precision electroweak
error reflects the uncertainties in externally determined quandata obtained at LEP and SLC. We have not carried out the
tities entering the calculation. These sources of error are disznalogous calculation since the impact of tau decay data is

cussed in Appendix C. not nearly as dramatic as in the caseagf.
The deviation between the CLEO result above and the However, we also observe indications of discrepancies
result from Ref.[4] given in Eq. (18) based one*e” between the overall normalization efand e*e™ data, as

—a "o~ data only is again indicative of disagreement in thepointed out by Eidelman and lvanchen®]. These appear
normalizations, rather than in the shapes, oféfie” and=  in the model independent comparison of our spectrum with
spectral functions as discussed in the previous sectionghee™e™ cross section measurements, as well as in the val-
While the magnitude of this deviation is not significant on ues for|F (0)|? inferred from fits to our spectrum which are
the scale of the reported errors, both it and the errors argirger than unity, and in our high value far;”. Though
greater than the projected precision of the BNL E821 experitarger than the deviations expected due to known sources of
ment. Continued efforts to precisely determa# will be  isospin violation, these could also arise from experimental
needed to help interpret the results of the Brookhaven expererrors in ther decay branching fraction measurements or the
ment. normalization of thee"e™— @7~ cross section measure-
ments, or from theoretical uncertainties in the estimates of
IX. SUMMARY radiative corrections, or from all of these sources. At present
the deviations are not significant on the scale of the reported
From a sample of approximately 87000 decegfter sub-  errors. We hope that new data from Novosibirsk, BEPC, and

traction of backgroundsof the typer™ —m~ v, we have  the B-factory(PEP-Il, KEK-B and CESR-Ill storage rings
investigated structure in the ™ #° invariant mass spectrum. il shed light on this issue in the near future.

From fits to several models we have obtained parameters and
relative couplings for the(770) andp(1450) resonances.
Within the Kthn and Santamaria moddil3] with no ACKNOWLEDGMENTS

p(1700) contribution, the precisions on th¢770) mass and e acknowledge useful conversations with M. Davier, S.
width are 1.0 and 1.4 MeV, respectively. These precisiongidelman, A. Haker, W. Marciano and A. Vainshtein. We
are comparable to those obtained by ALEF8] using the  gratefully acknowledge the effort of the CESR staff in pro-
samer decay mode, as well as those obtained from fits tq/iding us with excellent luminosity and running conditions.
low-energye’e” — "7~ data[6,13,1§. J.R. Patterson and I.P.J. Shipsey thank the NYI program of

We find that a successful description of ddr,- .0 spec-  the NSF, M. Selen thanks the PFF program of the NSF, M.
trum requires interfering Breit-Wigner line shapes associate&elen and H. Yamamoto thank the OJI program of DOE, J.R.
with p(770) andp(1450) resonances. Fits including addi- patterson, K. Honscheid, M. Selen and V. Sharma thank the
tional contributions from thep(1700) resonance are pre- A P. Sloan Foundation, M. Selen and V. Sharma thank the
ferred, consistent with the observations of DNI28] in  Research Corporation, F. Blanc thanks the Swiss National
e'e —m 7 . Fits of comparable quality are also obtained Science Foundation, and H. Schwarthoff and E. von Toerne
without ap” contribution when the mass-dependence of thethank the Alexander von Humboldt Stiftung for support. This
p andp’ widths is modified to include Blatt-Weisskopf bar- work was supported by the National Science Foundation, the
rier factors. We find that Gounaris-Sakuffdil] type fits  U.S. Department of Energy, and the Natural Sciences and
yield extrapolations tq?=0 that are higher than but roughly Engineering Research Council of Canada.
consistent withF _(0)=1. The Kithn-Santamarid13] type
fits lead to significantly higher values, such that imposing
F.(0)=1 can lead to biased values ferandp’ parameters.

Quantitatively, the central values for the precisely deter-
minedp(770) parameters are difficult to compare with those The unfolding procedure is used to correct for bin migra-
from fits by others. This is due to severe model dependencgon in the observeM ..o spectrum due to resolution smear-
and the strong influence of data far from thepeak. Quali- ing and radiative effects. In this Appendix, we describe the
tatively, the shape of out~ 7 spectral function agrees well procedure used in this analysis. In the discussion that fol-
with that obtained by ALEPHG6]. It also agrees well with |lows, matrices are denoted in boldface, while non-bold sym-
the e'e"—w"n~ data, supporting the applicability of bols represent vectors with the contents of binned histo-
CVC. grams.

Using our spectral function, we have employed CVC to  The unfolding procedure makes use of the Monte Carlo to
infer the significant component of the hadronic contributioncharacterize the bin migration. One may construct a migra-
to the muon g—2 factor associated with thee*e™  tion matrix P which gives the probability that an event gen-
—at7~ cross section, obtaining a,;"[0.320,2.12%  erated with a givenr~ 7%(y) mass is reconstructed with a
=(513.1+5.8)x 10 1% As suggested by the analysis in Ref. given 7~ 7° mass:

APPENDIX A: UNFOLDING OF RESOLUTION
AND RADIATIVE EFFECTS
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RMC— p GMC (A1) correlations between data points that were introduced by the
bin migration correction. Although the correlations are not

where GMC represents the generated 7°(y) mass spec- large, proper treatment of these data necessitates use of the
trum andRMC represents the reconstructed one. It is possiblgovariance matrix. The full covariance matrix is a 43
to apply the inverse dP to the spectrum observed in the data x 43 symmetric matrix. In Table V, we present the correla-
R%®to obtain an unfolded spectrubd®?that provides an tion coefficientsp;; =V;; /(V;V;) Y2 for binsi andj, i>],
estimate for the parent spectrum. However, such a procedufer i, j where p;;>0.0015. The coefficients shown are the
is not robust with respect to statistical fluctuations enteringstatistical correlations only. Both the corrected spectrum as
the determination oP, and can yield spectra with unphysi- given in Table IV and the full covariance matrix are avail-
cally large point-by-point fluctuations. able electronicallyf23].

The corrected ALEPH spectrupé] was derived using a
method based on singular value decomposition of the migra-
tion matrix [45] to mitigate this effect. Here, we use an
iterative method that relies on the smallness of the bin mi-
grations and the approximate similarity between the recon-
structed spectra from the datR¥") and Monte Carlo In this appendix, we present the details of our determina-
(RMC) samples. We construct the matR%, which gives the  tion of a;" over the range/s=0.320 to 2.125 GeV. Quan-
fraction of MC events with a given reconstructesl 7° tities entering this determination are summarized in Table
mass that were generated with a given7°(y) mass. With /|, We describe the integration procedure, corrections for
this matrix,GM°=P’ RMC is satisfied, buP’ is not equal to  isospin-violating effects, and the evaluation of errors below.
P~. Successive application &f to the observed data spec- Finally we discuss the implications of our results.
trum gives an estimate for the parent distribution, according
to

APPENDIX C: DETERMINATION OF A"
FROM CLEO DATA

* 1. Integration procedure

data_ pr pdata _ pD'D\K D’ data_ pMC
U=P'R +k21 (1=P'P)"P'(R R™). (A2) To evaluatea; " as given by Eq(16), we perform a nu-

merical integration employing the Gounaris-Sakurai model,
For small bin migration probabilities, all elements of the ma-with p” included, using the best fit parameters given in Table

trix (1—P'P) are small: these elements are the “expansion. The externally measured quantities used to inféf from
parameters” in the series above. A simpler form for ) our correctedn 7° mass spectrum are listed in Table VI.
is obtained by recognizing that the quantityl ( From this procedure we obtain, prior to application of the
—P'P)P’ RMC is identically zero. As written, however, EQ. corrections described below,
(A2) illustrates that when the series is truncated, deviation
frorr’\1/|cthe results of the full expansion vanishes & a;;7[0.320,2.125=(514.8:2.1)x10° %, (C1)
—RY)—0.
With the similarity between the observed data and MCwhere the error is statistical only.
spectra plotted in Fig. 2, we find it sufficient to ignore terms  The advantages of this procedure relative to direct inte-
with k>1 in Eq.(A2). Thek=1 term has a noticeable effect gration of the data pointssumming the histogram entrjes
on several of the fit parameters reported in Sec. V B. Inare(1) mitigation of the effects of statistical fluctuations par-
particular, ignoring this term leads to a value 1oy that is ticularly in the low-mass bins an@) operational simplicity.
0.5 MeV smaller than that from our nominal fit. Higher order The disadvantages include possible biases associated with
terms have no significant impact on any of the parameters.choice of model. We have checked this method of integrat-
ing the functional form ofv™(s) by reproducing the
CMD-2 evaluation[33] of a;7[0.61,0.9 to within 0.6
APPENDIX B: THE CORRECTED =~ n° MASS X 101 of the value they obtained via direct integration of
SPECTRUM their data. We have also verified with our data that direct

. . integration gives comparable results to those obtained by in-
In this appendix we present the fully corrected CLEOtegrating the fit function.

M -0 spectrum in tabular form. The spectrum is given as a
compilation of event yields for each mass bin in Table 1V,
normalized so that the sum of entries over all bins is unity.
Also given are the square roots of the diagonal elements of 2. Corrections
the covariance matrigstatistical errors only Several corrections are needed to account for sources of
The statistical errors given in Table IV do not reflect thejsogpin violation that bias the naive application of CVC. The
corrections can be classified according to three quantities:
the magnitude of thep-w interference arising from the
YFor fits to models, ALEPH performed fits of their uncorrected isospin-violating electromagnetic decay- 7" 7~ ; (2) pos-
spectrum to convolutions of the experimental effects with the func-Sible isospin splittings between charged and neytnaleson
tions describing the models, avoiding this problem altogether.  masses and widths; ari@) kinematic effects associated with
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TABLE IV. The corrected CLEQM .0 spectrum given in terms of event yield as a function of mass bin.
The spectrum is normalized so that the number of entries sums to unity. The numbers in parentheses denote
the square roots of the diagonal elements of the covariance niatatistical errors only Note that the

number of entries jumps at the 1.00—1.05 GeV bin,

where the bin size is increased from 0.025 to 0.050 GeV.

Bin Mass Range Entries Bin Mass Range Entries
No. (GeV) (1074 No. (GeV) (1074

1 0.275-0.300 15 (1.4)

2 0.300-0.325 8.0 (2.5)

3 0.325-0.350 6.0 (2.6)

4 0.350-0.375 8.5 (2.3) 24 0.850-0.875 446.7 (6.6)
5 0.375-0.400 15.6 (2.6) 25 0.875-0.900 326.2 (5.5)
6 0.400-0.425 16.2 (2.9) 26 0.900-0.925 262.1 (4.9)
7 0.425-0.450 249 (3.1) 27 0.925-0.950 207.3 (4.3)
8 0.450-0.475 41.4 (3.4) 28 0.950-0.975 158.8 (3.7)
9 0.475-0.500 50.6 (3.7) 29 0.975-1.000 129.6 (3.4)
10 0.500-0.525 60.9 (4.0) 30 1.000-1.050 202.8 (4.8)
11 0.525-0.550 79.8 (4.4) 31 1.050-1.100 151.0 (4.1)
12 0.550-0.575 107.4 (4.7) 32 1.100-1.150 111.0 (3.4)
13 0.575-0.600 144.3 (5.2) 33 1.150-1.200 87.0 (3.0)
14 0.600-0.625 204.5 (5.9) 34 1.200-1.250 63.9 (2.5)
15 0.625-0.650 269.1 (6.5) 35 1.250-1.300 42.7 (2.0)
16 0.650-0.675 385.8 (7.5) 36 1.300-1.350 29.2 (1.7)
17 0.675-0.700 571.5 (8.7) 37 1.350-1.400 18.1 (1.3)
18 0.700-0.725 826.8 (10.1) 38 1.400-1.450 6.98 (0.84)
19 0.725-0.750 1078.4 (11.3) 39 1.450-1.500 2.91 (0.59)
20 0.750-0.775 1228.1 (11.8) 40 1.500-1.550 0.71 (0.32)
21 0.775-0.800 1114.7 (11.0) 41 1.550-1.600 0.59 (0.25)
22 0.800-0.825 878.1 (9.6) 42 1.600-1.650 0.68 (0.26)
23 0.825-0.850 629.3 (7.9) 43 1.650-1.700 0.28 (0.21)

the =~ /#° mass difference. These corrections are listed ircay which would tend to enhance tp€ width [41]. Finally,

Table VI, and are described below.

a. Contributions from w—mta~

To account for the absence pfw interference inr data,
we modify the GS function to include it, introducing the
parametew (following the notation of Ref[13]) to quantify
the w admixture, analogous to the paramet@randy which
quantify thep’ and p” amplitudes relative to that of the
meson. From fits to thee*e™ data, we finda=(1.71
+0.06+0.20)x 10 3. Modifying our fit function in this way
leads to an increase @, " by 3.6< 10™'° units.

b. p meson isospin splittings
Following the authors of Ref4], the charged-neutral

as in Ref[4], we assume that the charged and neytfand
p” parameters are the same.

In determining the effect of the estimated™, ona;",
we modifyT",, as it appears in the denominator of the expres—
sion forv”(qz) [see, for example, Eq7)]. In the context
of the KS and GS models, where tRe(0)=1 constraint is
enforced, thd", factor does not appear explicitly in the nu-
merator of the squared Breit-Wigner formula, unlike the gen-
eral form forv ™™(q?) given by Eq.(7). Modifying I, inthe
denominator only leads to an additive correctlor\aﬁ of
(+1.1+1.6)x 10 1% This is contrary to the result of Ref.
[4], in which the correction is given as1.4x 10 1°

c. Additional kinematic factors

mass splitting, expected to be small, is taken to be zero. We As mentioned above, the ™ /7° mass difference contrib-

use their evaluatiof4] of the pole width splitingAI’,

=(I,~—T0)/T,=(2.8+3. 9)>< 10" 3. The dominant source
of th|s spl|tt|ng is therr /7% mass difference, which gives
rise to different kinematic factors for charged and neugral
decay[see Eq.(8)]. Additional small differences between
charged and neutral meson decay also affect the widths,

utes to AI', through the P-wave phase space factor
(2p,,/\/—2)3 appearing in Eq(8). This factor also character-
izes theq? dependence of thg width and affects the nu-
merator as well as the denominatordf(g?) in the models
considered. This effect influences the spectral function
strongly at low values ofi?, since that is where the values of

some of which are included in the above estimate. One posp.. for charged and neutrgl meson decay differ most sig-
sibly significant difference, not accounted for here, is thenificantly. Accounting for this difference leads to a decrease

effect of final state Coulomb interactions gd— 7" 7~ de-

H T — 10
ina;" by 6.5<10 .
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TABLE V. Correlation coefficientg;; for contents of bing andj (see Table 1Y of the fully corrected CLECM ;.0 spectrum, fori
>|. Coefficients with values less than 0.0015 are not shown. These coefficients reflect statistical correlations only.

| j Pij [ ] Pij i j Pij i ] Pij [ j Pij i j Pij

2 1 -.002 10 8 -—.057 16 14 -—-.084 21 19 -.116 28 27 .299 38 35 —-.011

3 1 -.031 10 9 .085 16 15 .183 21 20 .205 29 25-.006 38 36 —.074

3 2 .042 11 6 -—.002 17 3 .002 22 18 —.003 29 26 -—.046 38 37 114

4 1 .003 11 8 -—.013 17 11 -.002 22 19 -.033 29 27 -—-.102 39 35 .002

4 2 —.025 11 9 -—-.064 17 12 -.003 22 20 -.113 29 28 317 39 36 —.009

4 3 .053 11 10 .120 17 13 —.003 22 21 .219 30 26 —.004 39 37 —.082

5 1 .007 12 2 .002 17 14 —.023 23 1 .003 30 27 —.034 39 38 .103

5 2 —.008 12 7 -—-.003 17 15 —-.090 23 19 -.003 30 28 -—.094 40 37 -—-.015

5 3 —-.034 12 9 -.014 17 16 .201 23 20 —.036 30 29 123 40 38 —.079

5 4 .012 12 10 —.076 18 13 -—-.002 23 21 -—.107 31 28 -.019 40 39 .166

6 1 -—.004 12 11 .145 18 14 —.005 23 22 241 31 29 —.071 41 38 —.011

6 2 .002 13 9 -.002 18 15 —-.025 24 20 -.003 31 30 .029 41 39 —.090

6 3 —.005 13 10 —.017 18 16 —.096 24 21 -.037 32 29 -.007 41 40 152

6 4 —.031 13 11 -.075 18 17 .206 24 22 —.104 32 30 -.061 42 36 —.002

6 5 .027 13 12 .150 19 12 —.002 24 23 .255 32 31 .046 42 39-.013

7 4 —.006 14 3 .002 19 14 —.002 25 21 -.003 33 30 -.005 42 40 —.094

7 5 -.041 14 9 -.002 19 15 -.004 25 22 -—.039 33 31 -.066 42 41 .226

7 6 .059 14 10 -.002 19 16 -—.028 25 23 -.102 33 32 .056 43 18 .002

8 2 —.002 14 11 -.019 19 17 -.103 25 24 .261 34 31 —.006 43 30 -.002

8 4 —.002 14 12 -—-.078 19 18 .207 26 22 —.004 34 32 —-.071 43 31 .006

8 5 —.009 14 13 .155 20 13 —.002 26 23 —.041 34 33 .068 43 35 —.003

8 6 —.053 15 11 -.003 20 14 -—.002 26 24 -—.104 35 32 -—-.007 43 36 .007

8 7 .067 15 12 —-.019 20 15 -.002 26 25 .270 35 33 —.073 43 37 —.002

9 3 —.003 15 13 -.082 20 16 -.003 27 23 —.004 35 34 .074 43 40 —.023

9 4 —.003 15 14 .178 20 17 —.030 27 24 —.042 36 33 —.009 43 41 -.111

9 6 —.010 16 2 .003 20 18 —.111 27 25 -—.106 36 34 -—.076 43 42 .246

9 7 —.056 16 3 -—.002 20 19 .200 27 26 276 36 35 .076

9 8 .075 16 10 -—.002 21 16 -.002 28 24 —.004 37 34 -—.008

10 5 -.002 16 12 -—-.003 21 17 -.003 28 25 —.044 37 35 —.073

10 7 -—.011 16 13 —.022 21 18 —.032 28 26 —.103 37 36 .081

3. Errors sources indicated in Sec. VI in the context of our fits to
In this section, we discuss the sources of error indicated ifodels of ther " ° mass spectrum. As with the statistical

Table VI. error, these errors pertain to the shape, rather than the nor-

malization, of the spectral function.
a. Statistical errors As expected from Table Il, the dominant sources are un-

Since we use external measurements to normalize of€rtainties associated with the background subtraction and
spectral function, the statistical errors considered here arein migration corrections. Possible biases in these correc-
those associated with the bin-by-bin fluctuations in our masgons would tend to affect the low end apdpeak regions of
spectrum. Statistical errors associated with the Monte Carlghe mass spectrum, on whiral;)j" depends most sensitively.
based corrections for backgrounds, bin migration and accepye have also considered energy scale and acceptance uncer-
tance also enter. We assess the overall statistical error Ryinties. We have estimated the uncertainties associated with

generating a large number of GS parameter sets, with theqe sources, shown in Table VI, in the same ways as de-
parameters determined randomly about the central values r€ribed in Sec. VI

turned by our nominal fit, weighted according to the covari- . . . .
ance matrix returned by the fit, assuming Gaussian errors. We have also estimated the bias associated with the
We determinea”™ separately for each parameter set. TheModel dependence of the approach used to comafite

rms of the distribution of values was found to be 2.1 This has been done by comparing valuesagf obtained
%1010 with different models, as well as by directly integrating the

. data points. We estimate an uncertainty ofL.0x 10~ *°
b. Internal systematic errors from this source. Adding this in quadrature with the errors

Internal systematic errors are those associated with outtescribed above yields an overall internal systematic error of
analysis of7~— 7~ 7%, decays. They originate from the +3.0x10 *°.
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TABLE VI. Components of the derivation @;"[0.320, 2.12% from the CLEO7 — 7~ v, hadronic
mass spectrum.

Quantity Value Correction to Uncertainty on
T — 1 T — 1
a;” (10719 a;” (10719
Integration ofv(s) [Eq. (16)]
a7"[0.320, 2.125 (raw) (514.8-2.1)x 10710 — +2.1
Normalization Factors
B(r —m 7%,) [27] (25.32+0.15) % — +3.0
B(r —e ver,) [27] (17.81+0.07) % — +2.0
Sew [9] 1.0194+0.0040 — +2.0
V4 [27] 0.9752+0.0008 — +0.8
Correction Factors
a (p-w interference (1.71+0.06+0.20)x 103 +3.6 +0.4
AT, [4] (+0.28+0.39) % +1.1 +1.6
M_-—M,o 4.6 MeV -6.5 —
Other Sources of Systematic Error
Backgrounds — — +2.4
Bin Migration — — +1.4
Energy Scale +0.3% — +1.0
Acceptance — — +0.5
Integration Procedure — — +1.0
c. External systematic errors where the first error is the statistical error, the second is the

External systematic errors are those associated with thigternal systematic error, and the third is the external system-

parameters used to infe”™™ from our correctedr® mass atic error. In the above expression, we have made explicit the
y73 . .
spectrum. They include uncertainties associated with norma@dépendence on the external normalization factors so as to
ization factors, of whiclB .o, Be, Sgy, andV,4 contribute  facilitate incorporation of future measurements of these
1 Kkl 1 L -

the dominant errors. They also include the uncertainties aguaqtltles. _ _ o
sociated with the corrections for isospin-violating effects de-  Since this evaluation od;;" is independent of the"e™
scribed in the previous section. Adding the errors listed inonly estimate from Refl4], we can perform a weighted av-
Table VI for these sources in quadrature gives an overalerage of the two results. From this, we obtain
external systematic error of 4.5x 10" 1,

4. Results and discussion a;70.320,2.125=(510.0:5.3) x10°*°.  (C3

With the normalization and correction factors listed in

Table VI, we obtain ] o )
This determination does not include the ALEPH dd&h nor

a;"0.320,2.125=(513.1+2.1+ 3.0+ 4.5 X 1010 does it include the CMD-2 da{83]. This is larger than the
value of (500.816.03)x 10 1° obtained by the authors of
% Bﬂoz) X(0'178]> Ref. [4], despite the apparent agreement of the CLEO and
0.253 Be ALEPH 7~ 7° mass spectra. This reflects in part the differ-
(110194) x(0'975ﬁ2 - Zggc\a/em the procedures of combining the data, as described
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