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x2 testing of optimal filters for gravitational wave signals: An experimental implementation

L. Baggio and M. Cerdonio
Dipartimento di Fisica, Universita` di Padova and INFN, Sezione di Padova, via Marzolo 8, 35100 Padova, Italy

A. Ortolan and G. Vedovato
INFN, Laboratori Nazionali di Legnaro, via Romea 4, 35020 Padova, Italy

L. Taffarello and J.-P. Zendri
INFN, Sezione di Padova, via Marzolo, 8, 35100 Padova, Italy

M. Bonaldi and P. Falferi
CeFSA, Centro ITC-CNR, Trento and INFN, Gruppo Collegato di Trento, 38050 Povo, Trento, Italy

V. Martinucci, R. Mezzena, G. A. Prodi, and S. Vitale
Dipartimento di Fisica, Universita` di Trento and INFN, Gruppo Collegato di Trento, 38050 Povo, Trento, Italy

~Received 16 November 1999; published 14 April 2000!

We have implemented likelihood testing of the performance of an optimal filter within the online analysis of
AURIGA, a sub-Kelvin resonant-bar gravitational wave detector. We demonstrate the effectiveness of this
technique in discriminating between impulsive mechanical excitations of the resonant-bar and other spurious
excitations. This technique also ensures the accuracy of the estimated parameters such as the signal-to-noise
ratio. The efficiency of the technique to deal with nonstationary noise and its application to data from a
network of detectors are also discussed.

PACS number~s!: 04.80.Nn, 02.60.Ed, 95.55.Ym, 95.75.2z
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I. INTRODUCTION

The Wiener-Kolmogoroff~WK! optimal filter is the main
tool of signal extraction for gravitational wave~GW! detec-
tors. In Gaussian noise, WK filtering is fully equivalent
maximum likelihood fitting of a signal model to the data. A
a consequence, hypothesis testing can be applied to the
by means of a proper sufficient statistics, as is the case
any other maximum likelihood fit. We have shown recen
@1# that, in the presence of pure Gaussian noise, a likelih
hypothesis test leads to a standardx2 test of the ‘‘goodness
of the fit.’’ These ideas have been implemented within
data analysis of the AURIGA ultracryogenic detector@2#.

We performed a preliminary bench test of our filterin
and event discrimination algorithms by using a room te
perature resonant-bar detector. We then applied the a
rithms to the AURIGA detector as soon as it started tak
data in June 1997. In this paper, we report on the per
mance of the method and on the procedures we use to
with the problem of the noise being nonstationary and n
Gaussian.

The paper is organized as follows. In Sec. II we summ
rize the theory ofx2 test in the framework of WK filtering
theory. In Sec. III we draw our model for the detector tran
fer function and noise spectrum. The experimental setup b
for the room temperature test facility and for the cryoge
detector is reviewed in Sec. IV. Section V is devoted to
practical implementation of the WK filter, and results ofx2

event characterization are reported in Sec. VI. Finally,
Sec. VII we discuss the relevance of this technique to
case of a single detector and of a network of gravitatio
wave ~GW! detectors.
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II. SIGNAL ANALYSIS AND HYPOTHESIS TESTING

A simplified model for a GW detector is that of a linea
system with an output noisen(t), which is commonly de-
scribed as a stationary stochastic process with Gaussian
tistics. In the following of this section we adopt a discre
time domain representation, that is we substitute forn(t), a
finite length sequence of samplesni[n( iDt). In this way we
get a set$ni% of Gaussian random variables~GRV!, with 0
< i<N.

If a signal enters the system at timet0 , the sampled out-
put of the detector isxi5Aui(t0 ,q j )1ni , where$ui% is the
properly normalized signal template,A its amplitude and
$q j% any other parameter set the signal may depend on.

A well established result@3# of signal analysis states tha
the minimum variance, unbiased linear estimate of the a
plitude A is the GRV:

Â5
( i j m i j uixj

(hkmhkuhuk
[s

Â

2
•(

i j
m i j uixj[(

j
wjxj , ~1!

if one assumes to knowu,t0 ,q i and the inverse cross corre
lation functionm i j of the noise. Here thewj ’s are then the
coefficients of the WK filter matched to the signal$ui% and
s

Â

2
is the variance ofÂ

s
Â

2
5

1

(hkmhkuhuk
. ~2!
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L. BAGGIO et al. PHYSICAL REVIEW D 61 102001
When the noise has Gaussian statistics, the WK filter h
pens to be also a maximum likelihood estimator. In fact,
likelihood function associated with the data set$xi% is

L~x1 ,x2 , . . . ;A!}expF2
1

2 (
i j

m i j ~xi2Aui !~xj2Auj !G ,
~3!

where the sum runs over the number of dataN. It is straight-
forward to verify thatL reaches its maximum value forA
equal to the value given by Eq.~1!.

For this same value, the log-likelihood ratio

X[(
i j

m i j ~xi2Âui !~xj2Âuj ! ~4!

reaches a minimum.
It can be easily shown thatX in Eq. ~4! is a random

variable with a standardx2 statistics. By performing the
transformation$yi[SLi j xj%, whereL is thewhiteningfilter
that diagonalizem i j (Lmi

21mmnLn j
215d i j ), one gets

X[(
i

~yi2Âv i !
2, ~5!

with $v i[SLi j uj%. This is the linear least square sum for
standard fit of the function$v i% to the data$yi% which is well
known to bex2 distributed withN21 degrees of freedom
and to be independent ofÂ.

In order to evaluateX, it is easier to work with the equiva
lent expression@1#:

X5F(
i j

m i j xixj2
Â2

s
Â

2G5F(
i

yi
22

Â2

s
Â

2G . ~6!

Equation~6! shows that if then parameterst0 and $q i%
are also unknown, their maximum likelihood estimate is
one that makesÂ2/s

Â

2
a maximum. This is in general a no

linear fit, and the resultingX is distributed as ax2 with N
2n21 degrees of freedom but only within a linear appro
mation.

We will use in the following mostly the reduced expe
mentalxa

2[@1/(N2n21)#X which is expected to be distrib
uted as a reduced chi-squarex r

2. This statistic has unitary
mean value for any number of degrees of freedomN2n
21.

Thexa
2 can be used as a statistical test of goodness-of-

fit. It can be used to test for consistency ofa priori hypoth-
esis on the signal template$ui%, with probability thresholds
given either by theoretical predictions or by Monte Ca
simulations for the nonlinear case.

It is worth pointing out that, if a set of data fails the te
the resulting estimates for the amplitudeÂ and for the other
parameters are, in principle, biased. In this sense, the
appears as an unavoidable step of the overall filtering pro
dure. The relation between the bias on the amplitude e
10200
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mate and the value ofX can be determined analitically. W
already pointed out@4# that, if data contain a signal$ f i%
different from that$v i% to which the filter has been matche
the experimental value ofX fluctuates around a mean valu
proportional to the square of the signal-to-noise-ratio S
[Â/s Â . In the rest of this section we will work on th
whitened data, and the signal$ f i% and the template$v i% are
referred at the output of the whitening filter. The appare
chi-square statistics is

xa
25x r

21
1

N2n21
$~SNRo

f !22~SNRo
v!212~SNRo

f SNRn
f

2SNRo
vSNRn

v!%, ~7!

where SNRo
f is the mean value of the signal to noise ratio f

the signal$ f i% with a filter matched to it, and SNRo
v is that

with the filter matched to$v i%. SNRn
f and SNRn

v are their
fluctuating parts, i.e., two Gaussian random variable w
zero mean value and unit variance.

The mean value ofxa
2 is then

^xa
2&5^x r

2&1
1

N2n21
^~SNRo

f !22~SNRo
v!2&

511l~SNRo
v!2, ~8!

where

l5

(
i 51

N

f i
2(

i 51

N

v i
22S (

i 51

N

f iv i D 2

~N2n2 !S (
i 51

N

f iv i D ~9!

is a value that reduces to zero iff i5v i . Notice thatl is
proportional to the square of the bias on the signal-to-no
ratio due to the filter inaccuracy.

III. WK FILTER FOR MODELED GW RESONANT
DETECTORS

A resonant-bar detector coupled to a capacitive elec
mechanical transducer can be quite accurately modeled b
equivalent lumped elements electrical circuit@5#. It is easy to
show that the transfer matrix between any port within t
circuit and the readout port, always contains the same se
of M poles, thekth pair of complex conjugate poles corre
sponding to a normal oscillation mode with frequencyvk
and quality factorQk . The noise generated by any genera
within the circuit is transferred to the output through one
these transfer matrices. The total output noise results f
the sum of these contributions plus the wide band noiseS0 of
the final amplifier. It is easy to calculate that, with the
assumptions, the total output noise spectral density is

S~v!5S0)
k51

M
~ iv2qk!~ iv1qk!~ iv2qk* !~ iv1qk* !

~ iv2pk!~ iv1pk!~ iv2pk* !~ iv1pk* !
,

~10!
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x2 TESTING OF OPTIMAL FILTERS FOR . . . PHYSICAL REVIEW D 61 102001
where pk5 ivk2vk /(2Qk) and where the complex zero
qk’s are related to the optimal bandpass WK filter.

S(v) possesses a few key features. First, the degree
the polynomials appearing in the numerator and in the
nominator are equal, a consequence of having modeled
wide band noiseS0 as purely white. Secondly, poles an
zeros appear in pairs6pk and 6qk , as the noise spectra
densities are transferred through the square modulus of tr
fer functions. Finally, as already mentioned, for each pole~or
zero! its complex conjugate also appears, a consequenc
reality of circuit elements.

The transfer function for an input GW delta pulse w
contain the same poles$pk%. Reality imposes then that th
output signalud(t) has a Fourier transformũd(v) given by

ũd~v!5

)
j 51

M̃

~ iv2r j !~ iv2r j* !

)
k51

M

~ iv2pk!~ iv2pk* !

, ~11!

with M.M̃ because of the stability of the system and wh
the coefficientsr i are obviously the zeroes of the function

It is well known that the continuous version of the W
filter function, w(t), has a Fourier transformw̃(v)
5s

Â

2
S21(v)ũk* (v). By using Eqs.~10! and ~11! one gets,

for w̃(v),

w̃~v!5s
Â

2
S0

21
)
j 51

M̃

~ iv1r j !~ iv1r j* !

)
k51

M

~ iv1qk!~ iv1qk* !

3)
k

~ iv2pk!~ iv2pk* !

~ iv2qk!~ iv2qk* !
. ~12!

The WK filter splits up in the productL(v)M (v), where

L~v!5S0
21/2)

k

~ iv2pk!~ iv2pk* !

~ iv2qk!~ iv2qk* !
~13!

is the whitening filter for the noise with PSDS(v). This
means that a filter with transfer functionL(v) produces at its
output a noise with spectral densitySw51 when fed at the
input with the detector noise with PSDS(v), because
uL(v)u2S(v)51.

M (v) is defined by

M ~v!5s
Â

2
S0

1/2
)
j 51

M̃

~ iv1r j !~ iv1r j* !

)
k51

M

~ iv1qk!~ iv1qk* !

. ~14!
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It is a bandpass filter around the frequenciesvk[uIm(qk)u
with bandwidthsDvk

opt[2uRe(qk)u which are usually much
larger thanDvk[2uRe(pk)u5vk /Qk .

Most of the information needed to process the data
contained within this filter matched to a delta-shaped pu
The response of the system to any other input signalh(t) can
always be written as the time convolutionud* h, so that,
once data have been filtered with the optimum filter match
to ud , one can perform the complete WK filtering forh(t)
by a simple convolution ofh(t) with the filtered data.

In addition, it turns out that for resonant detectors most
the expected signals have Fourier transforms that are ra
flat across the comparatively small post filtering bandwid
~;1 to 10 Hz! of the detectors, and are thus indistinguisha
from a delta pulse@6#.

One can show that, for the case of a resonant-bar dete
with resonant transducers, in Eq.~14!, M52, M̃51 andr 1
50. As a consequence, the band-pass filterM (v), which is
purely anticausal, introduces an anticausal component in
response and cannot be implemented in real time.

In addition, the sets$pk% and$qk%, along withS0 , are the
only relevant parameters that enter both the noise spec
and the transfer function of the system. As a consequenc
check that the PSD of the whitened data is indeed flat wit
its statistical error, becomes a very useful consistency tes
the accuracy of the filter. In Sec. V we show how we fe
back the deviation from a white spectrum to an automa
adaptive procedure that updates the values of filter par
eters.

IV. EXPERIMENTAL LAYOUT

The AURIGA detector@2# consists of a 2.3 tons, 3 m long
A15056 bar equipped with a capacitive electromechan
transducer and a dc superconducting quantum interfere
device ~SQUID! preamplifier. The bar hangs on a multip
stage pendulum attenuation system~2240 db at 1 kHz!, kept
at 0.2 K by a 3He-4He dilution refrigerator. The signal is
acquired by an analogue to digital converter~ADC! at 4.9
kHz and synchronized to UTC by means of a Global Po
tioning System~GPS! clock @7# ~see Fig. 1!.

The room temperature detector used for some of the t
shares almost all the relevant features with the cryoge
detector. The most noticeable difference, besides the abs
of the cooling system, is that the voltage across the cap
tive transducer is fed to very low noise field effect transis
~FET! preamplifier.

As far as signal analysis is concerned, the most relev
differences among the two detectors are theQ factors~'104

for the room temperature detector and slightly larger th
106 for AURIGA! and the post filtering bandwidthDvk

opt

~corresponding to'10 Hz for the room temperature detect
and'1 Hz for AURIGA!.

The room temperature detector mounts an electro
chanical capacitive actuator, a detuned version of the tra
ducer, placed on the face opposite to the one used to ex
the signal. It provides a way to excite the bar with sh
mechanical bursts that mimic a GW signal.

In order to test thex2 performance for spurious excita
1-3
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FIG. 1. Schematic drawing of the AURIGA data acquisition system. The signal channel from the transducer and dc SQUID a
system is acquired by the 23 bit ADC at about 4.9 kHz. The synchronization with UTC of the acquired data is achieved in hardw
within 1 ms by dedicated interrupts and triggers between the ADC and a GPS clock with a stabilized local oscillator. The full raw
then fully archived and analyzed on-line.
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tions due to electrical disturbances, short current pulses w
injected into a coil inductively coupled to the amplifier-inp
leads. These pulses were also used to trigger data acquis
as described in Ref.@8#.

V. DATA ANALYSIS AND x2 EVALUATION

The on-line analysis of the AURIGA detector has be
described elsewhere@7#. Here we summarize its most re
evant features and some of the new elements that ar
relevance for the present work. A detailed report on the p
formance of these new features have also been desc
elsewhere@9#.

Since only a simple polynomial ratio appears in the W
filter, this is implemented in the discrete time domain as
parameters second order A.R.M.A. algorithm applied to r
data sampled at 4882.8125 Hz.

The resulting data at the output of WK filter are ve
effectively band-limited~see Fig. 2! and can be subsample
in order to bury by aliasing the unmodeled features that
present outside the interesting bandwidth. Subsamplin
also useful in reducing the data rate. The inverse of
matching filterM (v) of Eq. ~14! is then applied to the sub
sampled data, properly translated into the reduced freque
band, thus obtaining the whitened data with PSDSw(v).

The on-line analysis includes a built-in adaptive algorith
that updates the filter parameters to take into account t
slow drift on time scales longer than an hour. For examp
the core of the algorithm for the estimate of the post-filter
bandwidth@the parameters which mostly affect the signal
noise ratio~SNR!# tries to keepSw(v) as flat as possible
This is done for each 2 minute long buffer by comparing
valuesSw(vk) averaged on a narrow band around the f
quencies of the two modes, with that measured at a sele
10200
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frequency in between. Since the difference is proportiona
the error between the currently used parameters and
optimum value, it is used to drive the adaptive algorithm th
adjusts the parameters.

Data in resonant detectors often contain unmodeled
nals superimposed to the background Gaussian noise. W
these signals dominates a stretch of data, the whitening
cess fails. This is recognized by the adaptive procedure
freezes in the previously adjusted value. This selection p
cedure allows the filter paramenters to be adjusted for d
on a time scale longer than the mechanical relaxation tim
the system, while ignoring dramatic changes due to isola
events.

When large isolated excitations are present, data are
longer gaussian especially at the high amplitude regions
the distribution. The estimate of noise parameters, in fi
places

Â

2
, can then be affected by large biases. In order

ensure self-consistency, the analysis continuously moni
the curtosis of the data and the autocorrelation of the w
ened data. If these parameters are found to be within 3 ti
their expected standard deviations the data buffer is acce
for the filter parameter estimate. Otherwise the filter para
eters are frozen in.

If the freezing in of the parameters update occurs
frequently on contiguous data buffer, an alert flag is switch
on to indicate instrument malfunctioning. Eventually the
flags are the basis for the definition of vetoes on time peri
of output data.

A maximum-hold algorithm is applied to the filtered da
to search for candidated-like GW events. For each event, th
time of arrival, the amplitude andxa

2 are estimated. The latte
is derived by applying Eq.~6! to the subsampled whitene
data. We use a set$yi% of data long about 3 times the typica
1-4
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FIG. 2. The power spectral density of the raw data around the detector modes~upper! shows only small monochromatic disturbances. T
PSD of the WK filtered data~middle! are effectively band-limited and therefore can be suitably subsampled keeping all the inform
within a 35 Hz bandwidth around the modes. In this bandwidth, the whitened data~lower! demonstrate that the parameters of the noise mo
were correctly estimated.
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WK filter time, 2/Dvk
opt, following the event arrival time.

This choice ensures that the signal decays into the n
within the selected time span, for signal amplitudes up
SNR5100. The computedxa

2 is attached to the event in th
event list.

VI. EXPERIMENTAL RESULTS

A sample of the whitened data taken with the cryoge
detector is shown in Fig. 2 within the reduced bandwid
The flatness of their PSDSW(v) demonstrates the consis
tency of the model of Eq.~6! and the good matching to th
parameters of the noise of the detector. The number of
grees of freedom used to compute thexa

2 was 211, 212 being
10200
se
o

c
.

e-

the number of$yi% samples used to calculateX for this data
of the cryogenic detector.

The key result of the present paper is that the estimatedxa
2

of each candidated-like event does follow the reduced ch
square distributionx r

2, as is shown in Fig. 3 for five days o
AURIGA data. In fact, at least at low SNR, the measuredxa

2

histograms are well fitted by a chi-square distribution w
the proper number of degrees of freedom, as it is expec
since most of the events up to SNR55 are due to statistica
fluctuations of the modeled noise. In particular, the estima

amplitudeÂ and thexa
2 are indeed independent random va

ables. The compliance with the chi-square distribution a
the independence ofÂ and xa

2 are a consequence of tw
1-5
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FIG. 3. Left: plot ofxa
2 and SNR of candidate events for AURIGA with 3,SNR,6. Right: histograms ofxa

2 of all these events~white!
and of events whose SNR is between 3 and 3.5, 3.5 and 4, and so on up to between 5.5 and 6~from brighter gray to darker gray
respectively!. The continuous lines are reduced chi-square distributionsx r

2 with 211 degrees of freedom fitted to these histograms:
agreement is evident and is independent from the SNR. The data are relative to 5 days of data taking and to about 24 000 eve
SNR53.
lt
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facts: the Gaussian nature of the detector noise as a resu
the data reduction procedure described above and the co
tency of low SNR events with the expected shape of ad-like
mechanical excitation of the antenna.

In order to demonstrate that the WK filter and the c
square test would correctly recognize ad-like gravitational
wave event, a number of software calibration signals
been numerically added to the real raw data stream acqu
over two days from AURIGA. These software signals we
given the expected shape to which the WK filter w
matched, with SNR of 30 and 45. As Fig. 4 shows, thexa

2 of
10200
of
sis-

-

s
ed

these pulses are in reasonably good agreement with the
pected reduced chi-square distributionx r

2 with the proper
number of degrees of freedom. A slight distortion of t
observed distribution is accounted for by the fluctuations
the estimate ofsA

2.
To understand the discrimination ability of the test, w

show in Fig. 5 the Fourier transform for two high SNR si
nals taken from the WK filtered real data, one passing
test and the other failing it. The figure shows the remarka
difference in spectral content of the two pulses. It also sho
that the shape of the pulse passing the test is in very g
g 14–15

FIG. 4. Left: 3D histogram ofxa

2 vs SNR for AURIGA. Data that cluster around SNR'30, SNR'45 andxa
2'1 are due to software

calibration pulses with shape matched to the WK filter which have been added on the real data stream acquired by AURIGA durin
June 1997. Spurious signals are not visible in this range. Right: histograms ofxa

2 for the low amplitude candidate events~gray area! and for
the software calibration pulses~white and dark gray area!.
1-6
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x2 TESTING OF OPTIMAL FILTERS FOR . . . PHYSICAL REVIEW D 61 102001
agreement with the expected one for ad-like mechanical
excitation of the bar. For the pulse failing the test, the
tected pulse is in good agreement with the expected sh
for an idealized electromagnetic pulse exciting the SQU
output circuit.

In Fig. 6 we show the result of the event search during
normal operation of the AURIGA detector. About 2/3 of th
events with SNR.10 can be rejected because they hav
xa

2.1.4, a threshold which corresponds to a confidence le
of 1.1431024 for the 211 degrees of freedom we have he
However, only a few percent of the events with SNR.5
have axa

2 greater than this rejection threshold of 1.4. S
most of the events complies with the expected shape fo
impulsive mechanical excitation of the resonant bar. Mo
over, only about 13% of the events with SNR.5 are ac-
counted for by the modeled noise. We are still investigat
on the origin of such a large excess.

In order to assess the validity of the quadratic depende
of computedxa

2 on SNR in Eq.~8!, we excited the room
temperature resonant-bar detector with electromagn
pulses applied at the input of the readout amplifier. In Fig
we show a scatter plot of the data collected by sendin
series of pulses with increasing values of SNR. The p
clearly shows the quadratic dependence of the computexa

2

on SNR of signals to which the filter is mismatched. Mor
over, it shows also that the standard deviation of the co
putedxa

2 is given to a first approximation byl•SNR2 times
the standard deviation of thex r

2 distribution with the same
number of degrees of freedom. This result holds for S
high enough to make negligible the contribution of the u
certainty on SNR estimates.

FIG. 5. Fast Fourier transform of detected candidate eve
pulses with SNR518.2 and xa

251.01 ~upper! and with SNR
523.5 andxa

256.8 ~lower! at the output of the WK filter. The
superimposed continuous lines represent the expected respons
a mechanicald-like excitation of the bar~upper!, and a fast electro-
magnetic excitation entering the ADC input or the SQUID outp
~lower!, respectively. For comparison, the upper continuous line
also shown in the lower graph as a dashed line.
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VII. DISCUSSION AND FUTURE APPLICATIONS

The reported results clearly show that at low amplitu
the observedx2 statistics is in reasonably good agreeme

ts

for

t
s

FIG. 6. Scatter plot ofxa
2 vs SNR~upper! and SNR histogram of

events withxa
2,1.4 ~white area! and for all values ofxa

2 ~white plus
gray!. The plots refer to 10 days of candidate events of AURIG
from 12 to 21 June 1997, corresponding to an effective observa
time of 181 hours. The selected threshold of 1.4 used for thex r

2 test
corresponds to a confidence level for false dismissal of 1
31024. The test allows to reduce only marginally the number
candidate events with SNR.5, from 1337 to 1306; however, fo
SNR.10 thex r

2 test vetoes about 2/3 of the events. The dashed
in the histogram is the distribution predicted with a simulated q
sistationary Gaussian process, whose postdetection bandwidth
low the same time behavior of the measured ones during the ob
vation time. It is evident that above SNR55 the modeled Gaussia
noise only accounts for about 13% of the detected events.
1-7
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L. BAGGIO et al. PHYSICAL REVIEW D 61 102001
with the expected one. At large amplitude the test appear
be able to discriminate between pulses with the expec
signal shape and those with a different one. It is worth
ticing that for pulses failing the test, a measurement of
value of the parameterl can be used to determine the phy
cal origin of spurious events. For instance, the type
spurious event of the AURIGA detector shown in t
lower part of Fig. 5 would correspond to al'0.01; there-
fore theselected threshold of 1.4 onx r

2 would efficiently cut
spurious events of this type for SNR.7 while leaving unaf-
fected signals with proper shape to a very high confide
level.

It is worth mentioning however that the experimentalxa
2

has a probability distribution function slightly distorted
respect to a purex r

2. This is well accounted for by both th
need to estimate various noise parameters from the da
procedure that increases the spread of the distribution,
by the data being nonstationary. The confidence level ca
determined empirically by using proper calibration pulses~as
for the data in Fig. 4!, at least for the higher false dismiss
probability range.

The value ofl for electromagnetic pulses at the SQUI
output of the AURIGA detector is smaller by a factor 4 th
the Monte Carlo estimatel'0.04 we gave in Ref.@4#, but
this is reasonable taking into account the different setup
rameters of the detector used in the simulation. In particu
the postfiltering bandwidth was'30 Hz for the simulation, a

FIG. 7. Plot of computed (xa
221) vs SNR for spurious electro

magnetic impulsive events, using 136 degrees of freedom. T
events were generated in the room temperature detector by app
a burst excitation to the input port of the readout amplifier coup
to the motion transducer. The excitation amplitudes are unifor
distributed between SNR50 and SNR550. The computedxa

2 dis-
tribution follows a quadratic scale law, as in Eq.~8!, with l
50.029~thick line!. The gray area at low SNR stands for the lo
SNR background events.
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much higher value than the presently achieved'1 Hz in the
detector.

Whatever the efficiency of the cleaning method describ
so far in rejecting spurious events, a finite amount of th
survive as they are indistinguishable from gravitational wa
signals. As a consequence, a single detector can only giv
upper limit for the rate of GW events.

Arrays of detectors help overcome this problem. In a co
ventional approach, one looks for coincidences among de
tors located far apart, that are assumed to be independ
Since the rate of coincidences decreases as a power law
the number of detectors in the array at the exponent, one
to achieve conditions where the false alarm probabil
as evaluated from Poisson statistics, becomes neglig
small.

The maximum likelihood–optimal filtering method
however, leads to a somewhat different procedure:
makes a global fit to the data from theN detectors in the
array, of some model signal. The quantity to be minimized
then

L~A,to ,n̂,C!5
1

2 (
a51

N

(
i ,k51

Ma

m ik
a Fxa~ t i !2Asa~u,f,C! f

3S t i2to2
rW•n̂

c D GFxa~ tk!

2Asa~u,f,C! f S tk2to2
rW•n̂

c D G , ~15!

wheren̂ is the wave unit vector with anglesu andf, rW is the
position vector of theath detector in the array with respec
to a geocentric coordinate system andto is the signal arrival
at the center of the Earth.sa(u,f,C) is a form factor that
takes into account that the response of theath detectors to
thesameincoming waveA f(t) depends on its orientation in
respect to the wave vector and on its polarization angle@10#
C.

For each choice ofn̂, to andC, L(A,to ,n̂,C) reaches a
minimum @1# whenA is the weighted average:

Aopt~ t0 ,n̂,C!5

(
a51

N Aopt
a ~ to ,n̂,C!

sAa
2

(
a51

N
1

sAa
2

, ~16!

where Aopt
a (to ,n̂,C) is the amplitude estimateobtained by

using the data from the ath detector only.
One can easily calculate the result that the minimum c

responding chi-square value factorizes according to
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wherexa
2 is the chi-square one estimates by using the d

from the ath detector only andxg
2 is the chi-square of the

common weighted averageAopt of the amplitudesAopt
a esti-

mated by each detector. It can indeed be shown thatxg
2 is

independent of all thexa
2 ’s. This shows that the global chi

square test for an array of detectors can indeed be mad
adding the individual chi-square valuesxa

2 for each detector
to xg

2.
As with any multiple parameter non-linear fit, the proc

dure should be repeated for alln̂ and C in search for the
absolute minimum. This reintroduces a correlation amo
thexa

2 andxg
2 as the global minimum does not coincide wi

the parameter values that minimize either eachxa
2 or xg

2.
Resonant detectors presently in operation@11# are however
oriented almost parallel. In addition, full high resolution tim
ing has been implemented up to now only for AURIGA.
practice, due to the still comparatively low bandwidth
these detectors, only phase-timing, i.e., timing modulo a
riod of antenna oscillation, can be done at reasonable sig
e
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to-noise ratio@8#. As a consequence, each detector produ
a list of candidate events with a time of arrival only know
within a fraction of a second. Coincidence analysis@12# is
then performed with a time window of the same order.

Within this somehow coarse procedure Eq.~17! still indi-
cates thatxg

2 can be used as a reference statistics to tests
the consistency of amplitude of a candidate coincide
event. With 5 detectorsxg

2 is distributed chi-square with 4
degrees of freedom. Application of this test to data from
IGEC @12# detectors is currently under study.
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