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We have implemented likelihood testing of the performance of an optimal filter within the online analysis of
AURIGA, a sub-Kelvin resonant-bar gravitational wave detector. We demonstrate the effectiveness of this
technique in discriminating between impulsive mechanical excitations of the resonant-bar and other spurious
excitations. This technique also ensures the accuracy of the estimated parameters such as the signal-to-noise
ratio. The efficiency of the technique to deal with nonstationary noise and its application to data from a
network of detectors are also discussed.

PACS numbse(s): 04.80.Nn, 02.60.Ed, 95.55.Ym, 95.7%

I. INTRODUCTION Il. SIGNAL ANALYSIS AND HYPOTHESIS TESTING

A simplified model for a GW detector is that of a linear
system with an output noise(t), which is commonly de-
scribed as a stationary stochastic process with Gaussian sta-
tistics. In the following of this section we adopt a discrete

The Wiener-KolmogoroffWK) optimal filter is the main
tool of signal extraction for gravitational wa\&W) detec-
tors. In Gaussian noise, WK filtering is fully equivalent to

maximum likelihood fitting of a signal model to the data. As time domain representation, that is we substituterf, a

a consequence, hypothesis testing can be applied to the f"tﬁﬁite length sequence of samples=n(iAt). In this way we
by means of a proper sufficient statistics, as is the case foéet a setn;} of Gaussian random variabl¢gRV), with 0
any other maximum likelihood fit. We have shown recently<i <N : '
[1] that, in the presence of pure Gaussian noise, a likelihood ', _ .. .

. » If a signal enters the system at ti the sampled out-
hypothe;sus test Iea}ds oa standq?dtgst of the goodness eput of thg detector ixi=Azi(t0 1‘}]-)+rr?a, Where{ug is the
of the fit. 'I_'hese ideas have been |mplemented within th properly normalized signal templatd, its amplitude and
data analysis of the AURIGA ultracryogenic detedt?}. {9, any other parameter set the signal may depend on,

i peffofme.d a prellmlnary bench test of our filtering A well established result3] of signal analysis states that
and event discrimination algorithms by using a room tem- . . . ' d
! the minimum variance, unbiased linear estimate of the am-
perature resonant-bar detector. We then applied the algo—IitudeA is the GRV-
rithms to the AURIGA detector as soon as it started takin ’
data in June 1997. In this paper, we report on the perfor-
mance of the method and on the procedures we use to cope
with the problem of the noise being nonstationary and non- L S iU
Gaussian. A=W
The paper is organized as follows. In Sec. Il we summa-
rize the theory ofy? test in the framework of WK filtering

theory. In Sec. Ill we draw our model for the detector trans-
fer function and noi rum. The experimental X . .
er function and noise spectru e experimental setup bot ation function w;; of the noise. Here thev;’s are then the

for the room temperature test facility and for the cryogenic - i )
detector is reviewed in Sec. IV. Section V is devoted to thecoefflments of the WK filter matched to the sigr{ai} and

practical implementation of the WK filter, and resultsyf 4 i the variance oA
event characterization are reported in Sec. VI. Finally, in
Sec. VIl we discuss the relevance of this technique to the 1
case of a single detector and of a network of gravitational e —
wave (GW) detectors. A ZpnUnUk

2
=05 2 wiuix=2 WX, (1)
Shiktnlpl A G T g T

Fone assumes to know,ty,¥; and the inverse cross corre-

@
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When the noise has Gaussian statistics, the WK filter hapmate and the value of can be determined analitically. We
pens to be also a maximum likelihood estimator. In fact, thealready pointed ouf4] that, if data contain a signdlf;}
likelihood function associated with the data $ef is different from tha{v;} to which the filter has been matched,

the experimental value of fluctuates around a mean value
A(Xy X+ ;A)ocexp{ _ %2 s (%= AL (x;— AUy |, prgporﬁtional to the square_ of the_ signal-to_—noise-ratio SNR
] =Al/op,. In the rest of this section we will work on the
(3)  whitened data, and the signdi;} and the templatév;} are

. . referred at the output of the whitening filter. The apparent
where the sum runs over the number of ddtdt is straight- chi-square statistics is

forward to verify thatA reaches its maximum value féx

equal to the value given by E¢l). . 1 ) )
For this same value, the log-likelihood ratio Xa=Xr T —N—n—l{(SN%) ~(SNR;)?+2(SNRSNR,
—SNR;SNR)}, ]
X=20 i (4= Au) O~ Au) @)

where SNR is the mean value of the signal to noise ratio for
the signal{f;} with a filter matched to it, and SNRs that
reaches a minimum. with the filter matched tdv;}. SNR, and SNR are their

It can be easily shown thaX in Eq. (4) is a random fluctuating parts, i.e., two Gaussian random variable with
variable with a standarg? statistics. By performing the Z€ro mean value and lzm't variance.
transformationly;=3L;;x;}, whereL is the whiteningfilter The mean value of; is then

that diagonalizeu;; (L ; anL;jl= dij), one gets

<x§>=<xf>+ﬁ«sw@z—(sw)%

X=2 (yi—Av)?, (5)
' =1+X\(SNR)?, ®)
with {v;=XL;;u;}. This is the linear least square sum for a, hare
standard fit of the functiofw;} to the datdy;} which is well
known to bey? distributed withN—1 degrees of freedom N N N 2
and to be independent &f. 2’1 f.221 viz_(Zl f.v.)
In order to evaluat, it is easier to work with the equiva- = . 9)
lent expressiofl]: (N—n—) E ¢ )
A2 A2 =
X= ; XX 2 EI Yim 2 ® is a value that reduces to zero fif=v;. Notice that\ is
A A

proportional to the square of the bias on the signal-to-noise

Equation(6) shows that if then parameterg, and{#;}  ratio due to the filter inaccuracy.
are also unknown, their maximum likelihood estimate is the

A 2 . L
one that makeAZ/crA a maximum. This is in general a non

linear fit, and the resulting is distributed as a? with N
—n—1 degrees of freedom but only within a linear approxi- A resonant-bar detector coupled to a capacitive electro-
mation. mechanical transducer can be quite accurately modeled by an

We will use in the following mostly the reduced experi- equivalent lumped elements electrical cird@&i. It is easy to
mentalys=[1/(N—n—1)]X which is expected to be distrib- show that the transfer matrix between any port within the
uted as a reduced chi-squaxé. This statistic has unitary circuit and the readout port, always contains the same series
mean value for any number of degrees of freeddmn  of M poles, thekth pair of complex conjugate poles corre-
—1. sponding to a normal oscillation mode with frequensy

The x2 can be used as a statistical test of goodness-of-thénd quality factoQ, . The noise generated by any generator
f|t It can be used to test for Consistencympriori hypoth_ W|th|n the circult Is 'Fransfel’l’ed to the Output I.:hrough one Of
esis on the signal templafei;}, with probability thresholds ~these transfer matrices. The total output noise results from
given either by theoretical predictions or by Monte Carlothe sum of these contributions plus the wide band n8jsef

IIl. WK FILTER FOR MODELED GW RESONANT
DETECTORS

simulations for the nonlinear case. the final amplifier. It is easy to calculate that, with these
It is worth pointing out that, if a set of data fails the test, @sumptions, the total output noise spectral density is

the resulting estimates for the amplitu&eand for the other Moo - e 0 ) (1wt o

parameters are, in principle, biased. In this sense, the test g, —g ] (fo—q(lo+g(io—0og)(io+ay)

appears as an unavoidable step of the overall filtering proce- k=1 (lo—piw+p(io—pg)(io+pg)’

dure. The relation between the bias on the amplitude esti- (10
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where p=iw— 0 /(2Q,) and where the complex zeros It is a bandpass filter around the frequencigs=|Im(qy)|

gi’s are related to the optimal bandpass WK filter.

with bandwidthsA wg?= 2|Re(gy)| which are usually much

S(w) possesses a few key features. First, the degrees (drger thanA w,=2|Re(,)|=w,/Qy.
the polynomials appearing in the numerator and in the de- Most of the information needed to process the data is
nominator are equal, a consequence of having modeled thsdntained within this filter matched to a delta-shaped pulse.
wide band noiseS, as purely white. Secondly, poles and The response of the system to any other input sigagl can
zeros appear in pairgp, and * g, as the noise spectral always be written as the time convolutian*h, so that,
densities are transferred through the square modulus of transnce data have been filtered with the optimum filter matched

fer functions. Finally, as already mentioned, for each pote

to us, one can perform the complete WK filtering fb(t)

zerg its complex conjugate also appears, a consequence of a simple convolution of(t) with the filtered data.

reality of circuit elements.

In addition, it turns out that for resonant detectors most of

The transfer function for an input GW delta pulse will the expected signals have Fourier transforms that are rather
contain the same poldp,}. Reality imposes then that the flat across the comparatively small post filtering bandwidths

output signalu s(t) has a Fourier transforfz(w) given by

(fo—rj)( |w—r *)

M
11

Tl ) = ,
11 «

11
(io—pp(io—py)

(~1 to 10 H3 of the detectors, and are thus indistinguishable
from a delta puls¢6].
One can show that, for the case of a resonant-bar detector

with resonant transducers, in Ed.4), M =2, M=1 andr
=0. As a consequence, the band-pass fléw), which is
purely anticausal, introduces an anticausal component in the
response and cannot be implemented in real time.

In addition, the setép,} and{q,}, along withS,, are the
only relevant parameters that enter both the noise spectrum

with M>M because of the stability of the system and whereand the transfer function of the system. As a consequence, a

the coefficients; are obviously the zeroes of the function.

check that the PSD of the whitened data is indeed flat within

It is well known that the continuous version of the WK its statistical error, becomes a very useful consistency test for

filter function, w(t), has a Fourier transformw(w)
:Uis_l(w)ﬁ:(v)). By using Eqgs.(10) and (11) one gets,
for W(w),

==

[ (otrpio+r))

W(w)= O'ASO

:jgn

(io+a(io+agy)

k=1

(io—p(io—pg)
k (ilo—qYio—qy)’

12

The WK filter splits up in the produdt(w)M (w), where

(lo—p(io—py)

12
H@)=S H (io—q)(io—qy)

13

is the whitening filter for the noise with PSI5(w). This
means that a filter with transfer functitt{w) produces at its
output a noise with spectral densiB;,=1 when fed at the
input with the detector noise with PS®(w), because
IL(w)]?S(w)=1.

M (w) is defined by

M

H io+r)(io+r})

=1

M(w)= af\sé’z (14)

M
kﬂl iw+qy)(io+ag)

the accuracy of the filter. In Sec. V we show how we feed

back the deviation from a white spectrum to an automatic
adaptive procedure that updates the values of filter param-
eters.

IV. EXPERIMENTAL LAYOUT

The AURIGA detectof2] consists of a 2.3 ton8 m long
A15056 bar equipped with a capacitive electromechanical
transducer and a dc superconducting quantum interference
device (SQUID) preamplifier. The bar hangs on a multiple
stage pendulum attenuation systeén40 db at 1 kHx, kept
at 0.2 K by a®He-*He dilution refrigerator. The signal is
acquired by an analogue to digital convert&DC) at 4.9
kHz and synchronized to UTC by means of a Global Posi-
tioning System(GP9 clock [7] (see Fig. 1

The room temperature detector used for some of the tests
shares almost all the relevant features with the cryogenic
detector. The most noticeable difference, besides the absence
of the cooling system, is that the voltage across the capaci-
tive transducer is fed to very low noise field effect transistor
(FET) preamplifier.

As far as signal analysis is concerned, the most relevant
differences among the two detectors are @hfactors(~ 10*
for the room temperature detector and slightly larger than
10 for AURIGA) and the post filtering bandwidth o™
(corresponding te=10 Hz for the room temperature detector
and~1 Hz for AURIGA).

The room temperature detector mounts an electrome-
chanical capacitive actuator, a detuned version of the trans-
ducer, placed on the face opposite to the one used to extract
the signal. It provides a way to excite the bar with short
mechanical bursts that mimic a GW signal.

In order to test they?> performance for spurious excita-
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FIG. 1. Schematic drawing of the AURIGA data acquisition system. The signal channel from the transducer and dc SQUID amplifier
system is acquired by the 23 bit ADC at about 4.9 kHz. The synchronization with UTC of the acquired data is achieved in hardware well
within 1 us by dedicated interrupts and triggers between the ADC and a GPS clock with a stabilized local oscillator. The full raw data are
then fully archived and analyzed on-line.

tions due to electrical disturbances, short current pulses weffeequency in between. Since the difference is proportional to
injected into a coil inductively coupled to the amplifier-input the error between the currently used parameters and their
leads. These pulses were also used to trigger data acquisitieptimum value, it is used to drive the adaptive algorithm that

as described in Ref8]. adjusts the parameters.
Data in resonant detectors often contain unmodeled sig-
V. DATA ANALYSIS AND x? EVALUATION nals superimposed to the background Gaussian noise. When

) , these signals dominates a stretch of data, the whitening pro-
Th? on-line analysis of the AURIGA d.etec.:tor has beencess fails. This is recognized by the adaptive procedure that
gs:\ﬁ?t:‘(eegtjrlzgvg]n%@s]c;r:leergf Vtvhee srl:(;r\]/vaIréﬁeﬁsnt]r?; ;erle_ frfeezes in the previously adjusted value. This selection pro-
. Qedure allows the filter paramenters to be adjusted for drifts

relevance for the present work. A detailed report on the per-

formance of these new features have also been describé)é] a time scale longer than the mechanical relaxation time of

elsewherd9]. he system, while ignoring dramatic changes due to isolated

Since only a simple polynomial ratio appears in the WKevean. | isolated o q
filter, this is implemented in the discrete time domain as 9 When large isolated excitations are present, data are no

parameters second order A.R.M.A. algorithm applied to rav\jonge_r ggussian especia]ly at the high amplitude reg!ons of
data sampled at 4882.8125 Hz. the dIS'[ZI’IbUtIOH. The estimate of noise parameters, in first
The resulting data at the output of WK filter are very pPlaceo;, can then be affected by large biases. In order to
effectively band-limited'see Fig. 2 and can be subsampled ensure self-consistency, the analysis continuously monitors
in order to bury by aliasing the unmodeled features that ar¢he curtosis of the data and the autocorrelation of the whit-
present outside the interesting bandwidth. Subsampling iened data. If these parameters are found to be within 3 times
also useful in reducing the data rate. The inverse of théheir expected standard deviations the data buffer is accepted
matching filterM (o) of Eqg. (14) is then applied to the sub- for the filter parameter estimate. Otherwise the filter param-
sampled data, properly translated into the reduced frequendters are frozen in.
band, thus obtaining the whitened data with PS}w). If the freezing in of the parameters update occurs too
The on-line analysis includes a built-in adaptive algorithmfrequently on contiguous data buffer, an alert flag is switched
that updates the filter parameters to take into account thepn to indicate instrument malfunctioning. Eventually these
slow drift on time scales longer than an hour. For exampleflags are the basis for the definition of vetoes on time periods
the core of the algorithm for the estimate of the post-filteringof output data.
bandwidth[the parameters which mostly affect the signal to A maximum-hold algorithm is applied to the filtered data
noise ratio(SNR)] tries to keepS,(w) as flat as possible. to search for candidat@®like GW events. For each event, the
This is done for each 2 minute long buffer by comparing thetime of arrival, the amplitude ang are estimated. The latter
valuesS,(wy) averaged on a narrow band around the fre-is derived by applying Eq(6) to the subsampled whitened
quencies of the two modes, with that measured at a selectathta. We use a s€y;} of data long about 3 times the typical
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FIG. 2. The power spectral density of the raw data around the detector rfugmies shows only small monochromatic disturbances. The
PSD of the WK filtered datamiddle) are effectively band-limited and therefore can be suitably subsampled keeping all the information
within a 35 Hz bandwidth around the modes. In this bandwidth, the whitenedlda#r) demonstrate that the parameters of the noise model
were correctly estimated.

WK filter time, 2/Awg™, following the event arrival time. the number ofly;} samples used to calculaxefor this data
This choice ensures that the signal decays into the noisef the cryogenic detector.
within the selected time span, for signal amplitudes up to  The key result of the present paper is that the estimgfed
SNR=100. The computeg; is attached to the event in the of each candidaté-like event does follow the reduced chi-
event list. square distributiony?, as is shown in Fig. 3 for five days of
AURIGA data. In fact, at least at low SNR, the measugéd

VI. EXPERIMENTAL RESULTS histograms are well fitted by a chi-square distribution with

the proper number of degrees of freedom, as it is expected

detector is shown in Fig. 2 within the reduced bandwidth. since most of the events up to SKS are due to statistical
The flatness of their PSBy,(w) demonstrates the consis- fluctuations of the modeled noise. In particular, the estimated
tency of the model of Eq(6) and the good matching to the amplitudeA and the)(a are indeed independent random vari-
parameters of the noise of the detector. The number of deébles. The compliance with the chi-square distribution and
grees of freedom used to compute ﬂﬁevvas 211, 212 being the independence oA and Xg are a consequence of two

A sample of the whitened data taken with the cryogenic

102001-5
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FIG. 3. Left: plot 01‘)(‘.31 and SNR of candidate events for AURIGA with<8NR<6. Right: histograms ojzg of all these eventéwhite)
and of events whose SNR is between 3 and 3.5, 3.5 and 4, and so on up to between 5.%rand l&ighter gray to darker gray,
respectively. The continuous lines are reduced chi-square distributj@fnwith 211 degrees of freedom fitted to these histograms: the
agreement is evident and is independent from the SNR. The data are relative to 5 days of data taking and to about 24 000 events above
SNR=3.

facts: the Gaussian nature of the detector noise as a result thfese pulses are in reasonably good agreement with the ex-
the data reduction procedure described above and the conspected reduced chi-square distributiqﬁ with the proper
tency of low SNR events with the expected shape éfise  number of degrees of freedom. A slight distortion of the
mechanical excitation of the antenna. observed distribution is accounted for by the fluctuations of
In order to demonstrate that the WK filter and the chi-the estimate ofr3.
square test would correctly recognizesdike gravitational To understand the discrimination ability of the test, we
wave event, a number of software calibration signals hashow in Fig. 5 the Fourier transform for two high SNR sig-
been numerically added to the real raw data stream acquiraghls taken from the WK filtered real data, one passing the
over two days from AURIGA. These software signals weretest and the other failing it. The figure shows the remarkable
given the expected shape to which the WK filter wasdifference in spectral content of the two pulses. It also shows
matched, with SNR of 30 and 45. As Fig. 4 shows, tieof  that the shape of the pulse passing the test is in very good

counts

30 0.
SNR 40 5%.20-4

FIG. 4. Left: 3D histogram oﬁ(i vs SNR for AURIGA. Data that cluster around SNRO, SNR=45 andxgwl are due to software
calibration pulses with shape matched to the WK filter which have been added on the real data stream acquired by AURIGA during 14—-15
June 1997. Spurious signals are not visible in this range. Right: histogranisfmf the low amplitude candidate everiggay areaand for
the software calibration pulséwhite and dark gray arg¢a
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FIG. 5. Fast Fourier transform of detected candidate events 10 SNR b

pulses with SNR=18.2 and x2=1.01 (uppe) and with SNR
=23.5 andx2=6.8 (lowen at the output of the WK filter. The
superimposed continuous lines represent the expected responses 1
a mechanical-like excitation of the batupped, and a fast electro-
magnetic excitation entering the ADC input or the SQUID output
(lower), respectively. For comparison, the upper continuous line is
also shown in the lower graph as a dashed line.

10

T T T TTTIT

103

agreement with the expected one forsdike mechanical
excitation of the bar. For the pulse failing the test, the de-
tected pulse is in good agreement with the expected shap
for an idealized electromagnetic pulse exciting the SQUID
output circuit.

In Fig. 6 we show the result of the event search during the 10
normal operation of the AURIGA detector. About 2/3 of the
events with SNR-10 can be rejected because they have a
x2>1.4, a threshold which corresponds to a confidence leve
of 1.14x 10 for the 211 degrees of freedom we have here. 1
However, only a few percent of the events with SNR )
have ay2 greater than this rejection threshold of 1.4. So, 10 10
most of the events complies with the expected shape for an
impulsive mechanical excitation of the resonant bar. More- FIG. 6. Scatter plot o vs SNR(uppe) and SNR histogram of
over, only about 13% of the events with SN are ac-  events withy2< 1.4 (white areaand for all values of? (white plus
counted for by the modeled noise. We are still investigatinggray). The plots refer to 10 days of candidate events of AURIGA
on the origin of such a large excess. from 12 to 21 June 1997, corresponding to an effective observation

In order to assess the validity of the quadratic dependenciéme of 181 hours. The selected threshold of 1.4 used foxfriest
of computed)(i on SNR in Eq.(8), we excited the room corresponds to a confidence level for false dismissal of 1.17
temperature resonant-bar detector with electromagneti& 10*. The test allows to reduce only marginally the number of
pulses applied at the input of the readout amplifier. In Fig. 7candidate events with SNR5, from 1337 to 1306; however, for
we show a scatter plot of the data collected by sending SNR>10 the)(r2 test vetoes about 2/3 of the events. The dashed line
series of pulses with increasing values of SNR. The p|oin thg histogram is.the distribution predicted with a simulatgd qua-
clearly shows the quadratic dependence of the comp,\aied sistationary Ga_us&an process, whose postdetection b_andW|dths fol-
on SNR of signals to which the filter is mismatched. More-lOW. the_same time _behawor of the measured ones during the _obser-

. L vation time. It is evident that above SNFS the modeled Gaussian
over, it shows also that the standard deviation of the com- "
2. . . . . . noise only accounts for about 13% of the detected events.

putedy: is given to a first approximation by- SNR times

the standard deviation of thg? distrik_)ution with the same VII. DISCUSSION AND FUTURE APPLICATIONS

number of degrees of freedom. This result holds for SNR

high enough to make negligible the contribution of the un- The reported results clearly show that at low amplitude
certainty on SNR estimates. the observedy? statistics is in reasonably good agreement

10

counts

LR

T T T
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much higher value than the presently achiewedHz in the
detector.

Whatever the efficiency of the cleaning method described
so far in rejecting spurious events, a finite amount of them
survive as they are indistinguishable from gravitational wave
signals. As a consequence, a single detector can only give an
upper limit for the rate of GW events.

Arrays of detectors help overcome this problem. In a con-
ventional approach, one looks for coincidences among detec-
tors located far apart, that are assumed to be independent.
Since the rate of coincidences decreases as a power law with
the number of detectors in the array at the exponent, one tries
to achieve conditions where the false alarm probability,

] as evaluated from Poisson statistics, becomes negligibly
small.

The maximum likelihood—optimal filtering method,
however, leads to a somewhat different procedure: one
. makes a global fit to the data from tié detectors in the
1 10 102 array, of some model signal. The quantity to be minimized is

SNR then

102

10

x-1

10

FIG. 7. Plot of computed)\(g— 1) vs SNR for spurious electro-
magnetic impulsive events, using 136 degrees of freedom. These
events were generated in the room temperature detector by applying N oM,
a burst excitation to the input port of the readout amplifier coupled A(Aty 0, W) = E 2 E @
to the motion transducer. The excitation amplitudes are uniformly oy 210k Kik
distributed between SNRO and SNR=50. The computec}(f1 dis-
tribution follows a quadratic scale law, as in E), with A
=0.029(thick line). The gray area at low SNR stands for the low
SNR background events.

X(t,) — AsY( 6, b, W) f
F~ﬁ>

ti—te— —
C

r-n
—Asa(a,(p,\p)f(tk—to—T”, (15)

X

X“(ty)

with the expected one. At large amplitude the test appears to
be able to discriminate between pulses with the expected
signal shape and those with a different one. It is worth nowheref is the wave unit vector with anglesand ¢, ris the
ticing that for pulses failing the test, a measurement of thgosition vector of thexth detector in the array with respect
value of the parametex can be used to determine the physi- to a geocentric coordinate system agds the signal arrival
cal origin of spurious events. For instance, the type ofat the center of the Eartls“(6,¢,V) is a form factor that
spurious event of the AURIGA detector shown in thetakes into account that the response of &tk detectors to
lower part of Fig. 5 would correspond toa=~0.01; there- the sameincoming waveAf(t) depends on its orientation in
fore theselected threshold of 1.4 gf would efficiently cut ~ respect to the wave vector and on its polarization apbe#
spurious events of this type for S8R while leaving unaf- v
fected signals with proper shape to a very high confidence For each choice ofi, t, and¥, A(A,t,,n, V) reaches a
level. minimum[1] whenA is the weighted average:

It is worth mentioning however that the experimerp(él
has a probability distribution function slightly distorted in
respect to a purqf. This is well accounted for by both the

need to estimate various noise parameters from the data, a NoCAC (t Aw
; o e optlto N, ¥)
procedure that increases the spread of the distribution, and E —_—
by the data being nonstationary. The confidence level can be Agpto,P, W)= a=1 OAa (16
determined empirically by using proper calibration pul&es OpE 0T Nooq '
for the data in Fig. % at least for the higher false dismissal azl T

probability range.

The value of\ for electromagnetic pulses at the SQUID
output of the AURIGA detector is smaller by a factor 4 than
the Monte Carlo estimate~0.04 we gave in Refl4], but ~ where Ag,(t,,n, V) is the amplitude estimatebtained by
this is reasonable taking into account the different setup paising the data from the ath detector only
rameters of the detector used in the simulation. In particular One can easily calculate the result that the minimum cor-
the postfiltering bandwidth was30 Hz for the simulation, a responding chi-square value factorizes according to
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N M 2 R
& 3 AL (to,0, W)
)(Z(to, N, W) =2Apin(to,N, W 2 _2 E yzzz(ti) _%
a1 oo | S z
. Agpt(tO!ﬁ!\Ij)_Aopt(to,ﬁ, N
Z ty,N ,‘I’)‘FE 7 EZ to,n,\I’)-l-Xg(to,n,\If) (17)

OAa

whereXa is the chi-square one estimates by using the datéo-noise ratid8]. As a consequence, each detector produces
from the ath detector only and( is the chi-square of the a list of candidate events with a time of arrival only known
common weighted averagyy Of the amplitudesAg,, esti- within a fraction of a second. Coincidence analysig] is
mated by each detector. It can indeed be shown )(@as then performed with a time window of the same order.
independent of all tha:?'s. This shows that the global chi- _Vithin this somehow coarse procedure ELY) still indi-

2 . .
square test for an array of detectors can indeed be made tes thajyy can be used as a reference statistics to tests for

adding the individual chi-square valug§ for each detector the cons?stency of amg”?“de_ O_f a candi_date coinqidence
to x2 event. With 5 detectorgy is distributed chi-square with 4
ot

As with any multiple parameter non-linear fit, the Ioroce_degrees of freedom. Application of this test to data from the

dure should be repeated for dland ¥ in search for the IGEC[12] detectors is currently under study.
absolute minimum. This reintroduces a correlation among
thexa and)(g as the global minimum does not commde with

the parameter values that minimize either eaéhor Xg We wish to acknowledge the precious work of the col-
Resonant detectors presently in operafibf] are however leagues who helped us in setting up the AURIGA detector, in
oriented almost parallel. In addition, full high resolution tim- particular M. Biasotto, E. Cavallini, D. Carlesso, S. Caruso,
ing has been implemented up to now only for AURIGA. In R. Macchietto, and S. Paoli. We are also indebted for helpful
practice, due to the still comparatively low bandwidth of discussions with G. V. Pallottino and I. S. Heng. This work
these detectors, only phase-timing, i.e., timing modulo a pehas been supported in part by a grant from M.U.R.S.T.-
riod of antenna oscillation, can be done at reasonable signaGOFIN.
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