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in two-body D0 decays

D. Pripstein,a G. Gidal, P. M. Ho,b M. S. Kowitt,c and K. B. Luk
Physics Division, Lawrence Berkeley Laboratory and Department of Physics, University of California, Berkeley, California 947

L. D. Isenhower, M. E. Sadler, and R. Schnathorstd

Abilene Christian University, Abilene, Texas 79699

L. M. Ledermane and M. H. Schubf

University of Chicago, Chicago, Illinois 60637

C. N. Brown, W. E. Cooper, K. N. Gounder,g and C. S. Mishra
Fermi National Accelerator Laboratory, Batavia, Illinois 60510

T. A. Carey, D. M. Jansen,h R. G. Jeppesen,i J. S. Kapustinsky, D. W. Lane,j M. J. Leitch, J. W. Lillberg, P. L. McGaughey
J. M. Moss, and J. C. Peng

Los Alamos National Laboratory, Los Alamos, New Mexico 87545

D. M. Kaplan,e W. R. Luebke,e R. S. Preston, J. Sa, and V. Tanikella
Northern Illinois University, DeKalb, Illinois 60115

R. L. Childers, C. W. Darden, and J. R. Wilson
University of South Carolina, Columbia, South Carolina 29208

G. C. Kiang and P. K. Teng
Institute of Physics, Academia Sinica, Taipei, Taiwan

Y. C. Chenk

National Cheng Kung University, Tainan, Taiwan
~Received 8 June 1999; published 11 January 2000!

We present the results of a search for the three neutral charm decaysD0→m6e7, D0→m1m2, andD0

→e1e2. This study was based on data collected in Experiment 789 at the Fermi National Accelerator Labo-
ratory using 800 GeV/c proton-Au and proton-Be interactions. No evidence is found for any of the decays.
Upper limits on the branching ratios, at the 90% confidence level, of 1.5631025 for D0→m1m2, 8.19
31026 for D0→e1e2 and 1.7231025 for D0→m6e7 are obtained.

PACS number~s!: 13.20.Fc, 13.25.Ft, 13.85.2t, 14.40.Lb
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I. INTRODUCTION

In the standard model, the flavor-changing neutral-curr
decaysD0→e1e2 andD0→m1m2 are forbidden at the tree
level.1 At the one-loop level, the decays are Glasho
0556-2821/2000/61~3!/032005~17!/$15.00 61 0320
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Iliopoulos-Maiani ~GIM! and helicity suppressed. Thus th
branching ratios are expected to be very small. Lept
family-number violating decays such asD0→m6e7 are
strictly forbidden. However, extensions of the standa
model allow for both flavor-changing neutral currents a
aPresent address: Kellogg Laboratory, California Institute of Technology, Pasadena, CA 91125.
bPresent address: Visa International, 3055 Clearview Way, MS 3A, San Mateo, CA 94402.
cPresent address: Stanford Research Systems, 1290 D Reamwood Avenue, Sunnyvale, CA 94089.
dPresent address: Department of Physics, Purdue University, Lafayette, IN 47907.
ePresent address: Department of Physics, Illinois Institute of Technology, Chicago, IL 60616.
f Present address: Cypress Semiconductor, Minneapolis, MN 55455.
gPresent address: Department of Physics, University of California, Riverside, CA 92521.
hPresent address: Max-Planck-Institut fur Kernphysik, Heidelberg, Germany.
i Present address: Science Applications International Corp., 2950 Patrick Henry Dr., Santa Clara, CA 95054.
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1In this paper, the symbolD0 denotes bothD0 andD̄0 mesons.
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lepton-family-number violation, so detection of such dile
ton decays could be taken as evidence for new physics@1–3#.
Previous experiments@4–6# have quoted limits of order 1024

to 1026 for several such decays. In this paper we describe
experiment that places limits between a few times 1025 and
1026 on the branching ratios for the decaysD0→m1m2,
D0→e1e2, andD0→m6e7.

II. THE E789 SPECTROMETER

Experiment 789 was carried out in the Meson East be
line at Fermilab, where a beam of 800 GeV/c protons was
delivered to a fixed target of either gold or beryllium.

The spectrometer, shown in Fig. 1, was optimized
two-body final states with pair rapidity near zero in t
center-of-mass system. Its main components were a silic
strip vertex detector~SSD! just after the target, a coppe
beam dump, two dipole bending magnets~SM12 and SM3!,
three stations of drift chambers and hodoscopes, a samp
calorimeter, and a muon-identification station located at
end of the spectrometer. The ring-imaging Cherenkov de
tor was not used in this analysis.

A. Target

The target apparatus was installed in the beam vacu
Table I gives the dimensions of the targets used for
analysis. The targets were much wider than the beam in tx
~horizontal! dimension but were narrow in they ~vertical!
dimension. The target centers were located atz5
2331.85 cm. Here, thez axis is the direction of the inciden
proton beam, and the origin of the right-handed coordin
system is centered at the upstream end of the SM12 yok

B. Beam monitors

Beam intensity was measured using both an ion cham
and a secondary-emission monitor, SEM, located upstr
of the target. The fraction of beam striking the target w
determined using an interaction monitor, AMON, which w
a scintillation-counter telescope perpendicular to the be
and viewed the target through a hole in the shielding ca
The targeting fraction varied from 30% to 40% depending
the running conditions~see@7# for details!.

C. Silicon vertex detector

The SSD was located just downstream of the target
consisted of two arms, each containing eight planes of de
tors ~see Fig. 2!. Each 5-cm by 5-cm plane was a 30
mm-thick silicon-strip detector with 50-mm strip pitch. The
planes were arranged in two arms to cover vertical ang
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from 20 to 60 mr above and below the beam. Each plane
one of three orientations, Y, U, or V, with rotations about t
z axis of 0°, 15°, or 25°, respectively. The sequence
orientations in each arm was Y U Y V Y U Y V, proceeding
downstream.

A total of 8544 strips were instrumented with amplifie
@8#, discriminators@9#, and latches@10# having '30-ns ef-
fective time resolution. To minimize secondary interactio
thermal fluctuations, and radiation-induced detector degra
tion, the SSD containment volume was temperatu
controlled with a 10°C helium fill. Table II gives the con
figuration of the SSD planes. One 1-mm-thick scintillator,
dimensions 5 cm35 cm, was placed at the downstream e
of each arm and was used for triggering.

D. Beam dump

A water-cooled copper beam dump was located inside
SM12 magnet~see Fig. 3!. It prevented noninteracting pri
mary protons and secondary particles of low transverse
mentum from entering the downstream spectrometer. The
pered dump and the baffles on the inside walls of SM
defined the spectrometer aperture.

E. Spectrometer magnets

The two dipole magnets, SM12 and SM3, served to fo
charged particles of momenta within a desired range onto
downstream detectors. The magnetic fields of both mag
were carefully mapped with the Fermilab Ziptrack@11#, and
the resulting profiles of the field were used in the data ana
sis.

SM12 was a 1200-ton, 14.5-m-long, open-aperture dip
magnet. The horizontal aperture was tapered to provid
gradually decreasing magnetic field. At an operating curr
of 900A, SM12 provided a vertical transverse impulse (kt)
of 1.6 GeV/c, optimal for studying aD0 decaying into two
charged particles.

The second bending magnet, SM3, was located betw
tracking stations 1 and 2. It was a 3.4-m-long, open-aper
magnet and provided a 0.91 GeV/c vertical kt impulse. It
deflected charged particles in the opposite direction
SM12, focusing them onto the subsequent detectors. In c

TABLE I. Dimensions of targets.

900 A 1000 A

Length alongz ~mm! 1.8 0.8
Height alongy (mm! 160 110
FIG. 1. Plan view of E789 spectrometer.
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SEARCH FOR FLAVOR-CHANGING NEUTRAL CURRENTS . . . PHYSICAL REVIEW D 61 032005
bination with the drift chambers SM3 provided momentu
analysis for charged particles.

F. Tracking stations

Three drift-chamber tracking stations were used to de
mine charged-particle trajectories through the spectrome
Each station consisted of three pairs of chambers, with
chambers in each pair offset by half a drift cell to resolve
‘‘left-right’’ tracking ambiguity. Each pair was oriented in
one of three views, Y, U, and V, at 0°,114°, and214°
with respect to they axis. The drift gas was a 50/50 mixtur
of argon and ethane, with a 0.7% admixture of ethyl alcoh
Each sense wire was connected to its own time-to-dig
converter to measure the drift time of the ionization ele
trons. At operating voltages around 2000 V, the drift velo
ties averaged about 50mm/ns. Hodoscope planes at ea
tracking station provided fast coarse tracking informat
used in the trigger. Stations 1 and 3 had both X and Y
doscope planes~designated HY1, HX1, HY3, HX3!, while
station 2 had only a Y plane~HY2!. Each hodoscope plan
consisted of two half-planes of scintillation counters, who
light was collected using lucite light guides glued
Hamamatsu R329 photomultiplier tubes.

FIG. 2. Elevation view of E789 target region.

TABLE II. Configuration of silicon vertex detector.

Plane z position y position Number
No. Name ~cm! ~cm! View Arm of strips

1 Y1B 2294.54 22.125 Y Lower 316
2 Y1T 2291.36 0.949 Y Upper 316
3 U2B 2286.92 22.300 U Lower 372
4 U2T 2283.74 1.066 U Upper 372
5 Y3B 2279.30 22.758 Y Lower 436
6 Y3T 2276.12 1.548 Y Upper 436
7 V4B 2271.68 22.865 V Lower 500
8 V4T 2268.50 1.721 V Upper 500
9 Y5B 2264.07 23.364 Y Lower 572
10 Y5T 2260.88 2.217 Y Upper 572
11 U6B 2256.44 23.566 U Lower 628
12 U6T 2253.26 2.289 U Upper 628
13 Y7B 2248.82 24.018 Y Lower 692
14 Y7T 2245.64 2.805 Y Upper 692
15 V8B 2241.20 24.154 V Lower 756
16 V8T 2238.02 2.925 V Upper 756
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G. Calorimeter

Sampling calorimeters were used to identify electrons a
hadrons~see Fig. 4!. The electromagnetic section consist
of four lead-scintillator layers, E1, E2, E3, and E4, wi
thickness of 2, 5, 5, and 6 radiation lengths, respectively. T
total thickness of the electromagnetic section was 0.81 in
action length. Each layer had separate left (x.0) and right
(x,0) sections which were divided into twelve modules
y. Each of the resulting 96 modules was read out individ
ally, with the analog signal from the scintillator converted
a digital signal using an 8-bit quadratic analogue to dig
converter~ADC! @12#.

The hadronic section consisted of two iron-scintillat
layers, H1 and H2, of 2.14 and 5.84 interaction lengths
spectively. The left and right segments of each were divid
into thirteen modules iny, giving a total of 52 modules. Fo
details regarding the calibration of the calorimeters see@13#.

H. Muon station

The muon station, located at the downstream end of
spectrometer, contained three planes of proportional-tube

FIG. 3. Schematic diagram of E789 layout from target to be
dump ~not to scale!.

FIG. 4. Isometric view of E789 electromagnetic and hadro
calorimeters.
5-3
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FIG. 5. Conceptual sketch o
hodoscope trigger matrix.
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rays and two planes of hodoscopes, interspersed with sh
ing. The proportional tubes, used in the trigger processor
for off-line muon identification, consisted of two planes
horizontal cells, PTY1 and PTY2, fory determination and
one of vertical cells, PTX, measuring thex coordinate. Each
plane was made of a series of two-layer aluminum ex
sions, each containing fifteen 2.54 cm32.54 cm cells. The
layers were offset by half a cell width from each other. T
cells were read out with latches, so no timing informati
was recorded. The gas mixture used was the same as i
drift chambers.

The muon hodoscopes were used both for triggering
for particle identification. There were two planes, HY4 a
HX4, providing y andx information respectively. The calo
rimeter and additional zinc, lead, and concrete shield
comprised 16 interaction lengths of material between sta
3 and the muon station. In addition, concrete absorbers in
spersed among the muon detectors added approximate
more interaction lengths of shielding.

III. DATA ACQUISITION

The data-acquisition system@14# was based on the Nevi
Laboratories Data Transport System@15#. Event information
from the front-end crates was buffered into multipo
memory modules and supplied to the trigger processor@16#
~described in Sec. IV C! before readout to the VME-base
archiving system, which recorded data on four Exabyte 8
tape drives. The system was capable of streaming appr
mately 1 MB/s to tape. Once per spill, scalers were read
to record trigger rates and beam-intensity information w
and without system deadtime.

IV. TRIGGER

E789 utilized a three-level trigger system. Level-1 tri
gers based on hodoscope information were OR’ed toge
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to form the trigger fan in~TFI! signal. Events satisfying TF
were latched and fed to the ‘‘DC logic’’ system, in whic
further logical requirements were imposed. In the DC log
information from slower spectrometer components, such
the calorimeter, could be included. Events satisfying the
logic requirements produced the trigger generator out
~TGO! signal, which vetoed the fast latch reset, preserv
hit information for readout to the trigger processor. Final
the trigger processor examined hit patterns in the wire ch
bers, hodoscopes, calorimeter, muon detectors, and sil
detectors to enhance the fraction of events in the des
decay channels that contained decay vertices downstrea
the target. Events satisfying all three levels of trigger we
written to tape. In addition, at each trigger level, some eve
were prescaled and forced through to the next level.

A. TFI

The TFI had three main components, designed to trig
on pairs of charged particles from the target. The main p
trigger, 2

4 M , required at least two triple hodoscope coinc
dences in HY1, HY2, and HY3, each corresponding to
different charged-particle trajectory from the target. A
shown in Fig. 5, these ‘‘trigger matrix’’ coincidences we
implemented as a look-up table, using fast ECL RAM, th
provided four independent output signals corresponding
hodoscope roads to the left or right of thez axis and passing
above or below the beam dump. At least two of these f
outputs needed to fire to satisfy2

4 M .
To allow sufficient redundancy for hodoscope and trigg

efficiencies to be determined off-line, additional trigge
were implemented using majority logic on combinations
the six hodoscope planes HX1, HY2, HY3, HX3, HY4, an
HX4. These were designated (n/4)mLR and (n/4)LR. The
notation (n/4)mLR represents a logical AND of (n/4)mL
with (n/4)mR. The component (n/4)mL required that at
5-4
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SEARCH FOR FLAVOR-CHANGING NEUTRAL CURRENTS . . . PHYSICAL REVIEW D 61 032005
leastn of HX1, HY2, HX4 and HY4 had hits to the left o
the z axis. Likewise (n/4)mR required at leastn from the
same group to have hits on the right side. The trig
(n/4)LR imposed a similar requirement except that plan
HX1, HY2, HX3, and HY3 were used. In the run with SM1
current set to 1000 A,n was set to 3. It was changed to 4
the 900 A run.

B. DC logic

The DC logic, the second-level trigger, incorporated
formation from slower detectors whose use at the TFI st
would have imposed excessive deadtime. To reject tra
missing the SSD planes, signals from the scintillators beh
the SSD arms,SU andSD, were required at this stage. Ve
signals (NX1 andNX3), formed by counting the number o
hit counters in the hodoscopes HX1 and HX3, were used
veto high-multiplicity events. The DC logic also include
particle-identification components based on the calorim
and the muon station. The various logic combinations w
OR’ed together to form the TGO signal.

The DC logic event-identification requirements caus
differences in acceptance for various types of events.
dimuon TGO component (m1m2) required that 2HX4 and
2HY4 be satisfied, that is, that two counters in each of

TABLE III. Components of TGO trigger.

Trigger name Description

h1h2 MU•MD•SU•SD•NX1•NX3•H

m1m2 MU•MD•SU•SD•NX1•NX3•2HX4•2HY4

e1e2 MU•MD•SU•SD•NX1•NX3•E

e7m6 MU•MD•SU•SD•NX1•NX3•e•HX4•HY4

h7e6 MU•MD•SU•SD•NX1•NX3•h•e

h7m6 MU•MD•SU•SD•NX1•NX3•h•HX4•HY4

h6h6 MLIKE•(SU1SD)•NX1•NX3•H

m6m6 MLIKE•(SU1SD)•NX1•NX3•2HX4•2HY4

e6e6 MLIKE•(SU1SD)•NX1•NX3•E

e6m6 MLIKE•(SU1SD)•NX1•NX3•e•HX4•HY4

h6e6 MLIKE•(SU1SD)•NX1•NX3•h•e

h6m6 MLIKE•(SU1SD)•NX1•NX3•h•HX4•HY4
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muon hodoscopes HX4 and HY4 register a hit. The calor
eter provided a sum of analog signals from the dynodes
the E2 and E3 photomultiplier tubes which was sensitive
electrons, and another sum based on signals from H1, H2
and E4 for hadrons. Each sum was discriminated with a
and a high threshold separately. The low threshold was
for detecting single particles and the high threshold for tw
particle events. The discriminated signalse, E, h, andH rep-
resented the low and the high thresholds for the electrom
netic and hadronic energy sums respectively. Table III li
the various logical combinations that together formed TG
As shown in Table IV, the DC logic requirements reduc
the trigger rate significantly relative to TFI.

C. Trigger processor

If an event satisfied one of the DC logic triggers, t
trigger processor then searched for tracks from the ta
using the drift-chamber information. Only wire position
were used at this stage. Track hypotheses were formed f
hits in the Y drift chambers in stations 1, 2, and 3, masked
hodoscope and calorimeter or proportional-tube hits. Th
potential target tracks were then projected to the SSD,
used to identify SSD hits in they-z view for SSD trackfind-
ing. SSD tracks formed from the masked hits were subjec
to the requirement that the impact-parameter be more t
51 mm from the center of the target, designed for findi
tracks coming fromD0 decays occurring downstream of th
target. The chosen tracks were then combined in up-do
pairs to form vertices. A cut of 0.10 cm was made on t
location of the vertex inz to further increase the likelihood
that the event contained a downstream decay.

The trigger processor reduced the trigger rate by abou
order of magnitude below the TGO rate. The triggers af
processor~TAP! was dominated by the dihadron trigge
During the ‘‘dedicated dilepton’’ running period, the dihad
ron trigger was prescaled by a factor of 32 and the pro
intensity was increased to enhance the dilepton sensitiv
Table IV gives the average rates per spill for protons
target, TFI, TGO, and TAP.

TABLE IV. Average number of protons on target and trigge
per 23-sec spill.

Run Protons on target TFI TGO TAP

900 A-Be 3.631010 2.83106 1.73105 8.73103

900 A-Au 3.331010 8.33106 1.03105 2.23104

1000 A-Au 2.631010 1.73106 1.03105 2.63104
TABLE V. Summary of data sets.

Data set Protons on target AMON•SB TAPS

1000 A-Au 7.231013 3.93106 3.83108

900 A-Au 1.231013 8.43105 8.73107

900 A-Au-Dedicated-Dilepton 6.631013 3.43106 7.03107

900 A-Be 2.231014 9.83105 7.33107
5-5
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FIG. 6. Distance between th
downstream track and the assoc
ated SSD hit for the Y planes in
the lower SSD arm for events with
only one SSD track in either arm
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V. DATA SETS

Data was taken initially with SM12 set at 1000 A and tw
different target materials for studying the nuclear dep
dence of proton-induced charm production@17#. Subse-
quently data was collected at 900 A because of impro
acceptance for detecting charm decay at this setting. T
data sets are included in this analysis: 1000 A-Au, 9
A-Au, and 900 A-Be. Each set was processed separately
each yielded an independent normalization signal in theD0

→Kp mode.~The latter part of the 900 A-Au sample, fo
which the dihadron trigger was prescaled as just describe
referred to as the dedicated-dilepton run, but it shared a c
mon normalization signal with the rest of the 900 A-A
sample.! Table V gives the total number of protons on targ
for each sample, the number ofAMON•SBcounts2 ~number
of live-time-corrected counts in the targeting monitor!, and
the number of triggers recorded on tape.

VI. NORMALIZATION APPROACH

To determine the branching ratios forD0→e1e2, D0

→m6e7, andD0→m1m2, we need the total number ofD0s
produced, as measured by the decay modeD0→Kp, as well
as the detection efficiency for each decay mode:

2AMON is proportional to the number of interactions in the targ
and is described in Sec. II B.SB is true when the system is able t
accept data.AMON•SB/AMON is thus a measure of thelive time
of the data acquisition and was typically about 50%.
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B~D0→ l 1l 2!5
Nl 1 l 2

e l 1 l 2

3
eKp

NKp
B~D0→Kp! ~1!

[e3
Nl 1 l 2

NKp
3B~D0→Kp!. ~2!

HereNl 1 l 2 is the number ofD0→ l 1l 2 events seen,NKp is
the number ofD0→Kp events,e l 1 l 2 is the efficiency for
observing aD0→ l 1l 2 event,eKp is the efficiency for ob-
serving aD0→Kp event,B(D0→Kp)5(3.8560.09)% is
the branching ratio forD0→Kp decay @18#, and e
[eKp /e l 1 l 2 is the relative efficiency. UsingD0→Kp as a
normalization mode allowed partial cancellation of ma
common correction factors in the efficiency ratio.

VII. EVENT RECONSTRUCTION

With a total nuclear inelastic cross section per nucleon
17 mb for beryllium and an inclusiveD0 production cross
section of'40 mb at As539 GeV @19#, a branching ratio
B(D0→Kp) of '4% implies a search for one normaliza
tion event per ten thousand interactions. In this experim
with an averageD0 decay distance of'3.4 mm ~corre-
sponding to an averageD0 momentum of 56 GeV/c), pre-
cise reconstruction of the decay vertex in the SSD is a p
erful tool to separateD0 decays from background process
that occur in the target. The SSD allowed precise reconst

t

5-6



D
er

SEARCH FOR FLAVOR-CHANGING NEUTRAL CURRENTS . . . PHYSICAL REVIEW D 61 032005
FIG. 7. y- and x-angle matching between
downstream track and SSD track for both SS
arms for events with only one SSD track in eith
arm.
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tion of the decay distance and the impact parameter for e
track. The impact parameter could be used to elimin
tracks from the target and thus reduce the background
nificantly.

A. Pass one

In the first pass of data processing particle trajectorie
both the downstream spectrometer and the SSD were re
structed from the raw data.

Downstream track reconstruction began by finding
clusters in the drift chambers. Track segments formed in
tions 2 and 3 were projected to station 1 for confirmation t
the track came from the target and not the beam dump.
18-plane~3 stations with 6 chambers each! least-squares fi
was performed.

The track momentum was determined from the be
angle through SM3. The momentum resolution of the sp
trometer was found to bes/p51.5831024p, wherep is the
momentum of a track ands is the statistical uncertainty. Th
track was then traced back iteratively through SM12, throu
the SSD, to the target. On the first iteration the track w
traced from SM3 to thez location of the target center. Can
didate tracks falling within an aperture of612.7 cm from
the target center inx and y were kept. In subsequent itera
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tions, the track parameters were adjusted so that the t
traced back to the target center.

After downstream tracking, all track segments in the S
were reconstructed. In each of the SSD arms, the fou
planes were used first. The preliminaryy-z tracks were then
employed to define windows in the U and V planes for s
lecting hits that were used to form SSD tracks in thex-z
view. Those SSD tracks with enough hits in the Y, U and
views were fit to straight lines in three dimensions. The re
lution of the impact parameter iny was determined to be
34 mm.

For each event, each opposite-sign pair of downstre
tracks was reconstructed as though they decayed fro
single parent through each of the decay modesD0→Kp,
D0→m1m2, D0→m6e7, andD0→e1e2. For at least one
of these modes, the resulting invariant mass was require
fall within a 500 MeV/c2 window extending from
1.65 GeV/c2 to 2.15 GeV/c2. In addition, events were re
quired to have at least one opposite-sign pair of SSD tra
that formed a vertex withz location outside a62.55 mm
window centered at the target. Since the resolution of
vertex in z was about 0.7 mm, this requirement rejected
significant fraction of the dihadron events originated fro
the target but still retained about 50% of theD0 decays. This
pass provided a four-to-one data reduction from the raw d
u

TABLE VI. Lifetime significance and impact parameter cuts forD0→m1m2.

900 A-Au 900 A-Au-dedicated-dilepton 900 A-Be 1000 A-A

Lifetime significance 1.0 0.60 0.90 1.4
Impact parameter (mm) 25.4 109 78.7 95.3
5-7
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TABLE VII. Lifetime significance and impact parameter cuts forD0→e1e2.

900 A-Au 900 A-Au-dedicated-dilepton 900 A-Be 1000 A-A

Lifetime significance 0.80 0.90 0.60 0.80
Impact parameter (mm) 48.3 82.6 29.2 55.9
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B. Pass two

In this pass, to further reduce the number of unwan
SSD tracks, they hits, y-z andx-z angles of the SSD track
were required to be within60.2 cm, 61.5 mr and
62.85 mr respectively from the projections of the dow
stream tracks at the SSD. Figures 6 and 7 show the matc
in y and in track angles respectively, before the cuts,
events with only one SSD track in either arm.

The matched SSD tracks, one from each arm, were c
bined to form pairs. Thex2/degree of freedom was mini
mized for each pair by adjusting the vertex location and
track orientation. The downstream tracks were then ite
tively traced back to the decay vertex as determined by
SSDs to improve the resolution of the track angles. The
quirement on the invariant mass of the event was tighte
to a 200 MeV/c2 window about theD0 mass (1.864 GeV/c2

@18#! for at least one of the modes. This second pass p
vided another factor of five reduction of the data set.

C. Pass three

The alignment of the SSD was refined in this pass. T
change in the alignment constants was insignificant. At
point, some of the events still contained multiple vertic
that resulted either from multiple pairs of downstream tra
or from multiple SSD tracks matching a single downstre
track. Events were then excluded if more than four S
tracks matched either downstream track or more than
vertices were reconstructed. To select the proper verte
the surviving events, the quality of each vertex was eva
ated using nine parameters. The value of each paramete
converted to a probability, with the overall probability take
as the product of the nine probabilities. The nine parame
were:

x2/degree of freedom for reconstructing each SSD tr
~2 parameters!,

x2/degree of freedom for the SSD vertex-constrained
~1 parameter!,

y-angle match between each downstream track and
SSD track~2 parameters!,

x-angle match between each downstream track and
SSD track~2 parameters!,

x2/degree of freedom for the position difference betwe
the projection of each downstream track and the SSD h
each SSD plane~2 parameters!.
03200
d

-
ng
r

-

e
-
e
-
d

o-

e
is
s
s

n
in
-
as

rs

k

t

its

its

n
at

Events with only one SSD track in an arm were used
obtain the standard deviations of the distributions for thx
andy angle matching, as 0.95 mr and 0.25 mr respective
Only the vertex with the highest overall probability, alon
with the associated SSD tracks and downstream tracks,
employed in the subsequent analysis.

In the final stage of event selection, a fully reconstruc
event consisted of one opposite-sign pair of SSD tracks
matched one pair of downstream tracks. The most effec
variable to optimize theD0→Kp signal was the impact pa
rameter of each SSD track with respect to the target cente
y before the vertex-constrained fit. Incorrectly reconstruc
events often contained at least one track originating in
target that was thus reconstructed with small impact par
eter. In addition, a cut was made on the lifetime significan
defined as the ratio of thez location of the vertex to the
average decay distance of theD0 in the laboratory frame,
gbct. Tables VI, VII and VIII summarize the requiremen
on the impact parameter and lifetime significance for all d
sets.

VIII. PARTICLE IDENTIFICATION

A. Electron and hadron identification

Electrons and hadrons were identified using the calor
eter. The identification procedure included two requiremen
first, that energy deposited in the calorimeter match a tra
and second, that the profile of the energy deposition in
calorimeter be consistent with either a hadron or an elect

For each event, the ADC counts of all calorimeter mo
ules were converted to energy. The reconstructed par
trajectory was then projected through each layer of the c
rimeter. At each layer, the energies deposited in the mod
on the trajectory and in its nearest neighbors were summ
A correction was applied for attenuation of scintillation lig
in the x ~readout! direction. If the track had no other trac
within two modules at each longitudinal layer, it was cons
ered isolated and its total energy as well as the ‘‘EM fra
tion’’ was recorded. The EM fraction is the amount of e
ergy deposited in the electromagnetic portion of t
calorimeter divided by the total deposited energy.

The energy resolution of the calorimeter was derived fr
the ratio of the deposited energy in the calorimeter to
u

TABLE VIII. Lifetime significance and impact parameter cuts forD0→m6e7.

900 A-Au 900 A-Au-dedicated-dilepton 900 A-Be 1000 A-A

Lifetime significance 1.5 1.3 1.0 1.4
Impact parameter (mm! 190. 97.8 90.2 55.9
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FIG. 8. Monte Carlo generated~left! and ac-
cepted~right! distributions ofpt , xF and z com-
ponent of momentum in the laboratory frame f
D0 with SM12 set at 900A.
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magnetically-measured momentum of isolated tra
(E/p).3 For the hadronic part of the calorimeter, the reso
tion wass/E520.01810.91/AE. The energy resolution o
the electromagnetic calorimeter was measured to bes/E
520.0410.79/AE.

For an isolated track, the particle associated with the tr
was labeled as an electron if the EM fraction was>0.95 and
the E/p of the track was within 2.58s from the mean of the
E/p distribution for that energy bin. A separate study, us
J/c→e1e2 decays from data collected in an adjacent ru
ning period, found this cut to be>96% efficient @7#. For
hadrons, the EM fraction was required to be less than 0.7
the 2.58s E/p cut was used.

If two non-muon tracks shared at least one module~which
happened quite rarely!, they could often be identified usin
the energy deposition in each section~EM and hadronic! of
the calorimeter separately. The procedure for identifying
overlapping tracks is described in@13#.

B. Muon identification

Muon identification depended primarily on the muon s
tion. A track was projected to the muon station and ea
detector plane was checked to see if there were hits
momentum-dependent hit windows. The windows, 3s wide,
were determined from fits to residual distributions with r

3TheE/p distributions were energy-dependent with various me
ands. These differences were taken into account in the analysi
described in@13#.
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spect to the projected track. For a track to be categorize
a muon candidate, hits matching the projected track w
required in both muon hodoscope planes and in at least
proportional-tube planes. The hodoscopes had a time res
tion better than one 19-ns accelerator-RF bucket. Requi
them to have hits dramatically reduced the number of out
time tracks.

n
as

FIG. 9. Trigger efficiency for dihadron events as a function
pair momentum. The solid curve is the parametrization used in
Monte Carlo program.
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D. PRIPSTEINet al. PHYSICAL REVIEW D 61 032005
In addition to the muon station, the calorimeter was a
employed for muon identification. 99.99% of muons und
100 GeV/c left less than 35% of their energy in the calorim
eter. If a track passed the muon hit criteria and hadE/p
greater than 35%, it was tagged as ambiguous but
counted as a potential muon. The most likely mechanism
muons to have highE/p was for them to overlap with a
non-muon track in the calorimeter. To remove fake dimu
events due to a non-muon overlapping with a muon, an
lation requirement was applied. In this case, each track in
reconstructed dimuon was required to have unique mu
hodoscope hits and no more than one proportional-tube p
could contribute a shared hit.

IX. ACCEPTANCE AND EFFICIENCY

It is necessary to calculate the ratio of~acceptance
3efficiency! for each dilepton decay to that for the norma
ization decay. This relative acceptance depends on both
kinematics and particle types in each decay mode. W
track-reconstruction efficiencies cancel in the ratio, trigg
and particle-identification efficiencies do not and are de
mined as described below.

A. Monte Carlo simulation

The Monte Carlo~MC! program, incorporating trigge
and particle-ID information, was used to generate event
each dilepton mode as well as the normalization mode.
MC used the same alignment constants and magnetic
maps as the data analysis. Multiple scattering including n
Gaussian tails was also included in the simulation. Dete
efficiencies were included, and noise hits in the silicon
tectors~extracted from data! were added to each generat
event.

FIG. 10. Efficiency of dielectron trigger as a function of Mon
Carlo generatedD0 momentum. This efficiency was used for bo
900 A and 1000 A runs.
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The production ofD0 by an 800-GeV proton beam wa
simulated with a longitudinal fractional-momentum (xF) dis-
tribution of the form (12uxFu)6.9 @19#. The transverse-

momentum (pt) distribution was characterized ase2bpt
2

with
b50.84 (GeV/c)22 @19#. Each two-bodyD0 decay was gen-
erated with a uniform angular distribution in the rest fram
of the D0. After boosting to the laboratory frame, the dec
products (Kp, mm, me, or ee) were traced through the
simulated geometry of the spectrometer. Kaon decay

FIG. 11. Efficiency of single-electron trigger as a function
Monte Carlo generatedD0 momentum. This efficiency was used fo
analyzing the 900 A and 1000 A data.

FIG. 12. ReconstructedKp invariant-mass distribution of
Monte CarloD0→Kp events at 900A, with entries both for corre
and for incorrect particle assignments.
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TABLE IX. Parameters ofD0→Kp normalization forD0→m1m2 search.

Data set 900 A-Au 900 A-Be 1000 A-Au Dilepton

Mean mass (GeV/c2) 1.865 1.863 1.867 1.866
Mass resolution,s (MeV/c2) 7.0 5.6 7.3 7.9
Total no. ofD0→Kp decays 606656 11616110 971657 27946396
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also included in the Monte Carlo simulation. Each event t
passed the geometric restrictions was required to satisfy
trigger as modeled for the decay of interest. Figure 8 sho
the generated and accepted distributions inpt , xF , and mo-
mentum of theD0 in the laboratory frame at 900 A. With th
kinematics of each decay properly modeled, the accepta
were calculated using 40 000 Monte Carlo events that pa
the geometric cuts for each mode.

B. Dimuon efficiency

Muons were identified primarily using the muon hod
scopes and proportional tubes. The efficiency of e
proportional-tube plane was determined separately from
and then included in the Monte Carlo simulation. Each mu
selected for the efficiency study satisfied the muon iden
cation requirements as described in Sec. VIII B. This stu
determined the average efficiencies of the proportional-t
planes to be 95%, 98%, and 95% for Y1, X, and Y2 resp
tively.

The only component of the dimuon trigger that was n
included in the dihadron trigger4 was the requirement of hit
in at least two of the four quadrants~upper-left, upper-right,
lower-left, and lower-right! in both HX4 and HY4. Deter-
mining the dimuon efficiency thus required an unbias
study of the muon-hodoscope efficiencies. A muon sam
was chosen by selecting events that satisfied the calorim
trigger and included at least one reconstructed muon,
lected by requiring hits in at least two of the thre
proportional-tube planes and at least one muon hodosc
plane. The window for finding the hodoscope hit was ide
tical to the momentum-dependent window of the near
proportional-tube plane. The requirement of a muon ho
scope plane, whose timing had single-bucket resolution,
sured that the muon was indeed associated with the trigg
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event. The efficiency of each hodoscope plane was then
termined by recording the fraction of events for which t
hodoscope that was not used in the muon-selection pro
fired. The efficiencies of HX4 and HY4 were determined
be 95% and 92% respectively, independent of muon mom
tum. These efficiencies were then included in the MC sim
lation.

To avoid misidentification from overlapping tracks, a
isolation criterion using the proportional tubes was appli
The trigger requirement already isolated the tracks such
the additional proportional-tube isolation criterion reduc
the efficiency by only 7% while reducing the backgrou
significantly. The overall dimuon efficiency was 36% at 9
A and 50% at 1000 A.

C. Dihadron efficiency

The efficiency of detecting theD0→Kp decay relative to
that for the dilepton modes is dominated by the efficiency
the H trigger component, which required a significa
amount of energy deposited in the calorimeter.

An unbiased sample of events passing the TFI trigger w
employed for studying theH efficiency. Each event in this
‘‘prescaled-TFI’’ sample had two hadron tracks with a r
constructedKp invariant mass in a 500-MeV/c2 window
about theD0 mass. The momentum range of the selec
events was similar to that of the acceptedD0→Kp events.
The fraction of the prescaled-TFI events that fired the dih
ron trigger was then plotted as a function of the total m
mentum in 2 GeV/c bins. Figure 9 shows the efficiency o
the dihadron trigger as a function of momentum and the
thereto by a third-order polynomial. This efficiency curv
was then input to the Monte Carlo calculation. The avera
dihadron trigger efficiency forD0→Kp events that passe
the geometric acceptance of the MC calculation was 55%
900 A and 58% at 1000 A.
TABLE X. Parameters ofD0→Kp normalization forD0→e1e2 search.

Data set 900 A-Au 900 A-Be 1000 A-Au Dilepton

Mean mass (GeV/c2) 1.865 1.863 1.866 1.865
Mass resolution,s (MeV/c2) 6.1 5.9 6.5 6.2
Total no. ofD0→Kp decays 707691 15636154 17496129 28676466

4The dihadron-trigger efficiency was used in the calculation of the relative trigger efficiency between theD0→m1m2 decay and theD0

→Kp decay.
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TABLE XI. Parameters ofD0→Kp normalization forD0→m6e7 search.

Data set 900 A-Au 900 A-Be 1000 A-Au Dilepton

Mean mass (GeV/c2) 1.865 1.864 1.867 1.865
Mass resolution,s ~MeV/c2) 6.0 6.5 7.1 6.3
Total no. ofD0→Kp decays 255621 967662 1429684 24006337
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The energy deposition of hadrons in each section of
calorimeter was also included in the MC simulation. To e
hance the certainty of hadron identification, the EM fracti
of the MC events was required to be less than 70%. This
accepted over 92% of hadrons. Furthermore, theE/p of the
particle was required to fall within62.58s of the mean.

Kaon decay before Station 4 could cause the event to
misidentified or could cause the reconstructed invariant m
to drop out of theD0 mass window. About 20% ofD0

→Kp events were lost due to kaon decay.

D. Dielectron efficiency

The trigger efficiency for the decayD0→e1e2 relative to
D0→Kp was dominated by theE trigger component. As
discussed in Sec. IV B,E was used for finding dielectron
events whilee was used for single-electron events. The sa
prescaled-TFI sample used for the dihadron-trigg
efficiency study was used to determine the efficiency of
E trigger. The energy-sum signal of layers E2 and E3, Esum,
was digitized by an ADC for off-line study. An efficienc
curve as a function of the Esum-ADC count was determined
and then included in the Monte Carlo calculations.

Data events with an EM fraction greater than 0.95 a
with tracks isolated in the calorimeter were used to de
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mine the energy deposited in E2 and E3 as a function
momentum. When an electron was generated from theD0

→e1e2 decay, the energy that the electron deposited in
E2 and E3 calorimeter layers was generated based on
momentum-dependent (E21E3)/p distribution. Once the
E21E3 energy stored was determined, an ADC count w
generated according to the Esum-to-ADC curve. Figure 10
shows the dielectron efficiency as a function of the Mon
Carlo generatedD0 momentum. The final trigger efficienc
for D0→e1e2 events that passed the Monte Carlo geome
cuts was determined to be 60% for both 900 A and 1000
runs.

E. µe efficiency

To find the efficiency forD0→m6e7 relative to D0

→Kp, we used the techniques and tools developed for
D0→m1m2 andD0→e1e2 efficiency analyses. To adapt t
a single-muon event, we used a simple 2-hodoscope req
ment for the trigger, and demanded 2 out of 3 proportion
tube planes to have hits. The single electron was treated
similar manner as the dielectron, the only difference be
that the low-energy threshold~see Sec. IX D! required a dif-
ferent trigger-efficiency-to-ADC mapping. As in the diele
tron case, the generated electron was required to pass
ta
l re-
FIG. 13. Invariant mass distributions forD0

→m1m2 and its associatedD0→Kp distribution
for the 900 A-Au and dedicated-dilepton da
sets. The cross-hatched area marks the signa
gion.
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FIG. 14. Invariant mass distribution forD0

→m1m2 and its associatedD0→Kp distribution
for the 1000 A-Au and 900 A-Be data sets. Th
cross-hatched area marks the signal region.
11
s
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geometric cuts of the Monte Carlo simulation. Figure
shows the turn-on curve for the single-electron trigger a
function of the Monte Carlo generatedD0 momentum. The
resulting single-electron efficiency was 48%, and the sing
muon efficiency was 74%, yielding a combined efficiency
36% for the 900 A and 1000 A runs.
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X. RESULTS

A. Normalization

An event was labeled as aD0→Kp candidate if it was
reconstructed as a dihadron event, satisfied the dihadron
ger, and passed the impact-parameter and proper-lifetime
ta
l re-
FIG. 15. Invariant mass distribution forD0

→e1e2 and its associatedD0→Kp distribution
for the 900 A-Au and dedicated-dilepton da
sets. The cross-hatched area marks the signa
gion.
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FIG. 16. Invariant-mass distribution forD0

→e1e2 and its associatedD0→Kp distribution
for the 1000 A-Au and 900 A-Be data sets. Th
cross-hatched area marks the signal region.
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quirements that were applied to the dilepton decay. Th
was no mechanism to distinguish kaons from pions. Ho
ever, by Monte Carlo simulation we determined that t
invariant-mass distribution ofD0→Kp events with incorrect
particle assignments was much wider than that with the c
rect assignments, 7.1 times as wide for the 900 A data
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and 5.4 times as wide for the 1000 A set~see Fig. 12!. For
each event, the invariant mass was thus computed onc
K2p1 and once asp2K1. The invariant-mass distribution
was then fit to a quadratic polynomial for the backgrou
and a double Gaussian in the signal region. The stand
deviation and normalization were allowed to vary for t
ta
l re-
FIG. 17. Invariant mass distribution forD0

→m6e7 and its associatedD0→Kp distribution
for the 900 A-Au and dedicated-dilepton da
sets. The cross-hatched area marks the signa
gions.
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FIG. 18. Invariant mass distribution forD0

→m6e7 and its associatedD0→Kp distribution
for the 1000 A-Au and 900 A-Be data sets. Th
cross-hatched area marks the signal region.
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narrow Gaussian, but the width and relative height of
wide Gaussian were constrained to the Monte Carlo valu
This condition ensured that the numbers of events under
two Gaussian distributions be identical. In addition, bo
Gaussians were required to have the same mean mass. T
was performed using PAW@20,21#. The covariance matrix
for the width and normalization of the narrow Gaussian w
then used to find the absolute error associated with the n
ber of reconstructedD0→Kp decays. Tables IX, X, and X
give the mean mass, the mass resolution and the total num
of D0→Kp events without any mass cut for each data s

B. Signals

Each data set listed in Table V was analyzed indep
dently. When the impact-parameter and lifetime-significan
cuts~see Tables VI, VII and VIII! were applied to the dilep
ton data sample, as shown in Figs. 13–18, no event
found in the signal region, defined as the interval in dilep
invariant mass within which the signal events were count
This interval was61.96s wide and centered at the mean
the Kp invariant mass of the corresponding normalizati
sample. Since the mass resolution depended on the final-
particles, a differents was used for each dilepton decay
computed by the MC method and tabulated in Table XII.

TABLE XII. Width of invariant-mass distribution for recon
structed dilepton events relative to that of the normalization sig
as determined by Monte Carlo calculations.

D0→m1m2 D0→e1e2 D0→m6e7

900 A 1.08 1.09 1.08
1000 A 1.09 1.08 1.07
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C. Summary of acceptances and efficiencies

Tables XIII through XVI give the various contributions t
the acceptance3 efficiency for the normalization mode an
each signal mode, together with their errors as estimate
Sec. X E below.

D. Branching ratios

For each dilepton mode the 900 A-Au, 900 A-Au
dedicated-dilepton, 900 A-Be, and 1000 A-Au data sets w
combined to give the branching ratio

B~D0→ l 1l 2!5

(
i

Si

(
i

Nie i

3B~D0→Kp!, ~3!

where i runs over the three data sets,Si is the number of
counts in the signal region in the dilepton-invariant-mass d
tribution, e i is the efficiency for the dilepton mode given i
Tables XIV, XV and XVI relative to that for the normaliza

l,

TABLE XIII. Efficiencies for D0→Kp decay.

900 A 1000 A

Geometric (3.5560.02)31023 (2.3760.01)31023

K decays 0.7860.01 0.8260.01
Trigger 0.5560.01 0.5860.01
Final cuts (7.1260.04)31022 (9.3560.05)31022

Total (1.0860.02)31024 (1.0560.02)31024
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TABLE XIV. Efficiencies for D0→m1m2 decay.

900 A 1000 A

Geometric (3.9760.02)31023 (3.0560.02)31023

Trigger • ID • isolation 0.3660.01 0.5060.01
Final cuts (7.3060.04)31022 (9.8560.05)31022

Total (1.0560.02)31024 (1.5160.02)31024
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tion mode in Table XIII, andNi is the number of observe
Kp events in the signal region.

With no signal observed, the upper limit on the branch
ratio was determined using the Monte Carlo method. A
ries of branching ratios were calculated according to Eq.~1!.
For each calculation the expected number of counts in
signal region,Si , was determined from Poisson statistic
Specifically,S was distributed as

e2SSM

M !
~4!

with M being the actual number of signal counts seen in
data. The quantitiesNi ,e i , and B(D0→Kp) were each
treated as a Gaussian distribution with the same mean
error used in Eq.~3!. A minimum of 106 events were gener
ated for each calculation. From the distribution of the cal
lated branching ratios, an upper limit on the branching ra
at the 90% confidence level5 was established. By this
method, upper limits on the branching ratios, at t
90% confidence level, of 1.5631025 for D0→m1m2,
8.1931026 for D0→e1e2 and 1.7231025 for D0

→m6e7 were obtained.
We have also employed the method of Cousins and F

man @22#, as advocated by the Particle Data Group@23#, for
the case in which no signal and no background are obser
In this approach, the upper limits on the branching ratio
the 90% confidence level, corresponding to 2.44 events,
1.6531025 for D0→m1m2, 8.6931026 for D0→e1e2

and 1.8231025 for D0→m6e7 decay. These results ar
about 10% worse than those found by the Monte Carlo te
nique. Table XVII summarizes the single-event sensitivity
our experiment and the upper limits for theD0→ l 1l 2 de-

TABLE XV. Efficiencies forD0→e1e2 decay.

900 A 1000 A

Geometric (3.8760.02)31023 (3.2860.02)31023

Trigger • ID 0.6060.01 0.6060.01
Final cuts (7.1560.04)31022 (10.060.05)31022

Total (1.6560.03)31024 (1.9860.04)31024

5That is, 90% of the generated branching ratios were less than
value.
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cays as determined with the Monte Carlo approach and
Cousins-Feldman method. It should be noted that the un
tainties inNi , e i , and B(D0→Kp) are not taken into ac-
count in the Cousins-Feldman method; hence, we favor
Monte Carlo method for determining upper limits. OurD0

→e1e2 andD0→m6e7 limits are comparable to those s
by CLEO @4#, whereas theD0→m1m2 result is about a
factor of four worse than those of BEATRICE@5# and Fer-
milab E771@6#.

E. Systematic errors

Various systematic errors could affect the results in
branching-ratio determination. We follow Ref.@24# in dis-
cussing the effect of systematic errors on an upper-limit c
culation.

The uncertainties associated with thept and xF distribu-
tions used in the MC simulation contribute to the error in t
relative efficiency. This effect was studied by varying ea
parameter of thept and xF parametrizations by61s. The
worst case was the variation inxF , resulting in a shift in the
absolute efficiency of,17%. However, in each case th
efficiency of the dilepton mode relative to the normalizati
mode varied much less, only'2%. The temporal variation
of the dimuon, dihadron, dielectron, andme-trigger efficien-
cies was investigated by subdividing the samples into in
pendent data sets. As shown in Tables XIII–XVI, the var
tions are small. The impact-parameter and lifetim
significance cuts, varied by61s, did not have any
significant effect on the relative efficiencies.

XI. CONCLUSIONS

Three rare or forbidden decays,D0→m1m2, D0

→e1e2, andD0→m6e7, have been searched for, and n
evidence has been found for any of these decays. New u

is

TABLE XVI. Efficiencies for D0→m6e7 decay.

900 A 1000 A

Geometric (4.1860.02)31023 (3.4260.02)31023

Trigger • ID 0.3660.01 0.3660.01
Final cuts (7.0460.04)31022 (10.060.05)31022

Total (1.0660.03)31024 (1.2860.04)31024
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TABLE XVII. Summary of results.

Decay ( iNie i Single-event Limit from MC Cousins-Feldma
mode sensitivity calculation method

D0→m1m2 5830 7.3431026 1.56 31025 1.65 31025

D0→e1e2 11100 3.8431026 0.82 31025 0.87 31025

D0→m6e7 5300 8.0831026 1.72 31025 1.82 31025
ar

e

ar
s

nd
rt.

ce,
e-

3-
Na-
limits on the branching ratio at the 90% confidence level
1.5631025 for D0→m1m2, 8.1931026 for D0→e1e2

and 1.7231025 for D0→m6e7 decay. For comparison, th
best published limits on these decays are 4.131026 for
D0→m1m2 @5,6#, 1.331025 for D0→e1e2 @4#, and
1.931025 for D0→m6e7 @4#. Our limits forD0→e1e2and
D0→m6e7 are the best to date. These limits, however,
still many orders of magnitude from the levels at which the
processes might be expected to occur.
ty
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ni-
y
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