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Factorization and high-energy effective action
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I demonstrate that the amplitude for high-energy scattering can be factorized as a convolution of the
contributions due to fast and slow fields. The fast and slow fields interact by means of Wilson-line operators—
infinite gauge factors ordered along the straight line. The resulting factorization formula gives a starting point
for a new approach to the effective action for high-energy scattering in QCD.@S0556-2821~99!03413-X#

PACS number~s!: 12.38.Bx, 11.10.Jj, 11.55.Jy
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I. INTRODUCTION

In the leading logarithmic approximation, the high-ener
scattering in perturbative QCD is determined by t
Balitsky-Fadin-Kuraev-Lipatov~BFKL! Pomeron@1#. It is
well known that the power behavior of BFKL cross secti
violates the Froissart bound. The BFKL Pomeron descri
only the pre-asymptotic behavior at not very large energ
and in order to find the true high-energy asymptotics in p
turbative QCD we need to unitarize the BFKL Pomero
This is a difficult problem which has been in need of a s
lution for more than 20 years. However, until recently, it w
a common belief that at least at present energies~e.g. for
small-x deep inelastic scattering at the DESYep collider
HERA! the corrections to BFKL Pomeron are small so th
can be neglected. Contrary to those expectations, recent
culation of the next-to-leading correction to the BFKL kern
@2# shows that this correction is very big. It is very likely th
further corrections are also large which means that we m
deal with the problem of the unitarization of the BFK
Pomeron at present energies.

One of the most popular ideas in solving this problem
to reduce the QCD at high energies to some sort of tw
dimensional effective theory which will be simpler than t
original QCD, maybe even to the extent of exact solvabil
Some attempts in this direction were made starting from
work @3#, but the matter is an open issue for the time bei
In this paper I will describe a new approach to the effect
action which is based on factorization in rapidity space
high-energy scattering.

The form of factorization is dictated by process kinem
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ics ~for a review, see@4#!. A classical example is the factor
ization of the structure functions of deep inelastic scatter
into coefficient functions and parton densities. In the case
deep inelastic scattering, there are two different scales
transverse momentum and it is therefore natural to facto
the amplitude in the product of contributions of hard and s
parts coming from the regions of small and large transve
momenta, respectively. On the contrary, in the case of hi
energy~Regge-type! processes, all the transverse mome
are of the same order of magnitude, but colliding partic
strongly differ in rapidity so it is natural to factorize in th
rapidity space.

Factorization in rapidity space means that the high-ene
scattering amplitude can be represented as a convolutio
contributions due to ‘‘fast’’ and ‘‘slow’’ fields. To be pre-
cise, we choose a certain rapidityh0 to be a ‘‘rapidity di-
vide’’ and we call fields withh.h0 fast and fields withh
,h0 slow whereh0 lies in the region between spectat
rapidity hA and target rapidityhB . ~The interpretation of
these fields as fast and slow is literally true only in the r
frame of the target but we will use this terminology for an
frame.!

To explain what we mean by the factorization in rapid
space let us recall the operator expansion for high-ene
scattering@5# where the explicit integration over fast field
gives the coefficient functions for the Wilson-line operato
representing the integrals over slow fields. For a 2⇒2 par-
ticle scattering in Regge limits@m2 @wherem is a common
mass scale for all other momenta in the problemt;pA

2

;(pA8 )2;pB
2;(pB8 )2;m2# we have
A~pA ,pB⇒pA8 ,pB8 !5( E d2x1 . . . d2xnCi 1 . . . i n~x1 , . . .xn!^pBuTr$Ui 1
~x1! . . . Ui n

~xn!%upB8 &. ~1!
g
i-
in
in
@As usual, s5(pA1pB)2 and t5(pA2pA8 )2.# Here xi( i
51,2) are the transverse coordinates~orthogonal to bothpA

*Email address: balitsky@jlab.org
and pB) and Ui(x)5U†(x)( i /g)(]/]xi)U(x) where the
Wilson-line operatorU(x) is the gauge link ordered alon
the infinite straight line corresponding to the ‘‘rapidity d
vide’’ h0. Both coefficient functions and matrix elements
Eq. ~1! depend on theh0 but this dependence is canceled
©1999 The American Physical Society20-1
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IAN BALITSKY PHYSICAL REVIEW D 60 014020
the physical amplitude just as the scalem ~separating coef-
ficient functions and matrix elements! disappears from the
final results for structure functions in case of usual factori
tion. Typically, we have the factors;(g2ln s/m22h0) com-
ing from the ‘‘fast’’ integral and the factors;g2h0 coming
from the ‘‘slow’’ integral so they combine in a usual lo
factor g2ln s/m2. In the leading log approximation these fa
tors sum up into the BFKL Pomeron~for a review see Ref.
@6#!.

Unlike usual factorization, the expansion~1! does not
have the additional meaning of perturbative vs nonpertur
tive separation—both the coefficient functions and the ma
elements have perturbative and nonperturbative parts.
a
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a

s
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happens due to the fact that the coupling constant in a s
tering process is determined by the scale of transverse
menta. When we perform the usual factorization in ha
(k'.m) and soft (k',m) momenta, we calculate the coe
ficient functions perturbatively@becauseas(k'.m) is small#
whereas the matrix elements are nonperturbative. C
versely, when we factorize the amplitude in rapidity, bo
fast and slow parts have contributions coming from the
gions of large and smallk' . In this sense, coefficient func
tions and matrix elements enter the expansion~1! on equal
footing. We could have integrated first over slow fields~hav-
ing the rapidities close to that ofpB! and the expansion
would have the form
e

A~s,t !5( E d2x1 . . . d2xnDi 1 . . . i n~x1 , . . .xn!^pAuTr$Ui 1
~x1! . . . Ui n

~xn!%upA8 & . ~2!

In this case, the coefficient functionsD are the results of integration over slow fields and the matrix elements of thU
operators contain only the large rapiditiesh.h0. The symmetry between Eqs.~1! and ~2! calls for a factorization formula
which would have this symmetry between slow and fast fields in explicit form.

I will demonstrate that one can combine the operator expansions~1! and ~2! in the following way:

A~s,t !5(
i n

n! E d2x1 . . . d2xn^pAuUa1i 1~x1! . . . Uani n~xn!upA8 &^pBuUi 1

a1~x1! . . . Ui n

an~xn!upB8 &, ~3!
l

id,
vely.
or
w

whereUi
a[Tr(laUi) (la are the Gell-Mann matrices!. It is

possible to rewrite this factorization formula in a more visu
form if we agree that operatorsU act only on statesB andB8
and introduce the notationVi for the same operator asUi
only acting on theA andA8 states:

A~s,t !5^pAu^pBuexpS i E d2xVai~x!Ui
a~x! D upA8 &upB8 &.

~4!

In a sense, this formula amounts to writing the coefficie
functions in Eq. ~1! @or Eq. ~2!# as matrix elements o
Wilson-line operators. Equation~4! illustrated in Fig. 1 is our
main tool for factorizing in rapidity space.

In order to define an effective action for a given interv
in rapidity h0.h.h08 we use the master formula~4! two
times as illustrated in Fig. 2. We obtain then

A~s,t !5^pAu^pBueiSeff(Vi ,Yj )upA8 &upB8 &, ~5!

where the Wilson-line operatorsYi(x') have the same form
asUi(x') but aligned along then8 direction@and act only on
B and B8 states, cf. Eq.~4!#. In this formula, the region of
rapidities greater thanh0 is represented by operatorsVi act-
ing on the spectatorA andA8 states, the region of rapiditie
lower thanh08 by the operatorsYi acting on targetB andB8
states, and the regionh0.h.h08 is integrated out—all the
information about it is contained in the effective actio
Seff(Vi ,Yj ). As we shall see below, this effective action is
general nonlocal @unlike the local interaction term
l

t

l

*dx'Vi(x')Ui(x') in the factorization formula~4!#. More-
over, it contains the factorsg2(h02h08) which are the usua
high-energy logarithmsg2ln(s0 /s08) where the energiess0 and
s08 correspond to rapiditiesh0 andh08 . If we had a complete
expression forSeff(h0 ,h08) we could takeh05hA ~rapidity
of the spectator particle! andh085hB ~rapidity of the target

FIG. 1. Structure of the factorization formula. Dashed, sol
and wavy lines denote photons, quarks, and gluons, respecti
Wilson-line operators are denoted by dotted lines and the vectn
gives the direction of the ‘‘rapidity divide’’ between fast and slo
fields.
0-2
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FACTORIZATION AND HIGH-ENERGY EFFECTIVE ACTION PHYSICAL REVIEW D60 014020
particle!, then all the logarithmic dependence on the ene
would be included in the effective action and the result
matrix elements of the operatorsVi betweenA states and
operatorsY betweenB states will contain no logarithms~and
may be calculated in the first order in perturbation theory
suitableA and B particles such as virtual photons!. Since
multiple rescatterings are taken into account byeiSeff auto-
matically the corresponding amplitude must be unitary. T
program is probably not less difficult than the direct calcu
tion of the many-Pomeron exchanges in the perturba
theory but for the case of effective-action language we h
some additional powerful methods such as semiclassica
proach.

The paper is organized as follows. In Sec. II we recall
Wilson-line operator language for small-x physics. The fa
torization formula~4! is derived in Sec. III and in Sec. IV we
use it to define formally the high-energy effective action
a given interval in rapidity~some of the results of this sectio
were reported earlier in the Letter@7#!. A semiclassical ap-
proach to calculation of this effective action is discussed
Sec. V and Sec. VI contains conclusions and outlook.

II. OPERATOR EXPANSION FOR HIGH-ENERGY
SCATTERING

Let us now briefly recall how to obtain the operator e
pansion~1!. For simplicity, consider the classical example
high-energy scattering of virtual photons with virtualitie
;2 m2:

A~s,t !52 i ^0uT$ j ~pA! j ~pA8 ! j ~pB! j ~pB8 !%u0&, ~6!

where j (p) is the Fourier transform of electromagnetic cu
rent j m(x) multiplied by some suitable polarizationem(p).
At high energies it is convenient to use the Sudakov dec
position:

pm 5 app1
m1bpp2

m1p'
m ~7!

wherep1
m and p2

m are the light-like vectors close topA and
pB , respectively (pA

m5p1
m2p2

mpA
2/s, pB

m5p2
m2p1

mpB
2/s).

FIG. 2. The effective action for the interval of rapiditiesh0

.h.h08 . The two vectorsn and n8 correspond to ‘‘rapidity di-
vides’’ h0 andh08 bordering our chosen region of rapidities.
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We want to integrate over the fields witha.s wheres is
defined in such a way that the corresponding rapidity ish0.
@In explicit form h05 ln(s/s̃) where s̃[(m2/ss).# The re-
sult of the integration will be given by Green functions of th
fast particles in slow ‘‘external’’ fields@5# ~see also Ref.@8#!.
Since the fast particle moves along a straight-line class
trajectory the propagator is proportional to the straight-l
ordered gauge factorU @9#. For example, whenx1.0, y1

,0 it has the form@5#

G~x,y!5 i E dzd~z* !
~x”2z” !p” 2

2p2~x2z!4
U~z'!

z”2y”

2p2~z2y!4
.

~8!

We use the notationsz•[zmp1
m andz* [zmp2

m which are es-
sentially identical to the light-front coordinates:z*
5z1As/2, z•5z2As/2 @where z65(1/A2)(z06z3)#. The
Wilson-line operatorU is defined as follows:

U~x'!5@`p11x' ,2`p11x'#, ~9!

where@x,y# is the straight-line ordered gauge link suspend
between the pointsx andy:

@x,y#[
def

P expS igE
0

1

du~x2y!mAm@ux1~12u!y# D .

~10!

The origin of Eq.~3! is more clear in the rest frame of th
‘‘A’’ photon ~see Fig. 3!. Then the quark is slow and th
external fields are approaching this quark at high speed.
to the Lorentz contraction, these fields are squeezed
shock wave located atz* 50 ~in a suitable gauge like the
Feynman one!. Therefore, the propagator~8! of the quark in
this shock-wave background is a product of three fact
which reflect~i! free propagation fromx to the shock wave,
~ii ! instantaneous interaction with the shock wave which
described by the operator1 U(z'), and~iii ! free propagation
from the point of interactionz to the final destinationy.

1Because the shock wave is very thin, the quark has no tim
deviate in the transverse direction. Therefore the quark’s trajec

FIG. 3. Quark propagator in a shock-wave background.
0-3
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IAN BALITSKY PHYSICAL REVIEW D 60 014020
The propagation of the quark-antiquark pair in the sho
wave background is described by the product of two pro
gators of Eq.~8! type which contain two Wilson-line factor
U(z)U†(z8), where z8 is the point where the antiquar
crosses the shock wave. If we substitute this quark-antiqu
propagator in the original expression for the amplitude~6!
we obtain@5#

E d4xd4zeipA•x1 iq•z^T$ j ~x1z! j ~z!%&A

.E d2p'

4p2
I ~p' ,q'!Tr$U~p'!U†~q'2p'!%, ~11!

where U(p') is the Fourier transform ofU(x') and
I (p' ,q') is the so-called ‘‘impact factor’’ which is a func
tion of p'

2 ,p'•q' , and photon virtuality@10,5#. Thus, we
have reproduced the leading term in the expansion~1!. @To
recognize it, note that

U†~x'!U~y'!5P exp$2 ig*y
xdziUi~z'!%

where the precise form of the path between pointsx' andy'

does not matter since this is actually a formula for the ga
link in a pure gauge fieldUi(z')#. So, in the leading order in
perturbation theory we have calculated the integral over
fields explicitly and reduced the remaining integral over sl
fields to the matrix element of the two-Wilson-line operat
see Fig. 4. It is worth noting that in the next order in pert
bation theory we will get the contribution to the right-han
side of Eq.~11! proportional to four-Wilson-line operators
in the next to six-line operators and so on.

Note that formally we have obtained the operatorsU or-
dered along the light-like lines. Matrix elements of such o

inside the shock wave can be approximated by a light-like stra
line, which means that the interaction of the quark with the sh
wave will be described by a gauge factor ordered along this s
ment of a straight line. Since there is no field outside the sho
wave ‘‘wall’’ one can formally extend the limits of integration in
gauge factor to6` which gives the operatorU.

FIG. 4. A typical Feynman diagram for theg* g* scattering
amplitude~a! and the corresponding two-Wilson-line operator~b!.
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erators contain divergent longitudinal integrations which
flect the fact that the light-like gauge factor corresponds t
quark moving with the speed of light~i.e., with infinite en-
ergy!. This divergency can be seen already at the one-l
level if one calculates the contribution to the matrix eleme
of the two-Wilson-line operatorU(x')U†(y') between the
‘‘virtual photon states’’ shown in Fig. 4. The reason for th
divergency is very simple. We have replaced the fast-qu
propagator in the ‘‘external field’’~represented here by tw
gluons coming from the bottom part of the diagram! by the
light-like Wilson line. In doing so we have assumed th
these two gluons are slow,hp!hA . However, when we cal-
culate the matrix element of theU(x')U†(y') formally the
integration over the rapidities of the gluonhp is unbounded
so our divergency comes from the fast part of the exter
field which really does not belong there. Indeed, if the rap
ity of the gluonhp is of the order of the rapidity of the quar
this gluon is a fast one so it will contribute to the coefficie
function ~in front of the operator constructed from the slo
fields! rather than to the matrix element of the operator.

This is very similar to the case of usual light-cone expa
sion for the deep inelastic scattering~DIS! at moderate x. In
that case, we at first expand near the light cone~in inverse
powers ofQ2). The result is that the amplitude of DIS i
reduced to matrix elements of the light-cone operators wh
are known as parton densities in the nucleon. These ma
elements contain logarithmical divergence in transverse
menta for the same reason as above—when expan
around the light cone we assumed that there are no h
quarks and gluons inside the proton, but matrix elements
light-cone operators contain formally unbounded integratio
over k'

2 . It is well known how to proceed in this case: w
define the renormalized light-cone operators with the tra
verse momentak'

2 .m2 cut off and expand our T-product o
electromagnetic currents in a set of these renormalized li
cone operators rather than in a set of the original unren
malized ones~see, e.g.,@11#!. After that, the matrix elements
of these operators~parton densities! contain factors ln(m2/m2)
and the corresponding coefficient functions conta
ln(Q2/m2). When we calculate the amplitude we add the
factors together so the dependence on the factorization s
m cancels and we get the usual deep inelastic scatte
~DIS! logarithmical factors ln(Q2/m2).

Similarly, we need some regularization of the Wilson-lin
operator which cuts off the fast gluons. As demonstrated
@5#, it can be done by changing the slope of the support
line. If we wish the longitudinal integration stop ath5h0,
we should order our gauge factorsU along a line parallel to
n5sp11s̃p2, then the coefficient functions in front o
Wilson-line operators~impact factors! will contain loga-
rithms ;g2ln 1/s. Similarly to DIS, when we calculate th
amplitude, we add the terms;g2ln 1/s coming from the
coefficient functions ~see Fig. 5b! to the terms
;g2ln@(s/m2/s)# coming from matrix elements~see Fig. 5a!
so that the dependence on the ‘‘rapidity divide’’s cancels
and we get the usual high-energy factorsg2ln(s/m2) which
are responsible for BFKL Pomeron.

ht
k
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-
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FIG. 5. Decomposition into product of coefficient function and matrix element of the two-Wilson-line operator for a typical Fe
diagram.~Double Wilson line corresponds to fast-moving gluon.!
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III. FACTORIZATION FORMULA
FOR HIGH-ENERGY SCATTERING

In order to understand how this expansion can be ge
ated by the factorization formula of Eq.~3! type we have to
rederive the operator expansion in axial gaugeA•50 with an
additional conditionA* ux

*
52`50 ~the existence of such

gauge was illustrated in@12# by an explicit construction!. It
is important to note that with power accuracy~up to correc-
tions ;s) our gauge condition may be replaced bynmAm
50. In this gauge the coefficient functions are given
Feynman diagrams in the external field

Bi~x!5Ui~x'!Q~x* !, B•5B* 50 ~12!

which is a gauge rotation of our shock wave@it is easy to see
that the only nonzero component of the field strength ten
F • i(x)5Ui(x')d(x* ) corresponds to shock wave#. The
Green functions in external field~12! can be obtained from a
generating functional with a source responsible for this
ternal field. Normally, the source for given external fieldĀm

is justJn5D̄mF̄mn so in our case the only nonvanishing co
tribution isJ•(B)5D̄ i F̄ i • . However, we have a problem be
cause the field which we try to create by this source does
decrease at infinity. To illustrate the problem, suppose
we use another light-like gaugeA* 50 for a calculation of
the propagators in the external field~12!. In this case, the
only would-be nonzero contribution to the source term in
functional integralD̄ i F̄ i •

A* vanishes, and it looks like we d

not need a source at all to generate the fieldBm . ~This is of
course wrong sinceBm is not a classical solution.! What it
really means is that the source in this case lies entirely
infinity. Indeed, when we are trying to make an external fi
Ā in the functional integral by the sourceJm we need to
make a shiftAm→Am1Ām in the functional integral

E DA expH iS~A!2 i E d4xJm
a ~x!A am~x!J , ~13!

after which the linear termD̄mF̄mnA n cancels with our
source termJmA m and the terms quadratic inA make the
Green functions in the external fieldĀ. @Note that the clas-
sical actionS(Ā) for our external fieldĀ5B ~12! vanishes.#
01402
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However, in order to reduce the linear term*d4xF̄mnD̄mAn

in the functional integral to the form*d4xD̄mF̄mnA n(x) we
need to make an integration by parts, and if the external fi
does not decrease there will be additional surface term
infinity. In our case we are trying to make the external fie
Ā5B so the linear term which needs to be canceled by
source is

2

sE dx•dx* d2x'F̄ i •D̄*A
i5E dx* d2x'F̄ i •A iU

x•52`

x•5`

.

~14!

It comes entirely from the boundaries of integration. If w
recall that in our caseF̄ • i(x)5Ui(x')d(x* ) we can finally
rewrite the linear term as

E d2x'Ui~x'!$A i~2`p21x'!2A i~`p21x'!%.

~15!

The source term which we must add to the exponent in
functional integral to cancel the linear term after the shift
given by Eq.~15! with the minus sign. Thus, Feynman dia
grams in the external field~12! in the light-like gaugeA*
50 are generated by the functional integral

FIG. 6. Perturbative diagrams for the classical field~12!.
0-5
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E DA expH iS~A!1 i E d2x'Uai~x'!@A i
a~`p21x'!2A ai~2`p21x'!#J . ~16!

In an arbitrary gauge the source term in the exponent in Eq.~16! can be rewritten in the form

2i E d2x'TrH Ui~x'!E
2`

`

dv@2`p2 ,vp2#x'
F* i~vp21x'!@vp2 ,2`p2#x'J . ~17!

~Hereafter we use the space-saving notation@up2 ,vp2#x'
[@up21x' ,vp21x'# and similar notation for gauge link ordere

alongp1.! Thus, we have found the generating functional for our Feynman diagrams in the external field~13!.
It is instructive to see how the source~17! creates the field~12! in perturbation theory. To this end, we must calculate

field

Ām~x!5E DAAm~x!expH iS~A!12i E d2x'TrH Ui~x'!E
2`

`

dv@2`p2 ,vp2#x'
F* i~vp21x'!@vp2 ,2`p2#x'J J ~18!
e

r

tiv

ld
ld
by expansion of bothS(A) and gauge links in the sourc
term ~17! in powers ofg ~see Fig. 6!. In the first order one
gets

Ām
(0)~x!5E

2`

`

dvE dz'Uia~z'!^Am~x!F
* i
a ~vp21z'!&

~19!

where ^O&[*DAeiS0O. Now we must choose a prope
gauge for our calculation. We are trying to create a field~12!
perturbatively and therefore the gauge for our perturba
01402
e

calculation must be compatible with the form~12! — other-
wise, we will end up with the gauge rotation of the fie
B(x). @For example, in Feynman gauge we will get the fie
Ām of the form of the shock waveĀi5Ā* 50, Ā•;d(x* ).#
It is convenient to choose the temporal gauge2 A050 with
the boundary conditionAu t52`50 where

Am~ t,xW !5E
2`

t

dt8F0m~ t8,xW !. ~20!

In this gauge we obtain
s

external
Ām
(0)~x!5E dp

~2p!3S gmn22
pm~p11p2!n1~m↔n!

s~a1b1 i e!
1

4pmpn

s2~a1b1 i e!2D 1

abs2p'
2 1 i e

3E dz'eiax•1 ibx
*

2 ipW'(xW2zW)'p2ndS a
s

2D ] iU
ia~z'! ~21!

whered(as/2) comes from the*dveiva(s/2). @Note that the form of the singularity 1/(p01 i e) which follows from Eq.~20!
differs from conventional Mandelstam-Leibbrandt prescriptionV.p.(1/p0).# Recalling that in terms of Sudakov variable
dp5(s/2)dadbdp' one easily gets thatĀ

*
(0)5Ā•

(0)50 and

Āi
(0)~x!5u~x* !E dp

~2p!2

1

p'
2 E dz'e2 ipW'(xW2zW)'] i] jU

ja~z'!, ~22!

which can be written down formally as

2u~x* !
1

]'
2

] i] jU
j~x'!5Ui~x'!u~x* !2u~x* !

1

]'
2 ~]'

2 gi j 1] i] j !U
j~x'! ~23!

2The gaugeA* 50 which we used above is too singular for the perturbative calculation. In this gauge one must first regulate the
field ~12! by, say, replacementUiu(x* )→Uiu(x* )e2ex• and lete→0 only in the final results.
0-6
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~in our notations]'
2 [2] i]

i). Now, sinceUi(x) is a pure gauge field~with respect to transverse coordinates! we have] iU j

2] jUi5 i @Ui ,U j # so

Āi
(0)~x!5Ui~x'!u~x* !2u~x* !ig

] j

]'
2 @Ui ,U j #~x'!. ~24!

Thus, we have reproduced the field~12! up to the correction ofg. We will demonstrate now that thisO(g) correction is
canceled by the next-to-leading term in the expansion of the exponent of the source term in Eq.~18!. In the next-to-leading
order one gets~see Fig. 6b!

Ām
(1)~x!5gE dyE dz'dz'8 U ja~z'!Ukb~z'8 !

3 KAm~x!2Tr$]aAb~y!@Aa~y!,Ab~y!#%E dvF
* j
a ~vp21z'!E dv8F

* k
b ~vp21z'8 !L . ~25!

It is easy to see thatĀ
*
(1)5Ā•

(1)50 and

Āi
(1)~x!5gE dyE dp

~2p!4i
e2 ip(x2y)

1

p2 „]
k@A i

(0)~y!,A k
(0)~y!#1@A (0)k~y!,] iA k

(0)~y!2~ i↔k!#…. ~26!

SinceA k
(0) is given by Eq.~24! this reduces to

Āi
(1)~x!52gu~x* !E dy'

dp'

~2p!2

e2 ip'(x2y)'

p'
2

i ]k
„@Ui~y!,Uk~y!#…1O~g2! ~27!
m
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which cancels the second term in Eq.~24!. Thus, we obtain

Āi~x!5Ui~x'!u~x* !1O~g2!. ~28!

Similarly, one can check that the contributions;g2 coming
from the diagrams in Fig. 6c cancel theg2 term in Eq.~28!
and so on, leading finally to the expressionUi(x')u(x* )
without any corrections.

We have found the generating functional for the diagra
in the external field~12! which give the coefficient functions
in front of our Wilson-line operatorsUi . Note that formally
we obtained the source term with the gauge link orde
along the light-like line which is a potentially dangerous si
ation. Indeed, it is easy to see that already the first lo
diagram shown in Fig. 7 is divergent. The reason is that
longitudinal integrals overap are unrestricted from below~if
the Wilson line is light-like!. However, this is not what we
want for the coefficient functions because they should
clude only the integration over the regionap.s ~the region
ap,s belongs to matrix elements; see the discussion in S
III !. Therefore, we must impose somehow this condit
ap.s in our Feynman diagrams created by the source~17!.
Fortunately, we already faced a similar problem—how
impose a conditionap,s on the matrix elements of opera
tors U ~see Fig. 4! and we have solved that problem b
changing the slope of the supporting line. We demonstra
that in order to cut the integration over largea.s from
matrix elements of Wilson-line operatorsUi we need to
change the slope of these Wilson-line operators ton5sp1

1s̃p2. Similarly, if we want to cut the integration over sma
01402
s

d
-
p
e

-

c.
n

d

ap,s from the coefficient functions we need to order t
gauge factors in Eq.~17! along ~the same! vector3 n5sp1

1s̃p2.
Therefore, the final form of the generating functional f

the Feynman diagrams~with a.s cutoff! in the external
field ~13! is

E DADC expH iS~A,C!1 i E d2x'Uai~x'!Vi
a~x'!J ,

~29!

where

Vi~x'!5E
2`

`

dv@2`n,vn#x'
nmFm i~vn1x'!@vn,2`n#x'

~30!

3Note that the diagram in Fig. 7 is the diagram in Fig. 4b turn
upside down. In the Fig. 4b diagram we have a restrictiona,s. It

is easy to see that this also means a restrictionb.s̃ if one chooses
to write down the rapidity integrals in terms ofb ’s rather thana ’s.
Turning the diagram upside down amounts to interchange ofpA and
pB which leads to~i! replacement of the slope of Wilson line b

s̃p11sp2 and ~ii ! replacementa↔b in the integrals. Thus, the

restrictionb.s̃ imposed by the line collinear tosp11s̃p2 in dia-

gram in Fig. 4b means the restrictiona.s̃ by the line collinear to

s̃p11sp2 in the Fig. 7 diagram. After renamings by s̄ we obtain
the desired result.
0-7
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and Vi
a[Tr(laVi) as usual. For completeness, we ha

added integration over quark fields soS(A,C) is the full
QCD action.

Now we can assemble the different parts of the factori
tion formula~4!. We have written down the generating fun
tional integral for the diagrams witha.s in the external
fields witha,s and what remains now is to write down th
integral over these ‘‘external’’ fields. Since this integral
completely independent of Eq.~29! we will use a different
notationB andx for the a,s fields. We have:

E DADC̄DCeiS(A,C) j ~pA! j ~pA8 ! j ~pB! j ~pB8 !

5E DADc̄DceiS(A,c) j ~pA! j ~pA8 !E DBDx̄Dx

3 j ~pB! j ~pB8 !eiS(B,x)expH i E d2x'Uai~x'!Vi
a~x'!J .

~31!

The operatorUi in an arbitrary gauge is given by the sam
formula ~30! as operatorVi with the only difference that the

FIG. 7. A typical loop diagram in the external field created
the Wilson-line source~17!.
01402
-

gauge links andF • i are constructed from the fieldsBm . This
is our factorization formula~4! in the functional integral rep-
resentation.

The functional integrals overA fields give logarithms of
the typeg2ln 1/s while the integrals over slowB fields give
powers ofg2ln(ss/m2). With logarithmic accuracy, they ad
up tog2ln s/m2. However, there will be additional terms;g2

due to mismatch coming from the region of integration ne
the dividing pointa;s where the details of the cutoff in th
matrix elements of the operatorsU andV become important.
Therefore, one should expect the corrections of order ofg2

to the effective action*dx'UiVi . Still, the fact that the fast
quark moves along the straight line has nothing to do w
perturbation theory~cf. Ref. @13#!; therefore it is natural to
expect the nonperturbative generalization of the factoriza
formula ~31! constructed from the same Wilson-line oper
tors Ui and Vi ~probably with some kind of nonlocal inter
actions between them!.

IV. EFFECTIVE ACTION FOR HIGH-ENERGY
SCATTERING

The factorization formula gives us a starting point for
new approach to the analysis of the high-energy effec
action. Consider another rapidityh08 in the region between
h0 andhB5 ln m2/s. If we use the factorization formula~31!
once more, this time dividing between the rapidities grea
and smaller thanh08 , we get the expression for the amplitud
~6! in the form4

FIG. 8. Lowest order terms in the perturbative expansion of
effective action.
iA~s,t !5E DAeiS(A) j ~pA! j ~pA8 ! j ~pB! j ~pB8 !

5E DAeiS(A) j ~pA! j ~pA8 !E DBeiS(B) j ~pB! j ~pB8 !E DCeiS(C)ei *d2x'Vai(x')Ui
a(x')1 i *d2x'Wai(x')Yi

a(x') . ~32!

In this formula the operatorsVi ~made fromA fields! are given by Eq.~30!, the operatorsUi are also given by Eq.~30! but
constructed from theC fields instead, and the operatorsWi ~made fromC fields! andYi ~made fromB fields! are aligned along
the directionn85s8p11s̃8p2 corresponding to the rapidityh8 ~as usual, lns8/s̃85h8 wheres̃85m2/ss8):

Ui~C!x'
5E

2`

`

dv@2`n,vn#x'
nmFm i~vn1x'!@vn,2`n#x'

,

4For brevity, we do not display the quark fields.
0-8
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Wi~C!x'
5E

2`

`

dv@2`n8,vn8#x'
n8mFm i~vn81x'!@vn8,2`n8#x'

,

Yi~B!x'
5E

2`

`

dv@2`n8,vn8#x'
n8mFm i~vn81x'!@vn8,2`n8#x'

.

Thus, we have factorized the functional integral over ‘‘old’’B fields into the product of two integrals overC and ‘‘new’’ B
fields.

Now, let us integrate over theC fields and write down the result in terms of an effective action. Formally, one obtain

iA~s,t !5E DAeiS(A) j ~pA! j ~pA8 !E DBeiS(B) j ~pB! j ~pB8 !eiSeff(Vi ,Yi ; s/s8) ~33!

whereSeff for the rapidity interval betweenh andh8 is defined as

eiSeff(Vi ,Yi ;s/s8)5E DCeiS(C)ei *d2x'Vai(x')Ui
a(x')1 i *d2x'Wai(x')Yi

a(x'). ~34!

This formula gives a rigorous definition for the effective action for a given interval in rapidity~cf. Ref. @6#!.
The next step would be to perform explicitly the integrations over the longitudinal momenta in the right-hand side~RHS!

of Eq. ~34! and obtain the answer for the integration over our rapidity region~from h to h8) in terms of two-dimensiona
theory in the transverse coordinate space which hopefully would give us the unitarization of the BFKL Pomeron. At p
it is not known how to do this. One can obtain, however, the first few terms in the expansion of effective action in pow
Vi andYi . The easiest way to do this is to expand gauge factorsUi andWi in RHS of Eq.~34! in powers ofC fields and
calculate the relevant perturbative diagrams~see Fig. 8!. The first few terms in the effective action at the one-log level5 have
the form @3,18#:

5This ‘‘one-log’’ level corresponds to one-loop level for usual Feynman diagrams. Superficially, the diagram in Fig. 8d looks like t
diagram in comparison to the diagram in Fig. 8c which has one loop. However, both of the diagrams in Figs. 8c and 8d contain in
over longitudinal momenta@and thus the factor ln~s/s8!# so in the longitudinal space the diagram in Fig. 8d is a loop diagram too. It hap
because for diagrams with Wilson-line opertors the number of loops literally corresponds to the counting of the number of loop integ
for the transverse momenta. For the longitudinal variables, the diagrams which look like trees may contain logarithmical loop inte
This property is illustrated in Fig. 9: the Wilson-line diagrams shown in Fig. 9b has two loops and the diagram shown in Fig. 9d i
but both of them originated from Feynman diagrams shown in Figs. 9a and 9c with equal number of loops. To avoid confusion, we
the term ‘‘one-log level’’ instead of ‘‘one-loop level.’’

FIG. 9. Counting of loops for Feynman diagrams~a!,~c! and the corresponding Wilson-line operators~b!,~d!.
014020-9
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Seff5E d2xVai~x!Yi
a~x!2

g2

64p3 ln
s

s8
S NcE d2xd2yVi ,i

a ~x!ln2~x2y!2Yj , j
a ~y!

1
f abcf mnc

4p2 E d2xd2yd2x8d2y8d2zVi ,i
a ~x!Vj , j

m ~y!Yk,k
b ~x8!Yl ,l

n ~y8!

3 ln
~x2z!2

~x2x8!2
ln

~y2z!2

~y2y8!2 S ]

]zi
D 2

ln
~x82z!2

~x2x8!2
ln

~y82z!2

~y2y8!2D 1••• , ~35!
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where we use the notationVi , j
a (x)[(]/]xj )Vi

a(x), etc. The
first term ~see Fig. 8a! looks like the corresponding term i
the factorization formula~31!—only the directions of the
supporting lines are now strongly different.6 The second term
shown in Fig. 8c is the first-order expression for t
Reggeization of the gluon@1# and the third term~see Fig. 8d!
is the two-Reggeon Lipatov’s Hamiltonian@14# responsible
for BFKL logarithms.

Let us discuss subsequent terms in the perturbative ex
sion ~35!. There can be two types of the logarithmical co
tributions. First is the ‘‘true’’ loop contribution coming from
the diagrams of the Fig. 10a type. This diagram is an ite
tion of the Lipatov’s Hamiltonian. However, in the sam
@ ln (s/s8)#2 order there is another contribution coming fro
the diagram shown in Fig. 10a. To treat them separately,
can consider the case wheng!1 but the sources are stron
(;1/g) so gYi;gUi;1. In this case, the diagram in Fig
10b has the orderg4Yi

2Vi
2@ ln (s/s8)#2;@ln (s/s8)#2 while the

‘‘tree’’ Fig. 8b diagram is

;g4Yi
3Vi

3@ ln ~s/s8!#2;~1/g2!@ ln ~s/s8!#2 .

So, in this approximation the tree diagrams are the m
important and should be summed up in the first place.
usual, the best way to sum the tree diagrams is given by
semiclassical method which will be discussed in next s
tion.

However, if we would like to get the result on the one-lo
level it can be obtained using the evolution equations for
01402
n-
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-

e
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Wilson-line operators@5#. Note that at this level we have
only the diagrams of the Fig. 11 type. These diagrams
scribe the situation when one of the sources is weak
another is still strong~see also Refs.@15,16#!. For example,
if the sourceVi is weak ~and hencegVi is a valid small
parameter! but the sourceYi is not weak~so thatgVi;1 is
not a small parameter! one must take into account the dia
grams shown in Figs. 11a and 11b. The multiple rescat
ings in Figs. 11a,b describe the motion of the gluon emit
by the weak sourceVi in the strong external fieldAi
5Yiu(x* ) created by the sourceYi . These diagrams were
calculated in Ref.@5#. For example, the result of the calcu
lation of the diagram in Fig. 11a presented in a form of t
evolution of the Wilson-line operatorsUi reads7

Ui
a~x'!→Yi

a~x'!2
g2

8p3 ln
s

s8
E dy'

1

~x2y!'
2

3„f abc~Yx
†] iYy!bc1NcUi

a~x'!…1••• , ~36!

where dots stand for the terms with extrag2ln(s/s8) factors.
This evolution equation means that if we integrate over
rapiditiesh0.h.h08 in the matrix elements of the operato
Ui we will get the expression~36! constructed from the op
eratorsYi with rapidities up toh08 times factors proportiona
to g2(h02h08)[g2ln(s/s8). Therefore, the correspondin
contribution to the effective action at the one-log level tak
the form
. 8b
E dx'Vi
a~x'!Uai~x'!→E dx'Vi

a~x'!Yai~x'!2
g2

8p3 ln
s

s8
E dx'dy'

1

~x2y!'
2 @ i „Vi~x'!Yx

†] iYy…
aa2NcV

ai~x'!Ui
a~x'!#,

~37!

6Strictly speaking, the contribution coming from the diagram shown in Fig. 8a has the form*d2xVai(x)(] i] j /]2)Ya j(x) which differs from
the first term in RHS of Eq.~35! by *d2xVai(x)(1/]2)(]2gi j 2] i] j )Y

a j(x). However, it may be demonstrated that this discrepancy@which
is actually;O(g) for a a pure gauge fieldYi# is canceled by the contribution from the diagram with three-gluon vertex shown in Fig
just as in the case of perturbative calculation ofAi discussed in Sec. III.

7Here Yx[Y(x')5@`n81x' ,2`n81x'# so thatYi(x')5Yx
†i (]/] i)Yx . @Note that we have the gauge factors in the gluon~adjoint!

representation here.#
0-10
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where the first term is the lowest-order effective action@[ the first term in Eq.~35!# and the second term contains ne
information. To check this second term, we may expand it in powers of the sourceYi and it is easy to see that the fir
nontrivial term in this expansion coincides with the gluon-Reggeization term in Eq.~35!.

Apart from the Eq.~37! term, there is another contribution to the one-loop evolution equations coming from the dia
in Fig. 11b@5#:

Ui
a~x'!U j

b~y'!→2
g2

4p3 ln
s

s8
S ¹ i

xF E dz'

~x2z!'•~y2z!'

~x2z!'
2 ~y2z!'

2 ~Yx
†Yy112Yx

†Yz2Yz
†Yy!G¹Q j

yD ab

~38!

where

¹ i
xO~x'![

]

]xiO~x'!2 iU i~x'!O~x'!,

O~y'!¹Q i
y[2

]

]yiO~y'!2 iO~y'!Ui~y'! ~39!

are the ‘‘covariant derivatives’’~in the adjoint representation!. The corresponding term in effective action has the form

ig2

8p3 ln
s

s8
E dx'dy'~¹ i

xVi
a!~x'!E dz'

~x2z!'•~y2z!'

~x2z!'
2 ~y2z!'

2 ~Yx
†Yy112Yx

†Yz2Yz
†Yy!ab~¹ j

yVj
b!~y'!. ~40!

The final form of the one-log effective action for this case is the sum of the expressions~37! and ~40!:

Seff
(I )~Vi ,Yj !5E d2xVai~x!Yi

a~x!2
g2

8p3 ln
s

s8
E dx'dy'

1

~x2y!'
2 @ i „Vi~x'!Yx

†] iYy…
aa2NcV

ai~x'!Ui
a~x'!#

1
ig2

8p3 ln
s

s8
E dx'dy'¹ i

xVai~x'!E dz'

~x2z!'•~y2z!'

~x2z!'
2 ~y2z!'

2

3~Yx
†Yy112Yx

†Yz2Yz
†Yy!ab¹ j

yVb j~y'!, ~41!

whereVi is a weak source andYi is a strong one. It is clear that if the sourceVi is strong andYi is weak as shown in Fig. 10c,
diagrams the effective actionSeff

(II )(Vi ,Yj ) will have the similar form with the replacementV↔Y.
As we mentioned above, the diagrams in Fig. 10 and Fig. 11 complete the list of diagrams which contribute to the e

action at the one-log level~even if both sources are strong!. It means that the one-log answer in general case can be gu
by comparison of the answers forSeff

(I )(Vi ,Yj ) andSeff
(II )(Vi ,Yj ) ~the simple sum is not enough since some of the contributi

will be double-counted!. Instead of doing that, we will obtain the one-log result for two strong sources using the semicla
method and check that it agrees with Eq.~41!.

V. EFFECTIVE ACTION AND COLLISION OF TWO SHOCK WAVES

The functional integral~34! which defines the effective action is the usual QCD functional integral with two sou
corresponding to the two colliding shock waves. Instead of calculation of perturbative diagrams~as it was done in the previou
section! one can use the semiclassical approach. This approach is relevant when the coupling constant is relatively
the characteristic fields are large~in other words, wheng2!1 butgVi;gYi;1). In this case one can calculate the function
integral~34! by expansion around the new stationary point corresponding to the classical wave created by the collisio
shock waves.

With leading log accuracy, we can replace the vectorn by p1 and the vectorn8 by p2. Then the functional integral~34!
takes the form:

eiSeff(Vi ,Yi ;s/s8)5E DAeiSQCD(A)ei *d2x'Vai(x')Ui
a(x')1 i *d2x'WaiYi

a(x') ~42!

014020-11
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where now

Ui
a~x'!5E

2`

`

dvF̂ • i~vp11x'!,

~43!
Wi

a5E
2`

`

dvF̃* i~vp21x'! .

Hereafter we use the notations

Ô~x!5@2`p11x,x#O~x!@x,2`p11x#,
~44!

Õ~x!5@2`p21x,x#O~x!@x,2`p21x#.

Note that we changed the name for the gluon fields in
integrand fromC back toA.

As usual, the classical equation for the saddle pointĀ in
the functional integral~42! is

d

dA S SQCD1E d2x'Vai~x'!Ui
a~x'!

1E d2x'WaiYi
a~x'! DU

A5Ā

50. ~45!

To write down them explicitly we need the first variation
derivatives of the source terms with respect to gauge fi
We have

dUi5dÂi~`p11x'!2dAi~2`p11x'!

2E
2`

`

du¹̂ idÂi~up11x'!,

~46!

dWi5dÃi~`p21x'!2dAi~2`p21x'!

2E
2`

`

du¹̃ idÃi~up21x'!,

where

¹̂ iO~x![] iO~x!2 i @Ui~x'!1Ai~2`p11x'!,O~x!#,

FIG. 10. Typical perturbative diagrams in the next@ ln (s/s8)#2

order.
01402
e

d.

¹̃ iO~x![] iO~x!2 i @Wi~x'!1Ai~2`p21x'!,O~x!#.
~47!

Therefore the explicit form of the classical equations~45! for
the wave created by the collision is

DmFm i50,

DmF* m5dS 2

s
x•D F2

s
x* p1 ,2`p1G

x'

3¹̂ iV
i~x'!F2`p1 ,

2

s
x* p1G

x'

,

~48!

DmF •m5dS 2

s
x* D F2

s
x•p2 ,2`p2G

x'

3¹̃ iY
i~x'!F2`p2 ,

2

s
x•p2G

x'

.

These equations define the classical field created by
collision of two shock waves.8 Unfortunately, it is not clear

8They are essentially equivalent to the classical equations des
ing the collision of two heavy nuclei in Ref.@16#.

FIG. 11. Perturbative diagrams for the effective action in t
case of one weak source and one strong one.
0-12
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FIG. 12. Perturbative Feynman diagrams for the field strength~51!.
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how to solve these equations. One can start with the
field which is a simple superposition of the two shock wav
~12!

A
*
(0)5A•

(0)50, Ai
(0)5Q~x•!Vi1Q~x* !Yi ~49!

and improve it by taking into account the interaction betwe
the shock waves order by order@17#. The parameter of this
expansion is the commutatorg2@Yi ,Vk#. Moreover, it can be
demonstrated that each extra commutator brings a fa
ln(s/s8) and therefore this approach is a sort of leading lo
rithmic approximation. In the lowest nontrivial order on
gets

Ai
(1)52

g

4p2E dz'„@Yi~z'!,Vk~z'!#2 i↔k…
~x2z!k

~x2z!'
2

3H lnS 12
~x2z!'

2

xi
21 i e

D 12p iu~x* !u~x•!J ,

~50!

A•
(1)5

gs

16p2E dz'

1

x* 1 i e
ln„2xi

21~x2z!'
2 1 i e…

3@Yk~z'!,Vk~z'!#,

A
*
(1)52

gs

16p2E dz'

1

x•1 i e
ln„2xi

21~x2z!'
2 1 i e…

3@Yk~z'!,Vk~z'!#,

where xi
2[(4/s)x* x• is a longitudinal part ofx2. These

fields are obtained in the background-Feynman gauge.
corresponding expressions for field strength have the for
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F •*
(1)5

gs

4p2E dz'

1

2xi
21~x2z!'

2 1 i e
@Yk ,Vk#,

Fik
(1)5

g

2p2E dz'

1

2xi
21~x2z!'

2 1 i e

3~@Yi ,Vk#2@Yk ,Vi # !,

F • i
(1)5

gs

8p2E dz'

~x2z!k

2xi
21~x2z!'

2 1 i e

3S gik@Yj ,Vj #

x* 2 i e
1

@Yi ,Vk#2@Yk ,Vi #

x* 1 i e D ,

F
* i
(1)52

gs

8p2E dz'

~x2z!k

2xi
21~x2z!'

2 1 i e

3S gik@Yj ,Vj #

x•2 i e
2

@Yi ,Vk#2@Yk ,Vi #

x•1 i e D . ~51!

In terms of usual Feynman diagrams~when we expand in
powers of source just like in the previous section! these ex-
pressions come from the diagrams shown in Fig. 12. W
we sum up the three contributions from the diagrams in F
12a,b, and c the three-gluon vertex in Fig. 12a is replaced
the effective Lipatov’s vertex and we get Eq.~51! up to the
terms (1/]2)] i]kY

k and (1/]2)] j]kV
k standing in place ofYi

andVj . However, as we have discussed in Sec. III, the d
ferenceYi2(1/]2)] i]kY

k5g(]k /]2)@Yi ,Yk# ~which has an
additional power of g! will be canceled by the next-orde
perturbative diagrams of the Fig. 12d type.

Let us now find the effective action. In the trivial orde
the only nonzero field strength components areF • i

(0)

5d@(2/s)x* #Yi(x') and F
* i
(0)5d@(2/s)x•#Vi(x') so we get

the familiar expressionS(0)5*d2x'VaiYi
a . In the next order

one has
0-13
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S(1)5E d4xS 2
2

s
F

*
(1)aiF • i

(1)a2
1

4
Fik

(1)aF (1)aik1
2

s2 F
* •
(1)aF

* •
(1)aD

12E d2x'E du†TrVi
„@2`p1 ,up1#x'

F • i~up11x'!@up11x' ,2`p1#x'
…

(1)

1TrYi
„@2`p2 ,up2#x'

F* i~up21x'!@up2 ,`p2#x'
…

(1)
‡. ~52!
in

al
rs
.

se

s

e
i-

S
ri-
We have seen above that the effective action conta
ln(s/s8) @see Eq.~35!#. With logarithmic accuracy, the RHS
of Eq. ~52! reduces to

S(1)52
2

sE d4xF
*
(1)ai~x!F • i

(1)a~x!

1E d2x'2Tr@Yi ,Vi #~@x' ,2`p21x'# (1)

2@x' ,2`p11x'# (1)!. ~53!

The first term contains the integral overd4x
5(2/s)dx•dx* d2x' . In order to separate the longitudin
divergencies from the infrared divergencies in the transve
space we will work in thed5212e transverse dimensions
he

01402
s

e

It is convenient to perform at first the integral overx* which
is determined by a residue in the pointx* 50. The integra-
tion over the remaining light-cone variablex• factorizes then
in the form *0

`dx• /x• or *2`
0 dx• /x•. This integral reflects

our usual longitudinal logarithmic divergencies which ari
from the replacement of vectorsn andn8 in Eq. ~34! by the
light-like vectorsp1 and p2. In the momentum space thi
logarithmical divergency has the form*da/a. It is clear that
whena is close tos ~or s8) we can no longer approximat
n by p1 ~or n8 by p2). Therefore, in the leading log approx
mation this divergency should be replaced by ln(s/s8):

E
0

`

dx•

1

x•
5E

0

`

da
1

a
→E

s

s8
da

1

a
5 ln

s

s8
. ~54!

The ~first-order! gauge links in the second term in the RH
of Eq. ~53! have the logarithmic divergence of the same o
gin:
@x' ,2`p11x'# (1)52
i

8p2E
2`

0 dx*
x*

E d2x'

G~e!

~x2z!'
2e

@Yk~z'!,Vk~z'!#,

@x' ,2`p21x'# (1)5
i

8p2E
2`

0 dx•

x•
E d2x'

G~e!

~x2z!'
2e

@Yk~z'!,Vk~z'!#, ~55!
se
n

which also should be replaced by ln(s/s8). Performing the
remaining integration overx' in the first term in the RHS of
Eq. ~53! we obtain the the first-order classical action in t
form

S(1)52
ig2

8p2 ln
s

s8
E d2x'd2y'„L1

a~x'!L1
a~y'!

1L2
a~x'!L2

a~y'!…
G~e!

~x2y!'
2e

, ~56!
where

L1
a5 i f abcYj

aVb j, L2
a5 i e ikYaiVbk, ~57!

ande ik is the totally antisymmetric tensor in two transver
dimensions (e1251). One may also rewrite this expressio
in a compact form

S(1)5
ig2

2p
ln

s

s8
E d2x'S L1

a 1

]'
2

L1
a1L2

a 1

]'
2

L2
aD . ~58!

A more accurate version of this formula looks like
0-14
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S(1)5
ig2

2p
ln

s

s8
E d2x'FL1

a 1

]'
2

L1
a1L2

aS Y†
1

]'
2

Y1V†
1

]'
2

V2
1

]'
2 D ab

L2
b

1L1
aS ] i

]2 Y†
]k

]2 Y2Y↔VDL2
be ik2L2

ae ikS Y†
] i

]2 Y
]k

]22Y↔VD ab

L1
bG1O~@Y,V#3!, ~59!
ro

ny

y
la
ec
an

the
p-

ms
where

Y~x'!5@`p1 ,2`p1#x'
, V~x'!5@`p2 ,2`p2#x'

.
~60!

It is easy to see that in the case of one weak and one st
source this expressions coincides with Eq.~40! ~up to the
terms of higher order in weak source which we neglect a
way!.

At d52 we have an infrared pole inS(1) which must be
canceled by the corresponding divergency in the trajector
the Reggeized gluon. The gluon Reggeization is not a c
sical effect in our approach—rather, it is a quantum corr
tion coming from the loop corresponding to the determin
of the operator of second derivative of the action

d

dAm

d

dAn
S SQCD1E d2x'Vai~x'!Ui

a~x'!

1E d2x'WaiYi
a~x'! D U

A5Ā

. ~61!
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The lowest-order diagrams are shown in Fig. 13 and
explicit form of the second derivative of the Wilson-line o
erator is

dUi5 i E
2`

`

duE
2`

u

dv@dÂi~up11x'!,¹̂ idÂi~vp11x'!#,

dWi5 i E
2`

`

duE
2`

u

dv@Ãi~up21x'!,¹̃ idÃi~up21x'!#.

~62!

Now one easily gets the contribution of the Fig. 13 diagra
in the form

Sr5
g2Nc

8p3 ln
s

s8
E d2x'd2y'@Vi

a~x'!Yai~y'!

2Vi
a~x'!Yai~x'!#

G2~11e!

@~x2y!'
2 # (112e)

. ~63!

A more accurate form of this equation reads
ase
Sr52
g2Nc

8p3 ln
s

s8
E d2x'd2y'

G2~11e!

@~x2y!'
2 # (112e)

3H Vi
a~x'!Yai~x'!2

1

Nc
„Yi~x'!$Y~x'!Y†~y'!1V~x'!V†~y'!21%Yi~y'!…aaJ 1O~@Y,V# !, ~64!

whereO aa[Tr O in the gluonic representation. In the case of one strong and one weak source it coincides with Eq.~37! ~up
to the higher powers of weak source!.

The complete first-order ([ one-log! expression for the effective action is the sum ofS(0), S(1), andSr :

Seff5E d2xVai~x!Yi
a~x!2

ig2

8p2 ln
s

s8
E d2xd2yH G~e!

~x2z!2e
@L1

a~x!L1
a~y!1L2

a~x!L2
b~y!~Yx

†Yy1Vx
†Vy21!ab#

3E d2z
e i j ~x2z! i~z2y! j

p2~x2z!2~z2y!2
@L1

a~x!~Yz
†Yy2Y↔V!abL2

b~y!2L2
a~x!~Yx

†Yz2Y↔V!abL1
b~y!#J

2
g2Nc

8p3 ln
s

s8
E d2x'd2y'

G2~11e!

@~x2y!'
2 # (112e) H Vi

a~x'!Yai~x'!2
1

Nc
@Vi~x'!$Y~x'!Y†~y'!

1V~x'!V†~y'!21%Yi~y'!#aaJ . ~65!

At one weak and one large source it coincides with Eq.~41!. @As we discussed in Sec. IV, the new nontrivial terms in the c
of two strong sources start from@Y,V#3ln2(s/s8).]
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As usual, in the case of scattering of white objects the logarithmic infrared divergence;1/e cancels. For example, for th
case of one-Pomeron exchange the relevant term in the expansion ofeiSeff has the form

2
g2

16p2 ln
s

s8
E d2x'd2y' f dam~Vj

aYm jgik1Vi
aYk

m2Vk
aYi

m!~x'!
G~e!

~x2y!'
2e

f dbn~Vl
bYnlgik1VbiYmk2VbkYmi!~y'!

1
g2Nc

16p3 ln
s

s8
E d2x'Vi

a~x'!Yai~x'!E d2y'd2y'8 @Vj
b~y'!2Vj

b~y'8 !#
G2~11e!

@~y2y8!'
2 # (112e)

@Yb j~y'!2Yb j~y'8 !#. ~66!
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It is easy to see that the terms;1/e cancel if we project onto
colorless state in t-channel†that is, replaceVaiVj

b by
@dab /(Nc

221)#VciVj
c
‡. It is worth noting that in the two-

gluon approximation the RHS of Eq.~66! gives the BFKL
kernel.

VI. CONCLUSIONS AND OUTLOOK

First I would like to discuss the relation of this method
other approaches to the high-energy effective action
cussed in the literature.

Historically, the idea how to reduce QCD at high energ
to the two-dimensional effective theory was first sugges
in Ref. @3# where the leading term in Eq.~35! was obtained.
However, careful analysis of the assumptions made in
paper shows that the authors considered the fixed-angle
of the theory (s,t→`) rather than the Regge limit~where
→` but t is fixed!. It turns out that the first term in Eq.~35!
is the same for both limits, but the subsequent terms diff

Careful analysis of the effective action in the Regge lim
was performed in the papers by Lipatov and collaborat
@18#. The definition of the effective action in these papers
close to Eq.~33!. However, the effective action is present
there in terms of the Reggeons built from fast and slow g
ons rather than from the corresponding Wilson-line opera
Vi and Yi . In the first order, when the Reggeized gluon
identical to the usual gluon the expressions for the effec
action are equivalent. In general, the explicit formula for t
relation of the Reggeized gluons to usual gluon operator
not known and therefore it is not possible to compare
intermediate formulas for the higher terms in the effect
action. Hoewever, since the physical results for the BF
Pomeron and the three-Pomeron vertex coincide I think
the effective action obtained in Refs.@18,6# is equivalent to
Eq. ~33!.

The most close in spirit to our semiclassical method is
renormalization-group approach to the high-energy sca
ing from the large nuclei advocated in the papers of McL
ran and collaborators~see, e.g., Refs.@15,8,19#!. In this ap-
proach, the small-x evolution of one strong shock wave
studied in the light-like gauge.~With such choice of gauge
the second shock wave can be treated perturbatively a
very end of the evolution process.! The strong shock wave i
created by the sourcesr(x') so the evolution of the effective
action S(r) is obtained. In our terms, this amounts to t
solution of classical Eqs.~48! using the trial configuration
Ai5Uiu(x* ) @instead of starting point Ai5Uiu(x* )
01402
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1Viu(x•) taken in this paper#. Unfortunately, due to differen
gauges adopted in our paper and Refs.@8,19# the treatment of
the boundary terms in the functional integral is differe
which leads to the different sources for the shock waves
makes it hard to compare the intermediate formulas. Ho
ever, since again the BFKL results coincide I think the
effective actions are essentially the same.

Also, there is a paper@20# where the notion of the effec
tive action for the given interval in rapidity is discussed
terms very close to the present paper. The general idea is
same ~as in this paper or in the approaches mention
above!. Unfortunately, the authors have not reproduced
BFKL Pomeron so it is difficult to compare the expressio
for the effective action.

In conclusion I would like to outline possible uses of th
approach. The ultimate goal is to obtain the explicit expr
sion for the effective action in all orders in ln(s/m2). One
possible prospect is that due to the conformal invariance
QCD at the tree level our future result for the effective acti
can be formalized in terms of conformal two-dimension
theory in external two-dimensional ‘‘gauge fields’’Vi and
Yi . So far, I was not able to use the conformal invarian
because it is not obvious how to implement it in terms
Wilson-line operators. We can, however, expand Wils
lines back to gluons. The conformal properties
~Reggeized! gluon amplitudes are well studied now. In th
coordinate space the BFKL kernel is invariant under Mob
group and therefore the eigenfunctions of the BFKL ker
are simply powers of coordinates. Moreover, at largeNc the
diagrams with fixed number of Reggeized gluons~which
form a unitary subset of all diagrams! may be described in
terms of two-dimensional quantum mechanics of the p
ticles with Lipatov’s Hamiltonian~@14#!. Due to the property

FIG. 13. Lowest-order diagrams for gluon Reggeization.
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of a holomorphic separability this two-dimensional quantu
mechanics reduces to the one-dimensional Heisenberg
spin-0 model@21#. ~Unfortunately, the exact solution of thi
model is not known yet.! It is not clear which part of this
symmetry survives for the full effective action but there
every reason to believe that it will simplify the structure
the answer even after reassembling of Wilson lines.

The semiclassical approach developed above for
small-x processes in perturbative QCD can be applied
studying the heavy-ion collisions. As advocated in Ref.@15#,
for the heavy-ion collisions the coupling constant may
relatively small due to high density. On the other hand,
fields produced by colliding ions are large so that the prod
gA is not small—which means that the Wilson-line gau
factorsV and Y are of order of 1. It should be mentione
however, that in this paper we considered the special cas
the collision of the two shock waves, namely without a
particles in the final state. It follows from the usual bounda
conditions for Feynman amplitude~8! which we calculate:
no outgoing waves att→` ~and no incoming fields att→
2`, but we have satisfied this condition by choosing t
gaugeAu t→2`50). However, people are usually interest
in the process of particle production during the collision~see
e.g. @22#! since it gives the experimental probe of quar
gluon plasma. In this case, our approach must be mod
for the new boundary conditions—we must solve the cla
d
9,

,

.
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cal equations~48! with Feynman boundary conditions onl
at t→2`. The boundary condition att→` depends on the
problem under investigation: in case we are interested in
total cross section~cut diagrams! we must calculate the
double functional integral corresponding to the integrat
over the ‘‘1’’ fields to the right and the ‘‘2 ’’ fields to the
left of the cut~see Ref.@23#!. ~This is actually a functional-
integral formalization of Cutkovsky rules.! In this case we
may use the usual~Feynman and c.c. Feynman! propagators
for each type of the fields. The boundary condition requi
that two types of the field — the left-side ‘‘2 ’’ fields and the
right-side ‘‘1’’ ones — coincide att→`. @This boundary
condition is responsible for thed(p2)u(p0) propagators on
the cut.# Thus, to find the total cross section of the shoc
wave collision in the semiclassical approximation we m
solve the double set of classical equations for ‘‘1’’ and ‘‘
2 ’’ fields with the boundary condition that these fields c
incide at infinity. The study is in progress.
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