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The n +p 7t +n differential cross section at 180' has been measured for 52 values of
x momentum from 1.8 to 6,0 GeV/c using a constant-geometry detection system. The average
statistical uncertainty is 5% and the systematic uncertainty is -10%. The details of the ex-
periment and the data analysis are discussed. The data are compared with those of other ex-
periments with which they are generally in agreement. One set of data disagrees with those
presented here and a possible reason for this is discussed. A five-parameter fit of the pre-
dictions of a dual-resonance model to our data gave excellent agreement. The differential
cross sections at 180 for 7t p elastic scattering have been compiled and the moduli and rela-
tive phase of the T =2 and T = s pion-nucleon s- and s-channel amplitudes (~A &2~ ~ t/i3/2[ y and

cos5) have a minimum at Wu =0.4 QeV/c and, in the s channel, a corresponhg minimum at
V s =2.2 GeV/c.

I. INTRODUCTION

The differential cross sections for the pion
charge-exchange reaction

1T +p~ 7P +g

at 0' and 180 are of special interest because most
models predict their energy dependence with rela-
tively few parameters and, in principle, compari-
son of these predictions with experiment should
permit a choice among them. The energy depen-
dence of the 180' differential charge-exchange
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cross section was previously not well known.
There were experimental values' ' for pion beam
momenta up to 40 GeV/c, but they were widely
spaced and generally had large statistical uncer-
tainties. Therefore, we have measured this cross
section for 52 values of pion beam momentum
from 1.8 to 6.0 GeV/c using a constant-geometry
experimental arrangement to eliminate sources of
relative error. The average statistical uncertain-
ty of our values is -5%, and the possible sources
of systematic error result in an estimated uncer-
tainty of -10% in the absolute values of the cross
sections. This, however, is essentially an uncer-
tainty in the over-all scale, not an uncertainty in
the relative values of the cross sections for differ-
ent momenta. In the interim since the conception
of this experiment, other groups have published
180 differential cross-section values for selected
pion momenta up to 18 GeV/c. ' '

In this paper we discuss the details of our experi-
ment and of the analysis of the data. We present
the results, previously published in brief form, '
and a comparison of these with the results of other
experiments. In addition to discussing the general
features of these data, we compare them with the
predictions of a dual-resonance model' in which
the pion-nucleon amplitudes are a linear combina-
tion of Veneziano terms' modified by introducing a
common linear imaginary part into all the Regge
trajectories. We also present a compilation of 180'
differential cross sections for m p and n'p elastic
scattering and the conclusions that can be drawn
from these and the charge-exchange cross sections
about the isotopic-spin- —,

' and --,' amplitudes.
The design of a constant-geometry experimental

arrangement useful for such a wide range of pion
momenta was possible because the laboratory mo-
mentum of outgoing neutral pions emitted at 180'
changes very little in this range [see Fig. 1(b)].
Since the minimum opening angle between the pho-
tons emitted in the decay of the m' is 2cos '(P„o/
E„o), this also changes very little for the range of
v momenta covered [Fig. 1(a)]. The detector used
to detect the photons from the n decay was a show-
er-counter hodoscope in the shape of an annular
ring centered on the beam axis. The dimensions
were chosen to optimize the probability that both
photons from m"s produced at 180 would impinge
on the ring. Because of the slow variation of mini-
mum opening angle, these dimensions did not
change very much within the range of m momenta
covered, and a constant geometry was found that
was suitable for all momenta. The outgoing neu-
tron was also detected by using a constant-geome-
try neutron detector centered on the beam axis,
and data were taken with and without the require-
ment of neutron coincidence. An anticoincidence
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FIG. 1. {a): The minimum opening angle between the
two y rays from the decay of a z produced at 180' in the
reaction r p w'4. (b): The momentum of the wo; both
as functions of m momentum.

H. EXPERIMENTAL DETAILS

A. Beam and Target

This experiment was performed in the 17' beam"
at the Zero Gradient Synchrotron (ZGS) at Ar-
gonne National Laboratory. This facility is shown
in Fig. 2. The internal beam of the ZGS was inci-
dent on the tungsten target which was also used to
extract protons for the first external proton beam.
During most of our experiment the target position
was chosen primarily to optimize the extraction
efficiency and emittance for this proton beam, and
this is not generally the optimum position for yield
in the 17 beam. However, the yield was 2 to 3
x10' pions per 10"protons in the momentum re-
gion between 2.5 and 4 GeV/c. At lower and high-
er momenta it fell off due to the unfavorable geom-
etry. Typically, the beam pulses were 700 m sec

charge particle and shower detector surrounding
the target was used to eliminate events where
charged particles or multiple m"s were produced.
The individual detection efficiencies of these de-
tectors were determined experimentally, and the
over-all detection efficiency, including the details
of the geometry, was calculated from a Monte Car-
lo simulation of the experiment.
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FIG. 4. Composition of the beam as a function of z
momentum. Top curve: x fraction of beam. Bottom
curve: p e fraction of beam.

mentum. These values were used to correct the
value for the beam flux for cross-section calcula-
tions.

B. Interaction Detection Equipment

The counters used to define a good charge ex-
change event are shown in Fig. 5. The liquid-hy-
drogen target (LH, ) is surrounded on six sides by
charged particle detectors and on five sides with
shower counters (P, A, K, D). One condition re-
quired for a "good" event is that no element of this

charged-particle-y-ray anticoincidence shield
fires, ensuring that a beam particle has interacted,
and that no charged particle and only y rays in the
backward direction were produced. y rays from
the decay of the m' are detected by the annular show-
er counter (ft) upstream from LH, . The neutron
detector (N) is located downstream from LH, .

The four lateral (D) and the downstream (K) count-
ers of the anticoincidence shield form an enclosure
of 61 by 44 cm. They contain a ~-in. layer of scin-
tillator followed by 9 layers of shower counter con-
sisting of one radiation length" (5.8 mm) of lead,
6 mm of scintillator, and 2 mm of steel for support.
Figure 6 shows the D counter arrangement and
Fig. 7, the K counter. There is a 6-cm-diam hole
in the K counter through which pass the beam parti-
cles which have not interacted in the target. The
radiation lengths are such that the D and K counters
should detect all but 0.01% of single y rays and all
but 8 x10 '% of n'o's (two y rays) incident on them
normally.

The A. counter is designed to detect noninteract-
ing beam particles and other charged particles and

y rays passing through the hole in the K counter
without presenting a large interaction probability
for forward going neutrons. It is 16 by 18 cm and
consists of two layers of scintillator 6 mm thick
sandwiching a single layer of lead 3 radiation
lengths thick. It should detect all but ll%%uo of sin-
gle y rays and all but 1% of forward going w"s.
11% of forward-going neutrons interact in the A
counter.

The P counter is a charged-particle detector
covering the upstream hole in the Bnticoincidence

Bp Bg
lWV JzHi
CCJJZZ 64

Neutron Counter
N

Annular~Hodoscope

Target

Target
Center

Front View of Annular Hodoscope

0 10 20 50 40 50
I I I I I I

crn
Half sc

FIG. 5. Cross-sectional view of the experimental arrangement of counters. R, annular hodoscope for 7r detection.
Bs, B4, beam-defining counters. P, backward charged-particle detector. D, E, anticoincidence charged-particle and
shower detectors. A. , forward anticoincidence y detector. N, neutron counter.
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FIG. 6. Cross-sectional view of the arrangement of the D, anticoincidence detectors. The beam is coming out of the

paper through the LH2 target center. Details of the construction of one of the D counters are indicated.

shield. It consists of a piece of —,'-in. -thick scin-
tillator, and 1.7% of backward-going y rays are
converted in it. There is a l-in. -diam hole through
the center of I' for the incoming beam.

The p counter is an annular. array of 24 shower
counters for detecting the y rays from the w' de-
cay. It is 106 cm in outside diameter and 46 cm
in inside diameter and is placed 90 cm upstream
from the center of LH, . A schematic drawing of
the p counter array is shown in Fig. 5 and a more

detailed drawing of one of the g shower counters
in Fig. 8. These shower counters consist of eight
layers, each containing 1 radiation length of lead,
—,
' in. of scintillator and 2 mm of steel for support.
They detect all but 0.3% of single y rays at normal
incidence. Each of the g counters contains a fit-
ting into which pulsed light sources may be insert-
ed to facilitate relative timing adjustments in the
electronics. The photomultipliers" for these
counters were especially selected for low noise.

I
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FIG. 7. The K anticoincidence detector. The central hole is for the m beam.
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Th tron detector N is situated with its en-e neu
f LHtrance cm ow40 d nstream from the center o

' e modulesnext to the A. counter. It consists of five mo es
15.2 by 15.2 by 23 cm long. Figure 9 is a sche-
matic drawing of one of these modules. It con-
tains six layers of 2.03-cm-thick lead alternated
with 1.2-in. scintillator. Thus, the N tthe N counter con-
tains a total of 61 cm or 3.4 reaction lengths" of
lead and ideally detects 96.7% of all neutrons
traversing x s w o't h le length. The detection effi-

x erimentciency or isfor this counter as used in this experimen
s determined experimentally and is in agree-was e erm

ment with the theoretical figure. Thzs wi
cussed in Sec. IID.

C. Electronic Logic and Data Storage

The basic definition of a good evenent was one for
h' h there was a good beam partic e, ] 2 3,'leB B B,w lc e

idenceB„Cj, for w xc noj, f h' h no counter in the antxcoinc
shield fired (A4), D,D,D+P,P, ) and for which two

or more ring counters fared g,.g&. . . ,
'i &j). In ad-

whether't' 't as necessary to determine w

th s a neutron in coincidence (N) an o r
cord the rate of accidental coincidences. g-
ic used to achieve this is shown xn Fag. 10. A

~B B B B CP P ), a ring counter trig-beam trigger 1 2 3 4 1 2

i 'j and an anticoincidence shielger (R,R~. . . , s j an
trigger D,D D D+) were formed. If there was a
coincidence e eenb tw en them a master trigger was

ed. To measure the rate of accidentals theforme . o mea
sec the eriodbeam trigger was delayed by 70 nsec, e p
n accidental co-of the rf structure. If there was an acci e

d between this delayed trigger, a ririg
counter raggert tri er and an anticoincidence s xe g-
ger, a mas er rt trigger was formed but was accom-

e. If there'
d b an accidental marker pulse. I ere

'thwas a neutron counter pulse in coincidence wi
th ster trigger, a neutron mark prker ulse wase mas

ere countedated. The beam trigger pulses were c
to prove e i o'de information on the incoming ux

e countedcross sections. Various other pulses were coun
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FIG. 9. One o ef th N neutron counter modules.
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FIG. 10. Schematic diagram of the logic used to define the backward 7I0 events.

to provide checks on equipment performance.
Figure 11 shows the master-trigger counting

rate (RB) and the neutron marker pulse counting
rate (RBN) as a function of the delay between the
beam trigger and the ring counter trigger. The

width of both peaks is -23 nsec which arises from
the 8-nsec width of the beam trigger and the 15-
nsec width of the ring counter trigger. The acci-
dentals rate is seen to be -10% for RB and -5/q for
RBN pulses.
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FIG. 11. The master-trigger counting rate with neutron coincidence required (RBN) and without neutron coindidence
required (RB) as a function of the delay between the beam trigger and the ring counter trigger.
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The information to be stored for each event was
the following: Which of the 24 ring counters fired,
whether there was a neutron marker, and whether
there was an accidental marker, a total of 26 bits.
The signals from the ring counters were suitably
delayed (-120 nsec) to arrive at the input gate to
the storage buffer in coincidence with the master
trigger, the neutron marker, and the accidental
marker. If there was a master trigger, the gate
was enabled, and the 26 bits were passed into the
main storage buffer. In addition to the main stor-
age buffer, there were ten further storage buffers,
each capable of storing 26 bits, to which the in-
formation was transferred. While the information
was being stored in the main buffer and was being
transferred out of the main buffer, the counter log-
ic system was not enabled. When the main buffer
was emptied, a ready flag was sent to enable the
counter logic. This system could therefore accept
up to 11 events per machine pulse at a rate of 125
kc.

The information in the storage buffers was read
out into two systems. One was a hardware logic
interface (Marbles) feeding into registers and a
Flexowriter with printout and a punched paper tape
unit. The second, which was only available for the
latter half of the experiment, was a PDP-8/S with
a teletype and a punched paper tape unit. For both
systems, the 26 bits of storage buffer were
scanned by a commutator at a rate of 250 kc.
When a bit was encountered, the scanning stopped;
the bit number was stored by Marbles and read
out to the Flexowriter and the PDP-8/S. When
this was completed, the scanning was resumed
until the next bit was encountered.

The output information from Marbles was re-
corded by 24 "counter" registers, one correspond-
ing to each ring counter, and by 11 "difference
counter" registers. When a bit number was de-
tected by Marbles, the corresponding counter reg-
ister was incremented by one, providing no acci-
dental marker had been read. The distribution in
the counters was an immediate check on their per-
formance. The Flexowriter recorded the bit num-
ber on the printout and punched paper tape for the
counter, accidental marker, and neutron marker
bits. When the first bit was encountered by the
scanner, a modulo 12 up-down counter was started
which was stopped when the second bit was en-
countered. After the 24 counter bits were scanned,
the content of the up-down counter, which repre-
sented the difference counter number, was then
stored by incrementing by one the corresponding
difference counter register providing no accidental
marker had been read.

The PDP-8/S output on printout and paper tape
was identical with that of the Flexowriter. In addi-

tion, it formed internal histograms in real time
which were printed out and punched on paper tape
at the end of each run. These included various
counter distributions and also difference counter
distributions, both with and without neutron and
accidental markers.

The difference counter number was defined as
follows. If only one of the 24 counter bits or only
two adjacent counter bits were on, this was a one-
y-ray event, and a difference counter number was
not generated. If the bits in nonadjacent counters
were on, then the number in the up-down sealer,
which is the smallest number of intervening count-
ers plus one, was taken as the difference counter
number (e.g. , if counters 1 and 9 fire, the differ-
ence counter number was 8. If counters 1 and 17
fire, the difference counter number was also 8).
If one isolated counter and a pair of adjacent count-
ers register events, then this was taken as a two-
y-ray event because a shower originating in the
edge of one counter could also trigger an adjacent
counter. The difference counter number was taken
to be that associated with the largest physical sep-
aration (e.g. , if counters 1, 9, and 10 fired, the
difference counter number was 9). Similarly, if
two pairs of adjacent counters fired, this was tak-
en as a two-y-ray event, and the difference count-
er number was taken to be that associated with the
largest physical separation. This choice did not
introduce any biases since the same choices were
made in the Monte Carlo programs used to gener-
ate difference counter distributions for geometric
detection efficiency factors. Counter difference
numbers were not generated for cases with three
or more separate hits.

D. Shower-Counter and Neutron-Counter

Detection Efficiencies

The physical detection efficiency of a ring show-
er counter was measured at the University of Illi-
nois betatron and found to be better than 99% for
100- and 200-MeV/c electrons and positrons.
This agrees with the ideal result that only 0.3$ of
all y rays at normal incidence will not convert in
8 radiation lengths of matter. The complete detec-
tion efficiency including the geometric configura-
tion was determined by Monte Carlo simulations
which are discussed in Sec. III B.

The interaction cross section for neutrons in
lead gives the result that 97% of the neutrons will
interact in traversing the full length of the neutron
counter. However, there is not a 100% probability
that each interaction will result in particles that
produce pulses in the scintillation counters. For
example, if the neutron counter consisted of 3.4
interaction lengths of lead followed by a single
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FIG. 12. The three arrangements of lead and scintillator used in the determination of the neutron counter efficiency.
(a) n =1, (b) n =2, (c) n =4.

(2)P (t, n)

Figure 12 illustrates the experimental configura-
tions used to determine PD(t, n). In configuration
(a), used in our neutron detector, t= 2.03 cm and

n = 1. Six of such lead scintillator sandwiches are
used to increase the data collection efficiency. In
configuration (b), t = 2.03 cm and n = 2. There are
twelve sandwiches each containing 1.015 cm of
lead. In configuration (c), t=2.03, n =4, and there
are 24 sandwiches.

Those backward charge-exchange events for
which there is an RB coincidence signal involve a

piece of scintillator, the particles produced by a
neutron interacting in the first 0.1 interaction
length would probably not reach the scintillator.
If the neutron interacted close to the edge of the
lead, then the probability would be reduced even
further since, on the average, half of the second-
ary particles would leave the detector. The effi-
ciency for detecting neutrons by a counter which
consists of k pieces of lead of thickness g each fol-
lowed by a slab of scintillator can be written

E=(1 —e """)PD(t,1)G,

where X is the interaction length, P~(t, 1) is the
probability that a neutron interacting in a single
piece of lead of thickness I; will produce a signal
in the scintillator, and G is a solid-angle factor.
G was calculated by our Monte Carlo simulation of
the experiment, but P~(&, 1) was necessarily deter-
mined experimentally.

The experiment was based on the obvious fact
that all interactions will be observed if the slabs
of lead a,re made very thin. The approach taken
was to divide each thickness 5 into n slabs, each
followed by a scintillator. Then, the probability
that an interaction neutron will produce a signal
becomes

E„=(1 —e ""~)Pn(t,n)G„. (4)

G„ is now the solid angle factor for the particular
configuration. In practice, one must also include
the effects of the scintillator on the efficiency and

the actual calculation was in fact carried out in-
cluding these effects. However, this calculation
may be represented by the following simplifica-
tion. The ra, tio

Pp(t, 1) E,G„
PD(t, n) E„G,

may be calculated from Eg. (3), the experimental
values for N„N„, Ã», and the values calculated
for G„and G, by the Monte Carlo simulation. How-
ever, from Eq. (2) we see that

P,(t, 1)
(

'
)

= P~(t, 1).

Thus the values found for E,„should give P~(t, 1)
when extrapolated to sufficiently large n. Con-

TABLE I. Relative efficiency for detecting a neutron
interaction in a lead scintillator array.

Beam momentum

2.2 QeV/c

3.0 GeV/c

PD(t, 1)
PD(t, 2)

1.01+0.03

0.98 + 0.03

Pa(t &)' P~(t, 4)

0.97 + 0.03

0.99+0.03

neutron traveling inside a narrow forward cone de-
fined by the geometry of the m' detector and the
kinematics. If N» is the number of such events,
then the number of coincident neutron detector trig-
gers should be

N„=NzaE„

where, in principle, the neutron detection efficien-
cy is
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versely, if R„ is constant, it implies that

Pn(t, 1)=R„.
We determined g, and g4 at two beam momenta,

2.2 and 3.0 GeV/c. Table I gives the results cal-
culated using the complete analysis including the
effects of the scintillator" rather than the approxi-
mate method discussed above. Since the total in-
elastic cross section for lead is constant from 1 to
6 GeV/c, ' we expect no efficiency variation with
momentum due to the basic cross section. P~(t, 1),
however, could be momentum-dependent and would
be expected to approach unity more closely at high-
er momenta. However, within the uncertainties
these results are consistent with P~(t, 1)= 1 for
both beam momenta studied. In addition to the sta-
tistical uncertainties given in Table I, there is a
4% systematic uncertainty in the interaction length
in scintillator. Therefore, for the neutron counter
array used in our experiment, we conclude that
our efficiency for detecting a neutron interaction
is unity to within 5%.

The neutron beam defined by the &B trigger
could, of course, be used to determine the detec-
tion efficiency of other neutron counter configura-
tions. We carried out such an investigation for a
configuration very similar to that in another ex-
periment' measuring the backward charge-ex-
change cross section. This investigation was
prompted by the disagreement between the values
given for neutron counter efficiencies in that ex-
periment and what would be expected from the con-
siderations just discussed. The configuration in-
vestigated consisted of six —,-in. -thick by 7.2 by
9.4 in. pieces of brass spaced 1.4 in. apart and

placed so that the neutron beam defined by the RB
trigger was centered 2 in. from one edge of this
array. We placed a scintillation counter behind
the brass array so as to just cover the brass. We
placed a second counter with ten times the area of
the brass array behind the first scintillation count-
er. Hence, we could measure how many neutrons
produced interactions such that the charged frag-
ments went sufficiently forward so as to pass
through all the brass, and also how many passed
out of the edge of the array without getting to the
smaller counter. Both counters were placed in co-
incidence with our RB logic. Our measurement
showed that for 40% of the interactions occurring
within 2 in. of the edge of the brass array, the
resultant charged particles left the edge of the ar-
ray before getting to the small counter and were
recorded in the larger counter. This measure-
ment was performed at an incident beam momen-
tum of 3 GeV/c. The effect would be greater at
lower momenta and is not consistent with the neu-
tron counter efficiencies quoted in Chase et al.'

III. DATA ANALYSIS

A. Corrections

The raw data used to calculate the cross sections
consisted of the difference counter distributions
with (RBN) and without (RB) neutron coincidence
required. In addition to real two-y-ray events
from m"s originating in the hydrogen, these in-
clude events from coincident y rays originating
elsewhere and accidental coincidences. A possi-
ble source of background would be y rays from
multiple m" s produced in the hydrogen. However,
an investigation of this possibility showed that the
contribution to the counting rate was negligible.
This is discussed in Sec. III D.

All of the background from nonhydrogen events
was removed by subtracting the difference counter
distribution obtained with LH, empty from that ob-
tained with LH, filled with liquid hydrogen at each
momentum. Figure 13 shows the counting rates
for the sum of the RBN events in the diff erenc e
counter distributions for target full and target
empty as a function of incoming m momentum.
The subtraction is seen to be s5% over the whole
range. For RB events the subtraction was F10%
over the whole range.

The singles counting rates for the ring counter
trigger with target full and target empty were
equal to within 1% and, therefore, most of the ac-
cidental events were also removed by the subtrac-
tion of the empty target events. There is one
class of accidental events for which this is not
true. This is the case where a n' from the hydro-
gen decays so that only one y ray is incident on the
ring counter and is in accidental coincidence with
a non-hydrogen event in the ring counter. The con-
tribution of this type of accidental to the difference
counter distribution should be constant with re-
spect to difference counter number (i.e. , if a y ray
from a hydrogen fires a given counter, an acci-
dental coincidence with any other counter is. equal-
ly probable). Since the difference counter distri-
bution from w' events is peaked (see Sec. IIIB),
these accidentals are observed as a filling in of
the difference counter number region not populated
by m events. A correction for this effect was cal-
culated from the singles rates in the ring counters.
Figure 14 shows the raw difference counter data
for 3 GeV/c, the target-empty subtraction, the ac-
cidental subtraction, and the corrected data. The
solid line is the Monte Carlo prediction (see Sec.
III B) for the w' difference counter distribution.
The corrected data are observed not to populate
the region of the difference counter distribution
predicted to be empty by the Monte Carlo calcula-
tion, indicating that the background and accidental
subtraction did include all contribution sources.
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FIG. 13. Comparison of the counting rates for target empty and target full as a function of 7r momentum.

B. Monte Carlo Simulation

A Monte Carlo program simulating the experi-
mental situation was used in optimizing the design
of the equipment and to calculate the detection effi-
ciency for n"s. Charge-exchange events for given
w momentum and m' angular distributions were
thrown with a vertex position chosen randomly in
a volume corresponding to the beam dimensions
in the target. The beam direction for each event
was chosen randomly inside the beam cone. The
neutron and both y ra,ys from the decay of the w'

were allowed the probability of interaction with

any matter encountered along their paths accord-
ing to their elastic and inelastic cross sections
and conversion probabilities for that matter (iron,
lead, or scintillator). 's "" If an interaction took
place in a counter, a trigger was registered for
that counter. If the neutron scattered elastically
in the A. counter, it was terminated at that point
but an A. counter trigger was not registered. If a
y ray interacted in a ring counter within 1 cm of
the edge of an adjacent counter, triggers were
registered for both counters. Similarly, if a y ray
interacted in a crack, triggers were registered for
both counters. Difference counter numbers were
calculated for all events where both y rays trig-
gered at least one ring counter using the same
rules as those applied in the Marbles logic (see
Sec. II C).

The initial problem was to choose the optimum
ring counter geometry for m detection for the
whole range of momenta. Figure 15 shows a cross
sectional view of the ring counter, the opening an-

gle distribution for an -400-MeV/c m' produced at
180' by a 3-GeV/c w and the energy of the y rays
as a function of their angle with respect to the m'

direction. One would expect that the optimum ge-
ometry would be one where the sum of 9 - and
0 as defined in Fig. 13 would be equal to the

100 — (a)

o 60—

40—
20—

100—

80—

(b)

20—
T

a

12 11 10 9 8 7 6 5 3 2
Difference Counter Number

FIG. 14. Difference counter distributions for n 's
produced by 3-GeV/c x particles. (a) Solid histogram:
raw data, target full; dashed histogram: raw data target
empty (normalized to the same number of incident par-
ticles); broken line: counts due to accidental coinci-
dences. (b) Points: data after subtraction of target-
empty and accidental backgrounds; histogram: Monte
Carlo prediction.
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FIG. 15. Top curve: the energy of the y rays from
the decay of a ~ produced at 180' by a 3-GeV/c x
particle as a function of the decay ang1e of the y ray.
The insert is a cross-sectional view of the geometry
defined by the target and the n hodoscope. Bottom curve:
the probability that the x will decay with a given opening
angle between the y rays as a function of opening angle.

FIG. 16. Schematic view of the front face of the ~
hodoscope. If a n' is produced at 180', the y rays from
its decay will intersect a line passing through the center
(A) of the ring (for example, line n). Thus the p rays
will always trigger opposite counters. If a 7t is pro-
duced at 170', its line of motion will intersect the front
surface of the hodoscope of B and the decay gamma rays
will intersect lines such as P and y and all intermediate
possibilities. Thus, other pairs of counters in addition
to those directly opposite will be triggered. At the exit
face point B is shifted further from the center; A, ob-
viously, remains centered.

minimum opening angle. 8;„and O,„were cho-
sen to optimize the n' detection efficiency at 180'
without increasing the range of angles for which
the n' could be detected. The results depended on
the beam momentum but not very strongly as ex-
pected from the slow change in the minimum open-
ing angle with w momentum (see Fig. 1). Since
the lowest counting rates were expected at 6 GeV/c,
the optimum conditions for 6 GeV/c were chosen:
6I;„=11' and g,„=33.5'. From the opening angle
distribution in Fig. 15 it is seen that this choice
brackets the minimum opening angle for 2 GeV/c
as would be expected. The energies for y rays
with angles below O,„are above 100 MeV where
our shower counter efficiency measurements apply.

y rays from the decay of m"s produced at 180'
with respect to the beam axis will always trigger
opposite counters in the ring counter. This is il-
lustrated in Fig. 16. Such events will always have
a difference counter number of 12 if only two
counters are triggered. However, a m' traveling
at 170' with respect to the beam axis could result
in any difference counter number between 3 and 12
inclusive. The range in production angle for which
m"s will be detected by the ring counter is shown

C. Cross- Section Calculations

The number of counts in the ith difference count-
er bin is

r j.

N, =4', N„„, —.(cos 8-)P,.(cos 8)d(cos 0),
+-1

(6)

where N, is the beam flux, NIH, is the number of
target atoms per cm', (dd/dQ)(cosg) is the differ-
ential cross section as a function of the cosine of

in Fig. 17 for 2-, 4 , and 6-GeV-/c beam momen-
tum. These curves give the percentage of w"s pro-
duced in a given cosine interval P(cos0) that would
be detected by the complete system (RBN events)
as a function of the cosine of the w' angle (0). The
weighted average value of the cosine of the n' angle,

QP(cosg) cosg
QP(cos 0)

is indicated on each histogram. This was consid-
ered to define the effective w' angle for each mo-
mentum. The interval between cosg= -1 and cosg
= 2(cosg,„)+1contained -95% of the events at all
momenta.
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the m' angle 8, and P, (.cos8) is the probability that
a n' produced between cosg and (cosg+ b, cosg) will
trigger the ring counter so that the difference
counter number is i. The integral can be replaced
by a sum

N, =4'. , N~„g —(cosg,.)P,. (cosg,.)acosg, (9)
do

all angles not close to 180', only terms for which
(-1 —cosg,.) is small are nonzero. Thus (do'/dQ)

x(cosg,.) is replaced by (db/dQ)( —1 —cosg. ) and ex-
panded about 180 as follows:

where acosg is small. Since P,.(cosg,.) is zero for Therefore

x (-1 —cosg. ) . (10)

N,. =4', NL„— acosO P,. coso. + ocoso+p, (oooo)(-1. —coo c,.)I.

The P,.(cosg,.)'s are obtained from the Monte Carlo
simulation and, therefore, the N,. 's, the difference
counter distributions, can in principle be fitted by
this expression obtaining values for the differential
cross section (do/dQ)»~, and the slope of the dif-
ferential cross section, [(d/dcosg) (do/dQ)]»d .
The beam flux N, - was corrected for contamina-
tion by p. mesons and electrons, and the N, were
corrected for background and accidentals as pre-
viously discussed (Secs. II A and III A, respective-
ly).

The dependence of the difference counter distri-
bution on the angular distribution of the m' is not

strong, because the angular interval accepted is
so small. Figure 18 shows the Monte Carlo differ-
ence counter distributions for 6-GeV/c m momen-
tum for several slopes including -10% which is ap-
proximately the value indicated by the data of
Schneider et al. ' and Boright et al. ' The difference
counter data of this experiment are also shown.
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FIG. 18. Difference counter distributions for m 's
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Even for very different values of the slope, the
Monte Carlo difference counter distributions are
in agreement with the data. The fit of the Monte
Carlo distribution for the +10% slope to the data
gives the minimum value (X'=9). However, the y'
minimum is broad, and the fit for -10% ()t'= 11 for
7 degrees of freedom) yields an acceptable 15/o
confidence level. Fits to the difference counter
distributions were made using both the extrapolat-
ed cross section and the slope as parameters.
Above 2.7 GeV/c the uncertainties of the slopes
resulting from these fits were so large that the
central values were consistent with zero. At 2.7
GeV/c and below the results indicated a depen-
dence on slope. This is understandable since, at
lower momenta, the geometry permits detection
of m"s at several degrees with respect to 180 .
Correspondingly, the bins corresponding to large
difference counter number are very sensitive to
the slope. These bins are also sensitive to the de-
tails of the counter geometry and the assumptions
concerning edge effects. Therefore, the effect of
successively eliminating the data in the bins with
highest difference counter number from the cross
section calculation was studied. This led to the
conclusion that, below 2.7 GeV/e, the possible

systematic uncertainty due to the slope was s10%.
Above 2.7 GeV/c, this uncertainty is negligible.

The results for both the data with neutron coin-
cidence required and that where neutron coinci-
dence was not required are shown in Fig. 19 with
typical uncertainties indicated at a few points. All
the uncertainties given on differential cross sec-
tions from our data include the statistical uncer-
tainties of the¹,including those from subtraction
of background and accidentals, and the systematic
uncertainties in N, - and N«, . The agreement be-
tween the two sets of data is excellent, yielding a
X' of 33 for 52 points. Since the two sets of data
involved different background and accidental sub-
tractions and different Monte Carlo probabilities
this is a strong verification that the relative un-
certainties given are reliable. There remains the
possibility of a systematic error affecting the data
with neutron coincidence identically as it affects
that without. A possible source of such an effect
would be incorrect hypotheses concerning the de-
tection probability of y rays incident on edges of
the ring counters. This was checked by comparing
the observed number of 2y events firing 2, 3, and
4 counters with the Monte Carlo predictions, and
the agreement was good and no correction was in-
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FIG. 19. Comparison of the center-of-mass differential cross sections at 180' calculated from the data where neutron
coincidence was required with the center-of-mass differential cross sections at %80' from data where neutron coinci-
dence was not required.
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dicated. Another possible source of systematic er-
ror would be misalignment of the counter. The ef-
fects of various displacements of the counters on
the m' detection probability were studied with the
Monte Carlo simulations and were found to be of
the order of only -2/o for sizeable (1-cm) misalign-
ments. Therefore, the over-all systematic uncer-
tainty in our cross sections is estimated to be
F10% above 2.7 GeV/c and s 14% below 2.7 GeV/c.

D. Background from Other Reaction Channels

Other reaction channels from hydrogen interac-
tions leading to al1 neutral final states with at least
two y rays could in principle contribute a back-
ground not removed by empty-target subtraction.
The first possibility to be considered is the pro-
duction of a, neutron and a heavier neutral meson,
such as the g, which decays to two y rays. How-
ever, the largest opening angle detectable by our
hodoscope is 67 (see Sec. III B), which corre-
sponds to y=E/m=1/sin( —', g,~, ~)=1.803 for a par-
ticle decaying into two y rays at the minimum
opening angle. If this particle is produced at 180'
by a, 3-GeV/c pion, then the largest mass it can
have is 0.246 QeV, and g's are not detectable.

The second possibility is that two y rays from
the decay of m"s from

m +p n+Km, K=2, 3, 4, . . .

trigger the ring counter and that the other y rays
do not trigger the anticoincidence shield. This lat-
ter condition is only met if all the y rays either go
backward missing the D counter or forward through
the hole in the K counter and do not trigger the A
counter. Practically, we need only consider the
two-n' case, since the probability for meeting
these conditions is negligible if more than two n 's
are produced. For the two m' case a spurious
event is possible if both m 's go backward or if one
goes forward and one backward.

The contribution from the case where both n"s
go backward is expected to be small since there is
experimental evidence" that &0.04% of the 2s' cross
section at 2.6 GeV/c would correspond to events
with both n"s produced so that their y's could
miss the anticoincidence shield. 0.8% of charge ex-
change events have n"s in the appropriate cone at
2.6 GeV/c and, thus, there is a factor of 20 be-
tween the probabilities for real m' and fake n from
2m'. The factor is actually bigger because the y
rays from a real m' are at the appropriate angle
for detection by the ring counter, whereas the y
rays from 2w"s are not. Monte Carlo studies of
this problem indicate that the additional factor is
strongly model-dependent but that a value of 10 is

reasonable. Thus, since the 2m' cross section is
twice as big' as the m' cross section, one would ex-
pect less than 1% of the wo events to be f~e wo

from 2m'. Furthermore, the difference counter
distribution would be isotropic and distinguishable.
We have direct experimental substantiation that the
effect is small. If 2m' events are important, then
we would expect 3- and 4-y-ray events in the ring
counter. We checked at several energies and,
within the statistics, there were no multiple-y-ray
events in the data after empty-target subtraction.

In the case where one n' goes backward and the
other goes forward with the neutron about 1% of
the events would not trigger the A counter. This
possible source of contamination was checked by
doubling the thickness of lead in the A counter,
which should reduce the percentage of undetected
n" s from 1.0% to 0.012%. After correcting for the
change in neutron interactions in the A counter,
there was no change in the counting rate within
10% statistical uncertainty.

IV. DISCUSSION OF RESULTS
A. Differential Cross Sections

Table II and Fig. 20 give the differential cross
section at 180' calculated from our data with neu-
tron coincidence required. The uncertainties are
those discussed in Sec. III C, not including the 10/0
over-all systematic uncertainty. In Table II the
differential cross sections with respect to u, (dc/
dM), are given as well as those with respect to
2ncosg, (do/dQ'), . The average value of the
cosine of the center of mass angle, (cosg, ),„(see
Sec. III B) and the corresponding value of u, (u„),
are given as well as the interval in u, (6u), corre-
sponding to the interval in cosg'[6 cosg= ~-1.0000
—(cosg, .),„i].

In Fig. 20 these differential cross sections are
plotted as a function of m momentum. They are
seen to display a well defined structure below 4
GeV/c. There is a minimum at 2.1 GeV/c which
may correspond to the 2190 MeV T = —,

' resonance.
However, this minimum also corresponds kine-
matically to the dip observed in charge exchange
cross sections to t= -3 (GeV/c)'. There is no evi-
dence for the 2650 Me7, T = —', resonance at 3.25
GeV/c. The maxima at 2.64 and 3.85 GeV/c cor-
respond to the 2420 and 2850 MeV, T = —,

' reso-
nances, but there is no evidence of a maximum at
-5.1 GeV/c such as that observed in w p elastic
scattering data. " In fact, above 4 GeV/c the dif-
ferential cross section decreases smoothly within
the uncertainties. We fitted an exponential

—=AeEke

dQ
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TABLE II. Center-of-mass differential cross sections for 7t P x n at 180 as a function of m momentum. (cos8, ),„
is the weighted average of the cosines of the angles included by each measurement, g,„corresponds to (coso, m),„and
6u to the range inu which is included. The uncertainties given for [(da/dQ) (180 )],~ and do./du (180 ) are statistical
only.

(& b)r
(GeV/c) (cos Oc.m.)av

(d
—„tZSO ))

(pb/sr)
+av

[(GeV/~)')
6u

[(GeV/c) ']

—(180')

[pb/(Gev/c)']

1.8
1.9
2.0
2.05
2.1
2.15
2.2
2.25
2.3
2.35

2.4
2,5
2.6
2.7
2.75
2.8
2.9
2.95
3.0
3.05

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.75
3.8
3.85

3.9
3.95
4 Q

4.125
4.25
4.375
4.5
4.625
4.75
4.875

5.0
5.1
5.15
5.2
5.25
5.3
5.4
5.5
5.625
5.75
5.875
6.0

—0.9953
-0.9954
-0.9954
-0.9954
—0,9955
-0.9955
—0.9955
—0.9956
—0.9956
—0.9956

-0.9956
-0.9957
—0.9958
-0.9958
-0,9958
—0.9959
—0.9959
-0,9959
-0.9960
—0.9960

—0,9960
—0.9961
-0„9961
—0,9962
—0.9962
-0.9962
—0,9963
-0.9963
-0.9963
—0.9964

-0.9964
—0.9964
—0.9964
-0.9965
-0.9965
—0.9966
—0.9966
-0.9967
—0.9967
—0.9968

—0.9968
-0.9969
-0.9969
—0.9969
-0.9969
-0.9970
—0.9970
—0.9970
-0.9971
—0.9971
-0.9972
-0.9972

102.0 +4.2
73.4 +3.5
45.8+2.4
38.8 + 2.5
36.6+3.2
41.2+ 2.7
45.9 + 2.2
57.8+ 2.4
53.7 + 2.3
67.5+2.8

72.4~ 2.4
75.2+ 2.0
72.2 + 2.0
68.6 + 2.9
65.3+2.7
57.7 + 2.5
50.1 + 2.1
48.7+2.6
42,1+1.2
40.5 ~1.7
34.5+1.6
29.6+1.4
28.3 + 1.3
24.0 + 1.2
23.2 + 1.P
23.6+ 1.1
22.8 + 1.1
23.7 + 1.0
23.4 + 1.1
24.0+ 1.1
22.6 + 1.2
22.3 + 1.2
21.0+ 1.2
17.2 + ]..0
18.0+0.9
16.9+ Q.9
16.3 + 0.8
14.8 + 0.8
15.3 + Q.9
14.2+ p.9

12.6 + 1.0
12,8 + p.7
12.7 + p.7
13.8 + 0.7
12.0 + 0.7
12.4 + p.7
11.0+ 0.6
10.1+1.1
10.8 + 1.0
10.3+1.0
10.1+0.9
9.1+ p.7

0.1674
0.1598
0.1527
0.1494
0.1463
0.1432
0.1402
0.1374
0.1346
0.1319

0.1293
0.1245
0.1200
0.1156
0.1135
0.1116
0.1077
0.1060
0.1042
0.1024

0.1006
0.0975
0.0943
0.0916
0.0886
0.0858
0.0835
0.0822
0.0809
0.0800

0.0788
0.0775
0.0764
0.0739
0.0713
0.0691
0.0667
0.0647
0.0625
0.0607

0.0587
0.0575
0.0567
0.0560
0.0552
0.0549
0.0535
0.0521
0.0509
0.0492
0.0481
0.0466

0.0062
0.0065
0.0070
0.0072
0.0072
0.0074
0.0076
0.0076
0.0078
0.0080

0.0082
0.0084
0.0086
0.0090
0.0092
0.0092
0.0096
0.0096
0.0097
0.0099

0.0101
0.0102
0.0105
0.0106
0.0110
0.0113
0.0114
0.0115
0.0117
0.0116

0.0117
0.0119
0.0121
0.0121
0.0125
O.Q 126
0.0130
0.0130
0.0134
0.0133

0.0137
0.0136
0.0137
0.0138
0.0140
0.0137
0.0140
0.0142
0.0141
0.0144
0.0143
0.0146

481.8 + 20
324.7 + 15
190.5 + 6.7
156.7 ~ 6.7
143.6+ 6.2
157.2+ 7.2
170.5 + 8.2
209.0 + 8.5
189.3 + 8.0
232.0+ 9.6
242.8 + 8.0
240.4 + 6,3
220.6 + 6.0
200.6 + 8.5
187.0+ 7.8
161.8 + 6.9
135.0 + 5.7
128.7 + 6.8
109.1+ 3.2
103.0 +'4.3

86.1+3.9
71.3+3.4
65.8+ 3.0
54.0 + 2.6
50.5 + 2.2
49.8+ 2.3
46.6~ 2.2
47.8~ 2.0
46.5 + 2.1
47.0 + 2.1

43.6 + 2,2
42.4 ~ 2.3
39.4+ 2.3
31.2 + 1.8
31.6 + 1.5
28.7 + 1.5
26.9 + 1.4
23.7+ 1.2
23.8 + 1.4
21.4 + 1.4
18.5 + 1.4
18.4+1.p
18.1+1.0
19.4 + 1.0
16.7+1.0
17.1+ Q.9
14.9 + 0.8
13.4 + 1.4
14.0 + 1.3
13.0+ 1.3
12.5~1.2
11.0+ 0.8
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FIG. 20. Center-of-mass differential cross section m P —x n at 180 as a function of x momentum. The line is the
best fit of an exponential to the data bebveen 4 and 6 GeV/c [(da/dQ) =A e ~~, A =85.2 +2.1 pb/sr, b =0.36+0.025
(GeV/c) ]. The ~ momenta corresponding to the T =2, 2190 MeV, and the T =2, 2420 and 2850 MeV, resonances are
indicated.

to our values from 4 to 6 GeV/c inclusive and ob-
tained A =85.2+2.1 pb/sr, 5=0.368+0.025 (GeV/
c) ' with y' = ll for 20 points or confidence level
-100%. This exponential fit is shown by the dashed
line in Fig. 20. (These data can also be fit by P "
withn=l. 86+0.15, y'=12. )

In Fig. 21 we present a compilation of results
from other experiments for the differential cross
section for the charge-exchange reaction at angles
close to 180' together with the results of this ex-
periment. Within the rather large uncertainties
the lower momentum data of Bulos et al. ' connect
smoothly with that of Crouch et al.' which are in
agreement with these data in the region where they
overlap. The values of Antopolsky et al. ' agree
within their large uncertainties with the data of
Bulos, Crouch, and this experiment except for
their point at 2.6 GeV/c which is nearly 7 standard
deviations below our value. At 4.0 GeV/c the dif-
ferential cross sections of Schneider et al.4 are
plotted both for cos g = -0.999 and cos g = -0.996.
The value for cosg= -0.999 is within 1 standard
deviation of our value, while that for cosg= -0.996
agrees excellently. This is what would be expect-
ed since our effective angle corresponds to cosg„
= -0.9964. At 6 GeV/c the value of Schneider et

al. for cosg = -0.999 is 1 standard deviation above
our value and that for cosg,„=-0.9972 is 2 stan-
dard deviations below. At 6.0 GeV/c there is also
given the value for the differential cross section
extrapolated to 180' of Boright et al. ,

' which agrees
excellently with the value of Schneider et al. at
cosg= -0.999. Also shown is the extrapolation to
higher momenta of the exponential fit to our data.
This agrees with the 8-GeV/c point of Schneider
et al. and is 1.3 standard deviations below their
11-GeV/c point. The values of Chase et al. ' are
significantly below our data at all momenta. At 2
GeV/c their value is 0.34 of ours; the data of
Crouch et al. and Antopolsky et al. do not contain
2-GeV/c points but indicate values in agreement
with ours. At 3 GeV/c the differential cross sec-
tions of Chase et al. is 0.47 the value of ours and
2 standard deviations below the value of Antopolsky
et al. At 4 GeV/c the value of Chase et al. is 0.40
that of ours and 1.3 standard deviations below the
value of Schneider et al. at cosg= -0.996 to which
it corresponds in angle. At 6 GeV/c the value of
Chase et al. is 0.64 that of ours and 1.1 standard
deviations below the value of Schneider et al. at
cosg= -0.995 to which it corresponds in angle.
From the internal consistency of our data, espe-
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FIG. 21. Compilation of data on the differential cross sections for m P m' n at 180'. 0 BuI.os et al. (Ref. 1) ~ Crouch
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cially the agreement of our cross sections where
neutron is required with those where neutron is
not required, we conclude that our data are reli-
able. The results of our experimental determina-
tion of neutron counter efficiency (see Sec. IID)
are in disagreement with the efficiencies quoted by
Chase et a/. for their detector. This may explain
part of the discrepancy between their results and
the results of the other experiments cited above.

B. Comparison with a Dual-Resonance Model

Figure 22 again shows our differential cross sec-
tions plotted as a function of n momentum and a

curve which is the best fit to our data of a, modifi-
cation of a, dual-resonance model in which the wN

amplitudes are a linear combination of Veneziano
terms, ' one term for each pair of Regge trajecto-
ries allowed in the s, t, and g, channels. The modi-
fication is introduced to allow for finite width reso-
nances and is achieved by phenomenologieally in-
troducing in all the Regge trajectories a common
linear imaginary part. This is suggested by the
observed mass dependence of the widths of the
baryon resonances lying on the N, N, and ~~
trajectories. The nN invariant amplitudes, A. and

B~, corresponding to p exchange in the t channel,
are thus
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z)

Ap(s, t, u)= Qb~C (1 —np(t), —,
' —n~(s))+PC (-,' —n„(s), —,

' —n~ (u))+(I-P)C (-,' — n(s), —,
' —n„(u)),

(12)

Bz(s, t, u) =
2) p r b' [SS'() —sss())-', —s (s)),+S (-,' —s (s), -', —fs (s))]I,

7T p

where

B(x, y) = r(x)r(y)/r(@+y),

c(x, y}= r(x}r(y)/r(x+ y —1),
(14)

(15)

b„=1,
N

S =1,

b~ =p,

b~~= =~p',

S~ = -1,

Ny

b' =1-p'
Ny

S =-1;
N

the sums P~ run over the fermion trajectories N„,
a~, and N and the superscripts + (-) mean sym-
metric (antisymmetric) with respect to s-'u cross-
ing. In this model the Regge trajectories have the
form

n(s) = n, + n, s +ips . (16)

In addition to the four parameters P~'], P[~], P, and
p' of the original Igi amplitudes, we have intro-
duced here the slope P of the imaginary part of the
trajectories as fifth parameter of the model.

Igi's model' has no mechanism for avoiding pari-

ty doubling; it also ignores all terms that do not
contribute to the leading order in the asymptotic
region, terms that could be of importance in the
energy range considered here. (The Pomeranchuk
trajectory is not included in the model either, but
this is unimportant for the reaction under consider-
ation. ) Despite these shortcomings, we choose to
work with the Igi expressions for the nN ampli-
tudes because of their relative simplicity.

The solid line in Fig. 22 is the result of a mini-
mum X' fit to our data of the model described
above, which contains five adjustable parameters.
The real, linear parts of the trajectories are as-
sumed to be parallel, with a common slope equal
to 0.86 GeV ' and intercepts equal to 0.5, -0.256,
-0.55, and 0.18 for the p, N, N„, and ~z tra-
jectories, respectively. The best fit had a y'= 79
for 52 points for the following values of the param-
eters:

P = 0.23 GeV ',
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C. mN Amplitudes

The s- and u-channel amplitudes for m'p elastic
scattering (A), m p elastic scattering (A },and w p
charge exchange (A') are related to the correspond-
ing ~N isotopic-spin amplitudes (A», and A», ) as
follows.

s channel:

A'= ("p IAI "p& =A.„,
A-= (s-p IAIDO-p& = Q.„,+ ~„,, (17)

P
' = 19.84 mb GeV,

P' =7.91 mb,

p =0.38,
p' = -0.082.

(The point at 1.8 GeV/c contributes }('=21; exclud-
ing this, the confidence level is 15%.) The value
of P is about twice the value obtained from the ex-
perimental resonance widths. This could be due
to wrong parametrization of the imaginary part of
the trajectories in the unphysical region. In fact,
it would be naive to assume that the effect of cuts
in the Regge trajectories along the negative axis
are well approximated by a linear imaginary part,
as is implied here implicitly by the form of the tra-
jectories. Ignoring the cuts altogether by assum-
ing the trajectories to be real below threshold
leads to a significantly poorer fit to the backward
charge exchange data. Other forms for the tra-
jectories were also investigated, e.g. , (a) non-
parallel, linear real parts with slopes and inter-
cepts provided for the baryons by their Chew-
Frautschi plots, and (b} square-root dependence
of the imaginary part above threshold; none of
these forms was able to fit the data as well as the
one we assumed above.

The values of the remaining four parameters
are quite different from the ones obtained by Igi
from the asymptotic limit of his model. The com-
parison is not very meaningful, however, since
the amplitudes employed here have complex parts,
whereas Igi's amplitudes are essentially real.

The surprisingly good quality of the fit of this
model to data of such high statistical accuracy and
extending over a range of momenta that includes
both high and intermediate regions, encourages
the idea that phenomenological modifications of
models based on Veneziano's formula may be use-
ful in describing experiments.

u channel:

A = (" p I Al " p) = 3A»2 + sA»2

A = (~'p IAI &'p& =A.i.

Thus, one can calculate IA», l, IA», l, and the ab-
solute value of their relative phase I6 I

from the
z'p elastic (o'), the w elastic (o ), and charge-
exchange (o') differential cross sections at 180 .
The u-channel relations are

(18)

IA„, I= I-,'(o'+o'--,'o )]"',
3 o' —2o' 1
4 o 3 IA»2 I

(19)

The s-channel relations are obtained by inter-
changing 0' and 0 in these equations.

Figures 23 and 24 show the compilations that
were made of m'p elastic" "and w p elastic" ""
scattering differential cross sections at -180 .
The compilation of the n charge-exchange differ-
ential cross sections in Fig. 19 has already been
discussed. Only data were included for which cos0
& -0.99 or which were extrapolated to 180'. The
uncertainties include systematic uncertainties
wherever they were available, as well as statisti-
cal or extrapolation uncertainties. The solid lines
indicate the values actua1ly used in calculating the
amplitudes and the dashed lines the uncertainty
limits. Above the region of structure these lines
were the result of a fit of an exponential to that
data, do/dQ =Ae ' . The fit for the charge ex-
change data has already been discussed (Sec. IV A).
The n'p data were fitted above 5.5 GeV/c by A =93
a7 pb/sr, 5 =0.183+0.012 (GeV/c) ' with )('=30
for 8 points. The n p elastic data was fit above
5.5 GeV/c by A =10.05+0.95 pb/sr, 5 =0.120
+0.010 (GeV/c) ' with X'= l3 for 11 points.

The s-channel values calculated for IA», I,

IA», I, and cos6 are given in Fig. 25 as a function
of vs . The dots indicate the results of the calcula-
tion using the central values of the cross sections
and the bars indicate the uncertainty due to the un-
certainty limits of the cross sections. In the re-
gion vs &2 GeV/c, the central values of the cross
sections gave nonphysical values for IA», l (IA», I'

&0) and cos5 (cos'5&1}. However, some combina-
tions of the uncertainty limits and central values
gave physical values for IA„, I

and cos5 and these
are indicated by x's. This indicates that there are
inconsistencies in the data in this region (p„&1.8
GeV/c) and the values should be checked experi-
mentally. For vs &4.3 GeV/c, cos5&1 for the cen-
tral values of the cross sections, although the un-
certainty spans the full region of possible values
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of cos5. This reflects the sparseness of the cross-
section data, in this region and the corresponding
uncertainties of the exponential fits.

The data for ~A„, ~

are what would be expected
from the known T = —,

' resonances with peaks at -1.8
GeV/c and -2.4 GeV/c corresponding to the 1630-
to 1940-MeV and the 2420-MeV 5's. These peaks
are separated by a dip with a minimum at about
2.2 GeV/c. The curve was calculated from the pa-
rameters for the fit of the dual-resonance model

(Sec. IVB) to the charge-exchange cross section.
It does not reproduce the maxima and minima, but
approximates the results for vs &2.5 GeV/c.

The data for ~A„, ~
are consistent with the T = —',

resonances between 1470 and 1860 MeV. However,
the dip which would be expected between 1.9 and
2.2 GeV/c, corresponding to the break between
this first group of resonances and the 2190- and
2220-MeV resonances, is high, -2.2 GeV/c. There
are second and third maxima, , but they are at 2.4
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and 2.8 GeV/c rather than the expected 2190-2220
and 2650 MeV. The curve calculated from the dual-
resonance model does not agree with the data but
roughly reproduces its features for Ms&2. 8 GeV/c.
At higher values of Ws, the calculated curve re-
mains constant while the values from the data de-
crease.

The most striking fea.ture of the da.ta for cos5 is
the sharp minimum for Ws =2.2 GeV/c. This is
not reproduced by the curve calculated from the
dual-resonance model. In the region 2.5&vs &8.5,
cos5 is constant at --0.25 but then increases for
larger values of vs .

Figure 26 gives the u-channel values for !A„,!,
!A», !, and cos5. Again in the low-momentum re
gion (u &0.54 GeV/c) the central cross-section val-
ues give nonphysical values for !A», ! and cos5. It
should be pointed out that the combinations of
cross-section limits which give physical results
for the u channel are not the same as those which

do so for the s channel.
!A„,!, [4», [, and cos5 all display a marked

structure. In particular, they all have a. marked
minimum at vu -0.4 GeV/c, which corresponds to
vs -2.2 GeV/c, where dips were also observed in
the s-channel data. As vu becomes small, cos5
increases from 0 to 1.0, and the central cross-
section values give cos6 &1 for the smallest values
of M. This is in disagreement with the prediction
of a constant value, !eos5!=0.64, by the Regge
model, if only the nucleon and 5 trajectories are
considered.

V. CONCLUSIONS

The differential cross sections for pion charge-
exchange reactions close to 180 measured in this
experiment are in good agreement with the values
obtained by other measurements except for those
of Chase et al.' Our measurements of neutron
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counter efficiency lead us to believe that at least
part of the difference may be due to an incorrect
estimate in their experiment of the neutron count-
er efficiency which did not take into account size-
able edge losses.

Our data were well fitted by a curve calculated
from a dual-resonance model. In the region from
4 to 6 GeV/c they were also fitted by an exponential.

From a compilation of data on elastic n'p scatter-
ing and npc'harge-exchange scattering, ~A», ~,

~A», ~, and cos6 could be calculated in both the s
and the u channel. The results of this analysis
were not satisfactory since, in several regions,
the data yielded nonphysical values. These are
most probably due to systematic differences be-
tween the various experiments. The s-channel val-
ues varied with vs as would be expected on the
basis of the known resonances, except that there

appeared to be a decrease in ~A», ~
at 2.2 GeV/c

rather than the maximum expected from the 2190-
MeV resonance. There was a marked minimum at
2.2 GeV/c in ~A», ( and cos6 and also in the u-chan-
nel values for (A», ), )A», ~, and cos6 at the cor-
responding value vu =0.4 GeV/c. The parameters
from the fit of the dual model to the charge-ex-
change data did not give curves for ~A», ), ~A», (,
and cos5 in good agreement with the values ob-
tained. The u-channel ~cos6~ did not approach a
constant value at high momentum (low Wu) as pre-
dicted by a simple Regge-pole model.
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