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A new measurement of the mean life of the El meson was made in a scintillation-counter
experiment by observing the exponential decrease in X~ flux as a function of distance in a
collimated neutral beam. We find 7 = (5.154+0.044) &&10 sec. This result strengthens the
conclusion that the predictions of a pure DI =2 rule are not correct for %~3 decay.

I. INTRODUCTION

We have measured the mean life (7) of the long-
lived neutral K meson (Koz) to be (5.154+0.044)
x l0 ' sec. ' Two reasons motivated the experi-
ment. First, we wished to obtain a more precise
value for this fundamental property of one of the
more interesting elementary particles. Second,
we hoped to improve the validity of tests of the 61
= —,

' rule in K„decay. ' '
The ~I = -', selection rule predicts several rela-

tions among the decay rates of K mesons into 3-
pion final states. In particular, we have (among
the ratios tabulated in Ref. 6)

r, = ,'[r(K'- ~-'~'~ )/y. ][I (Kg -~'~ wo)/y, ] '-. (I)-
Here p, and p, are correction factors which ac-
count for the available phase-space volume, "the
final-state Coulomb interactions, ' ' and the energy
dependence of the transition amplitude. " Among
the LI= —,'-rule predictions, 7, is particularly sen-
sitive to 6 I= —,

' contributions to the decay ampli-
tudes. The previous experimental value' of T,
= i.22+0.05 indicated a violation of the predictions
of the rule. The presence of a ~I= —,

' amplitude
with 5/o of the strength of the b, I= term would ex-
plain the result. This is consistent with the mag-
nitude of the 2-pion transition K'- n'm', a process
forbidden by the rule.

The ratio 7, is a comparison between a K' par-
tial rate and a Ko~ partial rate. The K' measure-
ments are sufficiently accurate that they contribute
little to the uncertainty in T, . Further, sufficient
cross checks exist in the constrained fits to the
data (total rates, partial rates, and branching
ratios) that one can use the values with some con-
fidence. The situation is different with Kl, decays.
Few direct measurements of partial rates exist,

and the lifetime measurements are the only direct
precise measurements of absolute rates. The con-
strained fit provides little defense against a sys-
tematic error in z. We note that T, is directly
proportional to v and that approximately half of the
uncertainty in T, is due to the uncertainty in pre-
vious measurements of 7.." "

In the present experiment we extended and modi-
fied the technique used by Sayer et al."" We ob-
served the exponential decrease in Kl. rate as a
function of distance and particle momentum in a
collimated neutral beam. The careful control of
systematic uncertainties in the present experiment
draws heavily on the experience gained in the ear-
lier work.

Details of the experimental setup are discussed
in Sec. II. We present the data analysis in Sec. III,
the results in Sec. IV, and discussion and conclu-
sions in Sec. V.

II. EXPERIMENTAL DETAILS

The rate of K I, decays counted by a detector is
a function of its distance, D, from the kaon source,
as follows:

N(D, P) =N, (P)c(D, P)Q(D) exp( MD/P7), (-2)

where I' is the momentum and M is the mass of the
Kol, , N, (P) is the production intensity, Q(D) is the
solid angle subtended by the detector, and e(D, P)
is the efficiency of the detector. N(D, P) is a, rate
measured by our detector, appropriately binned,
normalized, and corrected for backgrounds. The
distance D was measured to an accuracy far better
than required. The solid angle was computed from
geometry and checked by direct measurements.
The ratio M/P was determined directly from time-
of-flight measurements. (Thus, our results are
independent of the assumed mass of the neutral
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FIG. 4. Side view of the Kz detector cart. The light from the counters was collected at the downstream end by Lucite
light pipes cut in adiabatic strips ending in 56AVP photomultipliers. The survey mirror was used in aligning the pri-
mary collimator.

tic scintillation counters separated by a —,'-in. steel
plate, and then a lead-Lucite Cerenkov counter.
The steel plate was inserted to act as a range re-
quirement and to suppress accidental triggers
from slow neutrons which filtered through the
shielding. The lead-Lucite shower counter was
used in an attempt to detect the 3n' decay mode
and provided a sample of events particularly free
from neutron background. The detector was sur-
rounded by a 1-in. -thick layer of steel and a 2-in. -
thick layer of lead to absorb the K L, decay prod-
ucts. It was covered as completely as possible by
an array of cosmic-ray veto counters. The shield-
ing was needed to keep the kaon decay products
from triggering the veto counters.

The decay region for the K~ mesons extended
from a point 2 ft upstream of the detector to the
downstream end of the detector (see Fig. 4). In
this region the vacuum-pipe diameter was 12 in.
The pipe was made of —,'-in. -thick aluminum. The
beam diameter was 3 in. full width at half maxi-
mum (FWHM). Horizontal profiles of the beam
were made with a set of small scintillation count-
ers, and the halo was found to be negligible (&0.6%
of the central flux density).

A telescope was considered to respond whenever
a coincidence occurred between signals from the
two inner scintillation counters. A response from
two or more telescopes in the absence of any cos-
mic-ray veto counter pulse was the K L decay sig-

nal. This signal, indicating that at least two
charged particles came from the beam decay re-
gion, was used to determine the K& TQF. It ini-
tiated a computer readout of the TQF and the pat-
tern of counters that responded to the event.

Each of the counter signals was delayed 134 nsec
(which is a multiple of the rf period of the proton
beam) and again put into coincidence with the kaon
trigger. This produced a continuous monitor of
accidental triggers and accidental veto rates. Ac-
cidental triggers were less than 0.2% of the total
event rate. The dead time due to pulses from the
veto counters varied between 0.2 and 0.6%.

D. Monitors

Since the absolute flux of KL', mesons in our beam
was not directly measurable, it was necessary to
construct monitors to determine the relative flux.
Each of the monitors was sensitive in a different
way to the number of protons striking the produc-
tion target. Our normalization procedure rests on
the assumption that the K L, flux is proportional to
the rates in these monitors for a given momentum
of the primary proton beam. Other devices were
used to monitor the live time of the electronics for
cosmic-ray background corrections, and to moni-
tor the solid angle subtended by our col)imator
system.

In addition to the obvious uses mentioned above,
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these devices were used to perform a variety of
other tasks related to calibrations, background
measurements, stability checks. We shall de-
scribe each monitor, its characteristics, and its
uses.

1. Beam on -Tar-get (BOT) Monitor

The BQT is a PPA facility consisting of three 4-
in. cubes of plastic scintillator, 3 ft apart, each
viewed by two phototubes. The assembly is mount-
ed inside the synchrotron room, pointed directly
at the production target on a line at 82 relative to
the proton beam (Fig. 1). It is surrounded by thick
steel shielding with a small beam aperture.

VM Monsto~

The VM monitor consisted of three 1-in. -diam-
eter, —,'-in. -thick disks of plastic scintillator
mounted 18 in. apart in a negatively charged beam
(see Fig. 1). One of the photomultiplier signals
was clipped and fed into a zero-cross discrimina-
tor to give precise timing information. The mo-
mentum of the negative beam was adjusted to the
position of maximum intensity to avoid errors due
to possible drifts in the magnet current. This also
gave a transverse production momentum for pions
of the same order as that in our kaon beam. The
TQF measurements for these particles relative to
the 7, counter (see Sec. IIE) had a resolution of
1.2 nsec FWHM. The intensity of background
counts coming at other times in its TOF spectrum
was measured to be 0.1/p.

The VM monitor served four functions: relative
normalization of the KOL flux, monitoring of the
efficiency of the TQF system, determination of
intensity of primary protons in the "empty" phase-
stable regions (see Sec. II E), and monitoring of
the "dead time" of the detector due to spurious
counts in the cosmic-ray veto counters.

3. GAMMA. Moni toe

The GAMMA monitor was constructed to be sen-
sitive to y rays and insensitive to charged parti-
cles and neutrons in the 90' beam. It consisted of
two S-in. -diameter scintillation counters and a
water Cerenkov counter preceded by a charged-
particle veto counter and a S-in. -thick piece of
lead converter. It was mounted in the neutral
beam at the rear of the K detector (see Fig. 1).
The width of the TOF peak for y rays was 1.2 nsec
FWHM.

This monitor had several functions. It was used
to check the relative normalization of different
runs taken at the same position at widely sepa-
rated times. It was used to monitor dead-time
corrections for the cosmic-ray veto counters.

Since it held a fixed relationship to the K detector
in position and timing, it was used to adjust the
relative timing of the TQF system after each
movement of the detector. This was done with
the "time vernier" system described elsewhere. "
Finally, it was used to determine one of the cali-
bration constants (A, ) of the TOF system, as de-
scribed in Sec. IIE.

TABLE I. Characteristics of the spill correlator
channels.

Spill Mean proton Correlator Proton bunch
correlator energy channel spacing ~

channel No. (GeV) width (msec) (nsec)

2.707
2.841
2.902
2.974

1.21
1.54
1.96
4.72

67.435
67.265
67.200
67.094

' These figures apply to the case of "single-chopped"
injection. For "double-chopped" injection, they must be
multiplied by 2.

4. Clock

The clock signal was derived from a crystal-
controlled oscillator of high stability. The clock
pulses had a frequency of 156.25 MHz. The clock
was used to monitor the live time of the detector
to enable corrections for the cosmic-ray back-
grounds. This was necessary because the live
time for our detection system was dependent on
the conditions of the beam. The electronics were
gated off during periods of low proton intensity to
reduce the cosmic-ray background. Further, the
rate of event triggers of the readout system caused
fluctuations of the live time. The clock was also
used to determine the efficiency of the TQF system
for signals completely uncorrelated with the beam.
This was found to be significantly different from
that of beam-related signals. The results of this
n easurement were used in applying the cosmic-
ray corrections (Sec. III 8).

Because the energy of the protons striking the
synchrotron target varied by 10/0 depending on the
time in the spill (see Table I), the ratios of the
rates of the monitors were functions of spill time.
To alleviate this problem, we constructed a "cor-
relator, " a device which routed the monitor signals
to different scalers as a function of the spill time.
Each kaon decay was also tagged with its time in
the spill, and the analysis for the mean lifetime
was performed separately for each of the four cor-
relator channels. Any inconsistency among these
results produces a measure of the dependence of
the final results on systematic effects due to



MEASUREMENT OF THE KL, MEAN LIFE 1839

changes in the rate and the incident proton energy.
The parameters corresponding to each correlator
channel are listed in Table I.
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FIG. 5. The effect of small proton bunch spacing on
a TOF spectrum. If a single bunch of protons were to
hit the synchrotron target, without any other bunches
preceding or following it, we would obtain a TOF spectrum
like that shown in (b). If there is another bunch following
the first at an interval of 67 nsec, the fast particles from
the second bunch mill catch up mith the slow particles
from the first, arriving at the detector at the same time
as in (a). As far as TOF measurements are concerned,
these sets of particles are indistinguishable.

E. Time-of-Flight Measurements

The secondary beams of the PPA have a pro-
nounced time structure. The bunches of protons
striking the internal target of the synchrotron are
small (-1 nsec) relative to their separation from
one another (-33 nsec). This gives each secondary
particle a well-defined creation time, modulo the
proton bunch spacing, which, combined with the
detection time of the particle, gives the TOF over
a known distance. If the particle's identity (mass)
is known, its momentum can be calculated. Fur-
ther discussion and references to earlier TQF
work may be found in the papers of Sayer et al."
and Shepard etg/. " Because a 33-nsec period be-
tween proton bunches is short relative to most par-
ticle flight times encountered in our experiment,
it was increased to 6V or 134 nsec in this experi-
ment by "chopping" out alternate bunches (single-
chopped) or 3 out of 4 bunches (double-chopped) in
the eight phase-stable regions of the synchrotron.
This was accomplished by electrostatic deflection
of the low-energy beam before it was injected into
the main ring of the synchrotron.

Because of the ambiguity in the creation time, the

TOF measured for a neutral particle is ambiguous.
If the range of energies of the detected particles is
large, this TOF ambiguity leads to a number of
possible values for the particles' momentum. The
spurious values give rise to the "ghost" or "fold-
over" spectrum as shown in Fig. 5. This effect is
important in this experiment since the lifetime of
the K~, as measured in the laboratory, is momen-
tum-dependent. %e have determined the magnitude
of the ghost contamination by measuring spectra
with proton bunch spacing large enough to reduce
the ghost contamination to a negligible level.
These data were included in the fit to the produc-
tion spectrum parameters as described in Sec.
III F.

The TOF system was used to measure the
elapsed time between the creation of a KL, at the
synchrotron target and its decay. The creation-
time signal was obtained from a water Cerenkov
counter located 2 ft from the synchrotron target.
Known as T„ this counter was similar to that used
by Shepard et al." The last four dynodes of the T,
photomultiplier were powered independently due to
the high current drain. Two discriminators were
used with T, . Noise and small reflections were
rejected by a leading-edge pulse-height discrimi-
nator, and the timing was determined by a zero-
cross discriminator. The final T, signal was sent
through a precision variable delay and one of a set
of fixed precision delays used to compensate for
the position. of the detector. The variable delay
was adjusted until the time vernier came into bal-
ance (see below).

If a kaon-decay signal occurred, the To signal
started a time-to-amplitude converter (TAC). The
stop signal for the TAC was derived from the kaon
signal during normal operation. The TAC output
was sent to an analog-to-digital converter whose
output was read by the on-line computer

During auxiliary tests and calibrations other sig-
nals were used to stop the TAC. A pulser signal
was used to test the linearity of the TQF system.
Since the pulser signals are uncorrelated with the
beam, the resulting time spectrum will be flat if
the system is linear. Our spectra were flat to
within the statistical accuracy of the tests, better
than 1%. Other stop signals with well-defined tim-
ing (e.g. , from the VM or GAMMA monitor) allowed
us to measure the resolution of the TQF system,
and typically peaks of 1.2 nsec FWHM were ob-
tained in this way.

If an event was detected but the T, signal from
the proton bunch which created this event did not
occur, a T, pulse from one of the later bunches
was used to determine the TOF. This procedure
produces a series of spectra, each displaced by a
multiple of the proton-bunch spacing. These dis-
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placed spectra were shifted to coincide with the
normal spectrum when analyzing the data, and the
net result of the process was a gain in TOF effi-
ciency. The displaced spectra, contributed about
4% to a typical over-all efficiency of 98%. The
TOF efficiency was monitored by scaling the co-
incidences between the VM monitor signal and T,
and comparing with the total number of VM counts.

The VM monitor was also used for monitoring
alternate bucket contamination (ABC). ABC occurs
when some of the proton bunches which are thought
to be empty actually contain some beam due to in-
efficiency of the injection chopper. This was a
serious contaminant, as it had the effect of mixing
the momentum spectra (similar to ghost contami-
nation). Since VM had a very well-defined TOP
peak relative to T„any VM signal which occurred
displaced from this peak by a multiple of 33 nsec
was regarded as evidence that the injection chopper
was not properly tuned. The displaced VM rate
was monitored continuously and the ABC rate was
generally kept at a level less than 0.1%. The
chopper was retuned if the ABC rate exceeded this
value.

Possible drifts in the T, signal were monitored
by the "time vernier" logic system. " It was sensi-
tive to drifts of order 0.1 nsec. The time vernier
was set up with the GAMMA-monitor signal so that
relative timing of GAMMA and T, could be moni-
tored. Since the GAMMA monitor was mounted on
the detector cart behind the kaon decay volume, its
TOF peak was displaced by the same amount as the
time origin of the kaon TOF spectrum. The vari-
able delay in the T, logic (as well as the large pre-
cision delay) was adjusted each time the cart was
moved, until the time vernier reached a null state.
This ensured that the TOF spectrum was always in
the same operating range of the time-to-digital
system. While this was not the method used to cal-
ibrate the TOF system, its results were in excel-
lent agreement with the main calibration method.

Each time the detector was moved, the TOF
system was calibrated. Assuming that the output
of the TAC is a linear function of the time between
the start and stop signals, two parameters are
needed if the K~ momentum is to be determined
from the TOF measurement: the zero offset and
the scaling factor (nsec/channel). We define the
time of "zero" to be that channel number which
would be measured if the kaon were traveling at the
speed of light, and call this Ap. In measuring the
scaling factor, we define A., as the number of chan-
nels corresponding to 67.17 (134.34) nsec, the rf
period at a particular time in the spill of single-
chopped (double-chopped) injection.

To measure A.p we placed a metal converter up-
stream of the detector and measured the time spec-

trum of electron-positron pairs from y-ray inter-
actions using the kaon detector. The peak of this
spectrum, corrected as described in Sec. IIIB, is
the measured value of A.p.

The value of A., was determined by measuring
the periodicity of the proton bunches using the
GAMMA monitor. Because the energy of the pro-
tons, and hence the period of the bunches, changes
during the spill (see Table I), we accepted signals
from the monitor only during a 1-msec portion of
the spill, for which the periodicity was known to
be 67.17 or 134.34 nsec. The periodicity was ob-
served by reducing the efficiency of the Tp logic
system to a point where the time of flight was often
determined by a later To pulse (see above). Since
the spacing between the peaks in the TQF spectrum
was equal to the known proton period, we measured
A., directly, finding A., corresponding to 3.25+ 0.01
channels/nsec.

F. Operating Procedures

Data runs were taken with the kaon detector in

six positions along the beam line (see Table II).
At the positions further downstream, the synchro-
tron was run with double-chopped injection, so that
the spacing between bursts of beam was 134 nsec.
These conditions were necessary to minimize
ghost ambiguity in determining the momentum at
the downstream positions. We also took data with
double-chopped injection at our farthest upstream
position. Under these conditions, there were no
ghosts and we obtained a complete spectrum down

to the lowest momenta for use in analysis. Table II
summarizes the different run types.

The detector was moved back and forth along the
beam four times during the course of the data-tak-
ing, which covered about one month. This period
followed several months of setting up and testing
and approximately one month of preliminary run-
ning. Each run consisted of a set of three mea-
surements: (1) a measurement of the relative Ko~

flux, (2) a measurement of the beam-related back-
ground and cosmic rays with the primary colli-
mator filled with mercury to stop the direct beam,
and (3) a measurement of the cosmic-ray back-
ground made with the logic system gated to ex-
clude any beam from the synchrotron. In addition
to the direct measurements of decay rates and
backgrounds, the TOF system was calibrated be-
fore each run. In the final data set there are 25
sets of runs, divided about equally among the dif-
ferent run types.

The experiment was gated on over a 10-msec
period for each cycle of the synchrotron. This
time included all of the usable spill. The spill in-
tensity was monitored, and when it was below a
preset level the experiment was gated off. This
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TABLE II. Characteristics of the data sets.

Run type

Nominal Detector Collimator
position center position

(ft) (~.) (~-)

Solid
angle
(msr)

Injection Momentum
period range
(nsec) (Me V/c)

Raw
events

Beam-
related

Cosmic back-
rays ground

0
5

15
25

0
25
50
73

400.00
460.00
580.00
700.00
400.00
700.00

1000.00
1274,75

246.25
306.25
426.25
546.25
246.25
426.25
606.25
810.25

6.837x10 2

4.387 x 10-~
2.239 x 1p-2

1.357x10 2

6.837x 10 2

2.239x10 ~

9.088x10 3

6.137x 10 3

67.
67
67
67

134
134
134
134

200-500
210-550
250-600
280-600
100-530
175-62p
220-640
250-66p

114921
101 795

79 977
46 748
81177
24 616

9553
17 741

554 270
1057 434
2536 920
3528 1136

696 180
2112 351
2907 839
8818 1362

Distance measured from the synchrotron target.

process limited the "live time" to periods of "good
beam, " thereby reducing the cosmic-ray back-
ground.

When a K~ event was detected, the fast electron-
ics logic was immediately gated off. It was held
off by various busy signals until the TOP analysis
was complete and all data had been transmitted to
a PDP-9 digital computer. The data consisted of
the following items: time-of-flight measurements
on the event trigger and each of the four detector
telescopes, pulse height in each of the shower
counters, a set of latches set by the individual
detector counters triggered by the event signal,
and a similar set of latches triggered by a delayed
signal for measurements of accidental coinci-
dences. Approximately 0.5 msec were required to
complete this process, of which half was due to
the time -to-digital conversion.

After every twelfth event, all sealer data were
transmitted to the computer, and a record consist-
ing of the raw event data and the sealer data was
written on magnetic tape.

G. Comparison with the Most Precise

Previous Experiment

This experiment employed the same technique
used in the most precise previous experiment. "
Therefore, it is of value to point out explicitly the
major differences between our experiment and that
of Sayer etal."

(1) The T, was derived from a beam-on-target
Cerenkov counter rather than from the synchrotron
master oscillator, thus avoiding phase drifts of the
signal relative to the circulating proton beam.

(2) The position of the detector was varied over
a total distance of 73 ft. (The previous experiment
had a 15-ft traversal. )

(3) About 10 times the number of events were
collected.

(4) A far larger amount of beam time (200 h)

was devoted to the double-chopped injection mode
of the synchrotron. This allowed measurements
over a larger momentum range and easier analysis
of the rf ghost ambiguities.

(5) Although the equipment was similar, the
apparatus was entirely new in this experiment.

(6) The previous experiment had but a single
collimator, and a serious background was caused
by neutrons which scattered into the detector. The
double collimator system used in the present ex-
periment eliminated this background almost com-
pletely.

(7) The collimation system was moved with the
detector to maintain a constant beam size through
the detector and thereby gave a position-indepen-
dent detection efficiency. The previous experiment
had a fixed collimator and a Ko~ detection efficiency
that varied with position.

(8) The detector used in Ref. 11 had fourfold
symmetry transverse to the beam axis. This was
abandoned in favor of an asymmetric geometry for
the reason given in Sec. III E.

(9) Lead-Lucite shower counters were included
in each of the four sections of the detector.

(10) Experimental backgrounds were measured
by filling the primary collimator with mercury,
thereby stopping the direct beam. In the previous
experiment, the backgrounds were measured by
raising a pile of lead bricks into the neutral beam.
This in itself could have caused an excessive
change in the background.

(11) A spill correlator was used in this experi-
ment to reduce errors in the K~0 flux normalization.

(12) For each event, time of flight, some pulse
heights, and a set of latches containing the event
trigger pattern were recorded on magnetic tape.
A similar set of latches with a delayed gate was
used as a continuous monitor of accidental triggers.
This recording of individual events permitted dif-
ferent selection criteria to be applied to the data
in the analysis.
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III. DATA ANALYSIS

A. Introduction

All of the data taken were analyzed for the mean-
lifetime measurement except for those runs in
which there was an obvious malfunction of the ap-
paratus or a mistake in procedure. The experi-
ment was designed so that there are many cross
checks in the data set. By making a large number
of measurements with high redundancy we hoped to
show that resultant measured mean lifetime is not
dependent on any single category of detected
events. As an example, the responses of the kaon
detector may be divided into several different cat-
egories, denoted "event types. " Each of the event-
type rates provides a separate measurement of the
kaon-decay rate, and each type may be analyzed
independently, giving several results. Since each
event type is sensitive to the experimental back-
grounds in different ways (the backgrounds from
cosmic rays and beam-related particles have
strong directionality), the consistency of the vari-
ous measurements is a check for systematic
biases.

The data were analyzed in three stages. In the
first stage, the data runs were treated individually.
The data were corrected for the TOF calibrations
and binned in TOF bins according to their event
types and spill-correlator readings. The cosmic-
ray and beam-related backgrounds were subtract-
ed. The binned data were normalized, taking into
account the corrections to the normalization due to
dead times, solid angle changes, etc. In the sec-
ond stage of the analysis, the data sets from the
individual runs at a given detector position were
combined. These data sets were checked to deter-
mine that the measurements at a given position
were consistent within statistical uncertainties.
The combined data sets were then subjected to a
least-squares fit to determine the mean lifetime of
the X

B. Analysis of the Individual Runs

2. Event TyPes

Each detected event was binned by event type.
The event types were determined by the pattern of
counters which fired during the event. The fast
logic system required that both inner counters of
two telescopes responded. In addition, the shower
counters or counters in other telescopes may have
responded. The events were divided into categor-
ies: The first six categories contained events
where two and only two of the scintillation-counter
telescopes responded. These were labeled AB,
A.C, AD, BC, BD, and CD according to the tele-
scope coincidence pattern (see Fig. 3 for the tele-

scope notation). The seventh category contained
events which fired more than two telescopes. The
eighth and ninth categories were used for events
lacking a T, pulse and events where a veto latch
bit was set. Table gI shows the relative abundance
of the various event types for a typical run at the
400-in. position compared with expected (Monte
Carlo) values and values for a completely random
coincidence pattern. The data shown have no back-
ground subtractions, but the backgrounds were
quite small for this run. The agreement is satis-

. factory.
About 2 5' .of the events have one or more of the

veto latch bits set, whereas one would expect no
events in this category since an event pulse should
not have occurred if a veto counter fired. These
spurious events may be due to differences in tim-
ing between the normal kaon detector logic and the
readout latch. The rate is too high to be due to
accidental counts in the vetoes; it is therefore un-
certain whether or not these events should be in-
cluded in the data set. This matter was solved by
fitting for the mean lifetime both with and without
using the vetoed events, and showing that the mean
lifetime did not change appreciably.

Z. Time of Flight Bi-nni-ng

The TOF spectrum was condensed from about
200 into 30 bins. The lower time limit was deter-
mined by TOF resolution, and the upper time limit
was chosen to avoid instrumental cutoffs. For the
different positions of the kaon detector and differ-
ent injection periods, these criteria determined
different momentum ranges (see Table II). The
conversion from TOF channel to nanoseeonds was
determined by the measurements of A, (described
in Sec. IIE). The TOF channel corresponding to
an infinite-momentum kaon (Ao) was measured us-
ing converted gamma-ray pairs. The effect of an
error in Ao is a slight mislabeling of the kaon mo-
mentum. The measured A., was corrected by two
factors, the first due to the fact that two different
methods were used for y-ray conversion and the
second due to differences in the.detector irradia-
tion patterns between y rays and kaons of various
momentum.

These factors result from the displacement of
the first moment of the spatial distribution of par-
ticles hitting the detector. The irradiation of the
detector by y-ray pairs is stronger at its down-
stream end, and the irradiation pattern changes if
the pairs are produced in different ways. Also,
the TOF is determined by the later of the two sig-
nals to arrive at the detector logic. This means
that the timing is determined by the particle which
hits furthest uPstream in the detector, since the
propagation of i:ts signal through the scintillation
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TABLE III. Relative frequency of kaon detector responses.

Event type

Percent without
shower counter

trigger

Percent with
shower counter

trigger
Renormalized

2 telescope

Total percent
predicted by
Monte Carlo

program

Percent pre-
dicted for
completely

random response

AB
AC
AD
BC
BD
CD

3 and 4 telescope
Reset
Vetoed

Sum

35.8
12.3
8.1
8.7
6.0

2p.5
1.9
0.7
2.4

96.4

1.3
p 4
0.3
0.2
0.2
1.0
0.1
0.0
0.1

39.3
13.3
8.8
9.4
6.5

22.7

100.0

41.1
13.9
8.6
8.7
5.3

22,4

100.0

22.3
18.8
16.1
16.6
14.2
12.0

100.0

plastic is slower than its velocity before impact.
The first additive corrections to the measured

A 0 values are required because of the two methods
used for converting y rays. The method used when
the detector and collimator carts were close to-
gether was to close a 8-in. -thick brass valve at the
downstream end of the primary collimator which
acted as a converter. The collimator sweeping
magnet current was reduced and the front veto
counter of the detector was disconnected. The
second method of converting y rays consisted in
inserting a —,-in. -thick lead sheet in the beam 3 ft
in front of the active volume of the detector. This
method was used when the collimator cart and the
detector cart were separated by considerable dis-
tance. In general, the lead sheet was used for run
types 6, 7, and 8 of Table II. Each method gave
results consistent to 0.15 nsec for all runs, but
the two methods differed by 0.75 nsec.

The discrepancy was measured by using the TOP
peak of the GAMMA monitor as a reference. (See
Secs. IID, IIE.) An 0.75-nsec correction was ap-
plied to the y peaks resulting from the brass con-
verter in order to make all runs consistent.

The second additive correction to the measured
A.o values is necessary because the kaon decay
products and the y-ray pairs irradiated the detec-
tor differently. Also, the decay volume for high-
~omentum kaons will tend to be farther upstream
than that for low-momentum kaons due to the more
pronounced forward peaking of decay products from
higher-momentum particles. This effect is coun-
teracted in the measured TOF by the lower velocity
of the decay products of the low-momentum kaons.
Further, the velocity of signal propagation in the
scintillator [measured in our detector to be (0.50
a 0.05) times the velocity of light] differs, in gen-
eral, from the decay-product velocities. A Monte
Carlo program was used to analyze these effects.

We found the shift in Ao timing as a function of
momentum to be 0.1 nsec over our range. It is
small because of a tendency of various effects to
cancel. The timing difference between kaons and

y rays was less well-defined because of uncertain-
ties in the pair distributions in the detector. From
the experimental data, however, we were able to
determine the direction of the effect and an upper
limit to its magnitude. We assigned a 100% un-
certainty to the correction. The two corrections
together amount to 0.03+0.03 nsec in 7.

3. Normalization

The normalization factor for an individual run
was composed of five multiplicative terms: (1) the
number of monitor counts, (2) the solid angle sub-
tended by the detector, (3) the efficiency for ob-
taining a valid time of flight, (4) a corrective fac-
tor for the dead time caused by the veto counters,
and (5) the detector efficiency. We emphasize that
it is unnecessary to know the absolute Ko~ flux, the
momentum spectrum, or the absolute efficiency,
i.e., No(P) and e(D, P) in Eq. (2). Relative values
are sufficient. In the ratio N/N„ these factors
cancel when comparing the detected rates at differ-
ent values of D, provided that e is independent
of D.

Monitors. Both the BOT and VM monitors were
used to monitor the number of protons striking the
production target. The ratio between them showed
a systematic variation of about 30'%%uo as a function
of the proton energy. Averaged over the entire
beam spill period, they showed run-to-run dis-
crepancies of a few percent. Further increase in
consistency was achieved by analyzing separately
the data in each correlator channel (see Sec. IID).
Remaining discrepancies were of order 1% and un-
correlated with the detector position. The lifetime
analysis was performed independently for each of
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the monitors with good agreement.
Solid Angle. The effective solid angle of the de-

tector was calculated with the Monte Carlo pro-
gram. The following factors were taken into ac-
count: (1) the finite size of the production target,
(2) attenuation of the proton beam through the tar-
get, (2) collimator geometry, and (4) some trans-
mission through the edges of the collimator. Solid
angles for each run type are given in Table 11.

TOF Efficiency. Only those events which have a
valid TOF measurement can be analyzed, so we
must correct for inefficiencies. Further, the ef-
ficiency is different for background triggers, B,
and real events, E~. It is also a function of beam
rate and spill conditions. The number of "reset"
counts, 8, for which no TOF measurement exists,
is

TABLE IV. Cosmic-ray background by event type.

Event type Percentage of CR background

AB
AC
AD
BC
BD
CD

3C and 4C
Beset
Vetoed

Shower counter
trigger '

18.3
37.4
12.8
7.4
5.2
5.7
1.6

4.5

6.9

This category includes all of the event types in the
fourth column of Table III.

where c~ is the TOF efficiency for the background,
and e~ for the legitimate events. It is not possible
to determine both efficiencies in a given run. Fur-
ther, background runs are not a good separate
measure of e~ since its value is subject to large
systematic variations between runs. However, e~
(measured in runs with very low background) is a
well-defined and almost linear function of the beam
rate b. (Consult the thesis in Ref. 1 for details. )
Using this function and Eg. (3), we were able to
determine both c~ and e~. The error in this pro-
cedure is small and leads to a negligible uncertain-
ty in v.

Veto Dead Time. A correction was necessary
for dead time in the veto counters. This factor
tended to be larger when the detector was close to
the synchrotron target, which may have been due
to radiation diffusing out of the synchrotron shield
wall to trigger the veto counters. The dead-time
correction was monitored continuously during all
runs and ranged from 0.2/o to 0.6/o of the live time.

Detector Efficiency. It is impossible to measure
the detector's efficiency without a set of "tagged"
E~~ mesons. The Monte Carlo program was used
to compute the efficiency, particularly its position
dependence, as a function of kaon momentum. The
resultant efficiency was independent of the position
of the detector within errors small compared to the
statistical uncertainties in the measured rates.
Thus, in Eq. (2) we find that e(D, P) = e(P) is inde-
pendent of D and can be absorbed into No(P). In the
separate calculation of the absolute production
spectrum, the computed values for e(P) must be
used.

4. Backgrounds —Cosmic -gay

and Beam -Related

Cosmic-ray (CR) background rates were mea-
sured in short runs with the logic system gated so
that no beam contamination would occur. These
runs were taken during the two-hour period re-
quired to move and align the collimator and detec-
tor carts. Due to the very low rate of cosmic-ray
triggers, these runs had poor statistics, and a
detailed analysis by event type was not possible.
Only the total rate was recorded. To obtain more
detailed information on the CR events, long runs
were taken at four times throughout the experi-
ment. These runs were put onto magnetic tape and
processed like the regular data. The CR-event-
type pattern is consistent in each of these runs and
the average values are shown in Table IV. Note
the considerable difference in event-type ratios
from the kaon decays shown in Table III. These
average values of the CR-event-type ratios were
used for the subtraction of CR background from all
of the data runs, but the CR rate for the subtrac-
tion from an individual run was determined using
the rate from the short CR run taken at the time of
that data run.

The CR veto counters eliminated more than 99.8/o

of the possible CR events. The CR background is
due to the remaining inefficiency, which, though
small, amounted to half the events when the kaon
detector was farthest from the production target.
There was a definite suppression of the QR-event
rate as the detector was moved far upstream and
came into the "shadow" of the synchrotron shield
wall. There was one instance of an anomalously
high CR event rate, which was traced to a mal-
function in a CR veto couriter, but in general the
CR rates were in statistical agreement at a given
detector position.

Beam-related backgrounds (BRBG) were mea-
sured by running under normal conditions except
that the primary collimator was filled with mer-
cury. These runs, called "plug-shut" runs, were
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+b'

EcR:

CR trigger rate per clock pulse

BRBG rate per monitor count

number of legitimate kaons

beam-related background

cosmic-ray triggers

EL (EB): TOF efficiency for E„(EB and EcB).
The total number of valid events detected in a giv-
en plug-open run is

Eo ~LEL+ ~B(EB+ECR)

= BLEL+ BB(rBM +fC,). (4)

taken after each data run for a length of time suf-
ficient to equalize the statistical uncertainty in the
measured rate with that of the data ("plug-open")
runs. The BRBG rate was obtained from the plug-
shut runs after a subtraction of the CR background.
The BRBG rate (normalized to a beam monitor)
was roughly constant throughout the data set at
about 0.2% of the detected kaon flux at the 400-in.
detector position. With the exception of two runs,
the BRBG TOF spectrum was shown to be flat,
with acceptable X

' probabilities for fits to a flat
spectrum. The exceptions were assumed to be
contaminated by beam leakage through the plug.
They were consistent with the general BRBQ rate,
and the best-fit constant value was used.

The subtraction of the background to obtain the
number of legitimate kaon decays will be given in
terms of the following symbols:

M, (M, ): total monitor counts, plug open (shut)

C, (C,): total number of clock counts, plug open
(shut)

In a plug-shut run, we measure

E, =EB+E«=rBM, +fC, ,

irrespective of whether there is a valid TOF. Solv-
ing for E„, we obtain

(E, —rbM, )Co
EL ——(E B/E L)

——XBMo-
B s

E,C,
= ( E, /EL( —' — —P,M.(l. —C, /C ))„

B s

=Eo/EL EBB/EL P (6)

where b, =M,./C,. i. s the "beam rate", the number
of monitor counts per unit time, and B, defined by
this equation, denotes the total background. Be-
cause the background is uniform over the TOF
spectrum, a fraction w,./W of B was subtracted
from an individual momentum bin (N/, . is the width
of the ith TOF bin, and W is the width of the whole
spectrum). The (luantities E„E„R,C„C„M„
b„and 6, were measured directly. The TOF effi-
ciencies, c„and cB, were discussed in the pre-
vious section. The BRBG factor rb was computed
for each plug-shut run by subtracting the computed
number of CR counts from the total plug-shut
events, i.e., rb = (E, —fC,)/M„where f denotes
the measured CR rate at the time of the run. The
computed xb are shown in Fig. 6, where they are
plotted as a function of run number and type. The
background rate was constant, within statistical
fluctuations, for each run type. An average value
of rb was used for all runs. The possible deviation
of type T from this does not affect our final re-
sults.

Although xb may be uncertain by as much as a
factor of 2, it has only a slight influence on E„ in
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FIG. 6. Computed BRBG rate factor, rb, versus run number. The numbers inside the circles on this plot refer to the
run type as specified in Table II. The average values of rb used in the analysis are shown by the horizontal lines.
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Ecl. (6) because b, /5, =1, i.e., the beam rate was
fairly constant.

C. Selection of the Final Data Set

In choosing a final data set, two cuts were made.
In the first cut, the data in correlator channels 1

and 2 were eliminated. In the second cut, the data
for run types 7 and 8 were discarded.

The data taken in correlator channels 1 and 2

were strongly influenced by changes in the oper-
ation of the synchrotron. These correlator chan-
nels cover bands at the early and late ends of the
spill totaling 3.8 msec (see Table I). The beam
spill during these periods was erratic, causing
large fluctuations in TOF efficiency. Also, during
periods of "double-chopped" injection, the spill was
shortened, giving relatively less beam in these
channels. Considering only runs with low CR con-
tamination, the TOF efficiency ranges from 92% to
997o in correlator channel 1, while it ranges from
97.5/o to 99.6/o in correlator channel 4 for the same
data set.

The data in correlator channels 1 and 2 consti-
tuted about 18' of the total. It was originally taken
to estimate the effects of variations in proton en-
ergy and rate within the beam spill. After consid-
eration of the comparatively limited statistical
weight of the data and the uncertainties in the esti-
mation of the TOF efficiency, it was apparent that
these data would not be useful as a tool to probe
systematic effects in the analysis of the remaining
data. They are not included in the final fit for the
lifetime.

In the analysis of the data for run types 7 and 8
(the 50-ft and 73-ft detector positions; see Table
II) it was found that the data for these run types
were different in character from those of other run
types. The ratios of the various event types for
these runs showed an anomalously high rate of
events where two adjacent telescopes had fired
(types AC, AD, BC, and BD in Table III) compared
with the number of events where opposite tele-
scopes fired (AB and CD event types). The "adja-
cent" events had almost twice their normal rates.

The source of these triggers may have been neu-
tron flux from the primary collimator walls. When
the detector and collimator carts were separated,
the detector was no longer completely in the "shad-
ow" of the secondary collimator. The dominance
of the adjacent triggers may then be explained by
noting that a neutron striking the detector near a
corner between two telescopes has a much higher
probability of triggering these two telescopes than
any neutron has of triggering an "opposite"
event.

The collimator and detector carts were sepa-
rated for run types 6, 7, and 8. The data of type

6-

4

3
2-

20 400 30
X

FIG. 7. g~ distribution for a typical spectrum compar-
ison of similar runs. Since there are 30 bins in each
spectrum, it is expected that the g histogram should
peak near 30, and that it should have a FTHM of 11.
The lack of large X shows that the data are internally
consistent.

50

6 did not show abnormal event-type ratios. Com-
pared with types 7 and 8, the kaon rate in type 6
is much higher. Also the detector is better shield-
ed in the type-6 positions. Therefore type 6 was
retained in the data set, whereas types 7 and 8
were discarded.

Although we choose to reject these data due to
the possibility of background contamination, we
have performed the analysis with them included.
The result differs negligibly from our final value.
Our retention of type 6 is justified by its consis-
tency with type 4, as demonstrated in Sec. IIID.

D. The Internal Consistency of the Data Set

Many different fits were made to the data, apply-.
ing different cuts, normalization factors, and so
on. Each time a set of data runs was selected for
analysis, the binned momentum spectrum for each
run was comps, red with other runs of the same type
using a g' test At.ypical result of this compari-
son of similar runs is shown in Fig. 7. In addition
to plotting the total X ', the contributions to y'
were examined for normalization shifts and single
points with abnormally high discrepancies. In the
final data set there were no X' values higher than
50 for 30 degrees of freedom, and the X' distribu-
tions were generally acceptable. It should be noted
that this comparison procedure will not detect
many classes of systematic errors, but it will
overemphasize discrepancies between two data
sets with different background subtractions, since
subtractions from the channels are correlated.

In addition, to comparing the spectra, the consis-
tency among some of the run types can be checked
using the lifetime fitting program. The fitting pro-
gram was used to compare run types 1 and 5, both
of which are taken at the 0-ft position, and to com-
pare types 4 and 6, both of which are taken at the
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25-ft position. Type-1 data, are taken with single-
chopped injection, while type-5 data were taken
with double-chopped beam. Thus types 1 and 5

should have the same rate, but type 1 will be
"folded over" (cf. Fig. 2) whereas type 5 will not.
A y' comparison of these two spectra (with a fixed
kaon lifetime) tests the consistency of the two spec-
tra and checks the program. The X

' probabilities
for these fits were always acceptable.

E. The Monte Carlo. Program

A Monte Carlo program was written before the
construction of the experiment to aid in its design
and to study the response of the kaon detector. ln
simulating the kaon decays, the branching ratios,
kinematics, and known energy spectra for the de-
cays were used. A simulation of the physical and
geometrical properties of the detector was gener-
ated. The behavior of the various decay products
and their interaction with the detector was pro-
grammed by including multiple scattering, pion
decay, and energy loss by ionization.

The logic of the electronic triggering was also
simulated to enable comparison with measured
event-type ratios. A symmetric detector provides
only one experimentally measurable quantity which
can be compared to a Monte Carlo simulation: the
opposite-adjacent counter event ratio. Four simi-
lar quantities are fixed by the symmetry. The
asymmetric detector used in this experiment pro-
vides five different ratios among the six types of
event trigger patterns. These are, at least in part,
dependent on the kinematics of K decay, and pro-
vide a basis for comparison with Monte Carlo cal-
culations. The measurements and calculations
agreed well for the asymmetric detector, indicat-
ing that both the Monte Carlo simulation and the
detector properties are understood.

As mentioned in Sec. IIQ, the experiment was
designed to make the efficiency, e(D, P) in Eq. (2),
independent of the distance, D. The Monte Carlo
results confirm this. For the lifetime calculation,
described in the next section, e(P) was absorbed
into No(P). However, values of e(P) computed by
the Monte Carlo program were used to extract the
absolute production spectrum from the fitting pa-
rameters, N,

F. The Lifetime Fitting Program

This program is used to determine the best
"least-squares" fit for the K~0 mean lifetime. In
addition to fitting for v, the program simultaneous-
ly fits for a set of nine parameters (N, ) which de-
scribe the kaon production spectrum at the syn-
chrotron target after multiplication by the efficien-
cy for detecting a kaon that passes through the ap-

paratus. The parameters N,. form a piecewise lin-
ear fit to the kaon momentum spectrum, and No(P)
in Eq. 2 is determined from this fit by calculating
the area in a momentum bin of width 4p and mean
momentum P T.hus, both 7 and No(P) are un-
knowns in Eq. (2) to be determined by fitting, but
No(P) is approximated by the N, This procedure
of linearly interpolating between discrete points of
the kaon momentum spectrum was tested and found
to introduce no systematic errors in the results.

Given a first approximation to the momentum
spectrum, we fit the data set for the best value of

The process is iterative, with 7 and the N,. be-
ing varied until a minimum is obtained for X'.
The explicit form of X

' is

where the j sum refers to the six run types (Table
II) and the k sum refers to the 30 momentum bins.
The quantity w» is either zero or unity, depending
on whether a particular data point is included in
the fit. K» is the normalized detected kaon rate
and b, ~ is its uncertainty. E,~ is the number of
particles calculated by Eq. (2) to be in the momen-
tum range corresponding to K», including the fold-
over or ghost spectrum. Each h» is a function of
the production spectrum parameters, N„and the
lifetime, T.

G. Statistical Errors

The statistical error associated with the fitted
value of v was found in the fitting process. The X'
fitting program required a statistical uncertainty
for each input data point [b,, in Eq. (7)]. These
came mainly from E, and E, in Eq. (6), i.e., from
the measured event rates. The uncertainty in T

was determined numerically by varying 7 until X'
increased by one unit over its minimum value.

H. Systematic Errors

Systematic errors in this experiment may be
divided into three categories: (1) uncertainties in
fitting derived quantities (e~ and xb), (2) uncertain-
ties arising from systematic variation in measured
parameters (monitor drifts, efficiency changes,
calibration changes, etc. ), and (3) possible errors
due to approximations in the analysis.

As described in Sec. IIIB, we used approxima-
tions for the TQF efficiency and the background
rates. The sensitivity of v to these approximations
was determined by changing the approximation,
and fitting the same data set again. Using this
method, we determined the possible systematic
uncertainties shown in Table 7. The estimated
uncertainties in the parameters represent conser-
vative judgments.
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TABLE V. Contributions of systematic errors to the
error in 7.

Error
type

Relative change
in g

Contribution
Estimated to fitted 7.

uncertainty (nsec)

Ag

A()
Cg

ABC

0.26 nsec/percent
0.05 nsec/nsec
0.02 nsec/percent
0.0012 nsec/percent
0.4 nsec/percent

0.4%
0.5 nsec
0.5%
~0%
0.1%

0.10
0.03
0.01
0.04
0.04

Similar procedures were used for the TOF cali-
brations, A., and A, Run-to-run shifts in A, were
probably considerably less than the value of 0.5
nsec listed, but the over-all uncertainties in the
y-pair calibration procedure lead us to select this
figure. The estimated 0.4/o uncertainty in A, rep-
resents observed changes during the course of the
experiment.

Alternate bucket contamination (ABC) was de-
scribed in Sec. IIE. It was measured continuously
and subtracted directly from the TOF spectra for
individual runs. Since it was generally at the noise
level of the measuring system, it was assigned a
100% uncertainty. Its magnitude was determined
by fitting for a lifetime both with and without the
correction.

Systematic errors may arise in combining the
individual runs. For example, the normalization
may have changed over a period of time, and the
runs may indicate different rates. The use of
spectrum comparison tests, as described in Sec.
IIID, has shown that the final data set is self-con-
sistent. Any unobserved residual effects should be
accounted for by the quoted statistical uncertainty.

Tests were made for systematic effects due to
approximations made in the analysis. A data set
was simulated using Monte Carlo techniques. This
set had a known mean lifetime, and the data were
made to resemble a genuine data set, including
simulated statistical fluctuations. The simulated
data were fitted using the same analysis program
as for the real data. For three independent simu-
lated data sets, the analysis program gave a fitted
mean lifetime within one standard deviation of the
known value. Since the properties of the simulated
data set (the number of total events, the momentum
spectrum, and so on) were chosen to correspond
closely to the properties of the real data set, the
fits to simulated data gave an excellent estimate of
the expected statistical uncertainty and the relative
importance of systematic effects related to approx-
imations used in the real analysis.

We have assumed no correlation among the un-

certainties and have added them in quadrature to
obtain an over-all systematic uncertainty of +0.12
nsec.

IV. RESULTS

A. K z~ Lifetime

Using our best data, we have determined

r = (5.154+0.044) x 10 ' sec

for the mean lifetime of the %~0 meson. The least-
squares fit gave y'=114 for 107 degrees of free=
dom (DF). The uncertainty is dominated by a sta-
tistical uncertainty of 0.42 nsec, with a contribu-
tion of 0.12 nsec from systematic effects added in
quadrature. The final data set consisted of 449234
detected events. Of these 13 774 were subtracted
as background.

The fit to the data is displayed in Fig. 8. The
natural logarithm of the attenuation, N/No, is plot-
ted versus MD/Pr, the number of mean lives.
Ghosts are subtracted from the data in the figure
to avoid confusion. The data taken at the two posi-
tions farthest from the source were not used for
reasons discussed in Sec. III C. They are included
in Fig. 8 to show that the exponential decrease con-
tinues beyond the limits of what we consider good
data.

In the remainder of this section we present fits
to various subsets of the data.

Fit to Different Correlator Channels

The final result is the weighted average of two
independent fits of the data from correlator chan-
nels 3 and 4 using the VM monitor for normaliza-
tion:

T=51.12+0.89 nsec, y'/DF=119/10V;

T = 51.61+ 0.47 nsec, y '/DF = 115/10V .
These two data sets we denote by VM3 and VM4,
respectively.

2. Fit goith Different ¹rmalization

7 =51.61+0.96 nsec, X'/DF =125/107;

v=51.46+0.48 nsec, y'/DF=113/107.

These data were normalized to the BOT monitor
but are otherwise similar to VN3 and VM4.

8. Fit Including "Vetoed" Events

Adding the events in which a veto counter latch
bit was set (see Sec. IIIB 1) gave for the VM4 set

r =51.36+0.46 nsec, y'/DF =120/107.

The vetoed" events were not included in the fi-
nal data set.
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7 and 8 which were not used in the final analysis. The solid circles represent the data from run types 1-6 used in the fit.

4. Fit Deleting Events svith

Shosver Counter Triggers

If the events in which a shower counter fired (see
Table III) are deleted from the VM4 data set, we
obtain

T=51.69+0.49 nsec, X'/DF =112/107.

The change of 0.07 nsec is small compared with
the estimated statistical uncertainty, and events in

which a shower counter fired were included in the
final data set.

5. Fit by Event TyPes

The events in set VM4 were divided into two cat-
egories. The opposite category included types AB
and CD (cf. Table IV), while the adjacent category
included types AC, AD, BC, and BD.

For the opposite and adjacent types we get, re-
spec tively,

T = 51.79 + 0.63 nsec, X '/DF = 118/107;

v = 51.30+0.84 nsec, X '/DF = 93.5/107.

r (nsec)

52.29 + 0.91
51.85 + 1.17
50.23 + 1.43
50.69 + 1.01

X'/DF

69/43
83/6O
71/56
56/6o

P (MeV/c)

200-250
250-300
300-350
350-400

6. Chronological Cuts

The 7M4 data set was divided into two halves,
each corresponding to two weeks in the running.
In order, the "early" and "late" periods give

T = 52.29 a 0.81 nsec, X '/DF = 83/90;

r =51.07+0.59 nsec, X'/DF =115/90.

7. Momentum Cuts

Four equal momentum bands were set from 200
to 400 MeV/c, and the bands were fitted separate-
ly. It is not possible to make completely indepen-
dent measurements in this way, since all of the
momentum bins in data type 5 must be included so
that the "ghosts" can be evaluated (see Sec. IIE).
The four momentum ranges gave



1850 K. G. VOSBURGH et al .

2XIO ~

0
M 0
UJ

O o
I- 0

0)
SXIO 5

h

KI' PRODUCTION SPECTRUM

~ SAYER et al.
~ ~ N THIS EXPERIMENT

i

of the number of particles produced in a 1-,'-in.
platinum target. There is a systematic difference
of about 10% between our results and those of Sayer
et gl." Two possible effects could contribute to
this difference. Due to the selection of data in
correlator channels 3 and 4, the present experi-
ment may sample a higher average proton energy
than the previous experiment. There are, also,
calibration uncertainties in comparing monitor
rates at widely separated times.

C. The Velocity of Light

.z-
6XIO 5-

OXIO-5-
I

IOO0 200 500 400
K ' MOMENTUM (MeV/c)

L

FIG. 9. The number of KLO produced per unit solid
angle, per GeV/c per incident proton {3GeV) on a 1.5-in.
platinum target obtained in this experiment, compared
with results of Sayer et al. f Phys. Rev. 169, 1045 {1968)].

500

B. k &0 Production Spectrum

The apparent systematic trend with momentum is
not significant. Such a result can be expected to
occur by chance about 20% of the time.

The comparisons above indicate a high degree of
internal consistency in our data. They suggest the
absence of large systematic errors which are de-
pendent on time in spill, beam rate, normalization,
momentum cuts, calibration drifts, and certain
types of backgrounds.

We have computed a weighted average of our re-
sult with the previously measured values of T.'
We find

7 = (5.152 + 0.042) x 10 ' sec

as a new world average. The best previous mea-
surement" gave 7=51.5+1.4 nsec, in excellent
agreement with our result, but the previous con-
strained fit value published by the Particle Data,
Group' (53.8+ 1.9 nsec) differs by 4.3%. A new
calculation of the constrained fit has been per-
formed" including our new result. It gives 7
=(5.172+0.043)x10 ' sec.

The use of the GAMMA monitor to calibrate the
time-of-flight system gives us an opportunity to
measure the velocity of high-energy gamma rays.
Corresponding displacements in distance and TOF
are measured. If we assume that most of the y
rays in our beam originate from 7I mesons which
are produced and decay in the target, we can ex-
pect the energy spectrum to peak in the neighbor-
hood of 70-100 MeV. Dispersive effects have been
sought for photons up to 6 GeV and found to be ab-
sent. ' Therefore, we can safely adopt the con-
ventional value of the velocity of light and use our
measurement as a check on the accuracy of the
TOF system. We find

c = (2.998 + 0.033)x10' m/sec,

in good agreement with the conventional value.
This gives strong evidence supporting ihe accuracy
of our A, calibrations (see Sec. IIE).

V. DISCUSSION

Using our present result, the Particle Data
Group has recalculated the value of the branching
ratio, T„as given in Eg. (1)." The value found is

T, = 1.184+0.028,

as compared with the previous value of 1.22+0.05.
We see that the uncertainty has been reduced con-
siderably, and that the deviation from the expected
value of 1.000 is more than six standard deviations.

We can interpret this result in terms of 4 I= —',
transitions under the following assumptions: (a)
There is no 1=3 contribution to the final state. '
(b) CP noninvariance is small —of the order ob-
served in K~ decay into two pions. We express
the results in terms of the ratio of the reduced
matrix elements for 4 I= —,

' and —,
' transitions to the

I= 1 final state (as in Ref. 2):
We have divided the fitted spectrum parameters,

N„by the appropriate values of e(P), the detection
efficiency as determined by the Monte Carlo calcu-
lation. The results are plotted in Fig. 9 in terms

(1 II T,~, II —,')
(1 II T,g, II g}

In this notation,

(9)
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(10)

and we find that A, = -0.056+0.008. It is interest-
ing to note that this amplitude ratio is of the same
order as that observed in K' decay into two pions, the
only other well-established example of an 6 I= —,

'
transition. ' It is reasonable to speculate that these
effects arise from electromagnetic corrections to
the over-all transition. This explanation, however,
would also permit the existence of 4 I= —,

' transi-
tions, which have been shown to be less than 1%.'
Qn the other hand, the current-current picture for
weak interactions contains a natural place for 4 I
= —,

' transitions to purely hadronic final states.
With this description, one would expect corre-
sponding effects in the hadronic decays of baryons.

No such evidence is found.
One possible source of 4I=.—2 terms is the g me-

son as a virtual intermediate state. This has been
discussed by several authors. ' " A comparison"
with the rate for K~-2y gives some support to this
view.
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