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Normal-product techniques are applied to the study of gauge invariance in a massive-vec-
tor-meson model in renormalized perturbation theory. Composite fields are defined which
are invariant under a one-parameter family of covariant gauge transformations. Ward iden-
tities are derived for Green’s functions involving an arbitrary number of vector and axial-
vector currents. The lack of lowest-order radiative corrections to the triangle anomaly of
the axial-vector Ward identity is verified using Bogoliubov-Parasiuk-Hepp-Zimmermann

methods.

1. INTRODUCTION

Normal products' have proven to be a useful tool
in the definition of currents and the derivation of
their generalized Ward identities in renormalized
perturbation theory. In the present work normal-
product techniques will be applied to a theory of
fermions interacting with massive-vector mesons,
which is of particular interest because of the spe-
cial restrictions which the principle of gauge in-

variance places on the definition of observables.

The massive-vector-meson (“gluon”) model de-
scribes the interaction of a neutral, mass-m (+0)
vector field V* with a mass-M (#0) spinor field ¥,
with formal equations of motion,

(EyFo, —M)T=eVFy, ¥,
B”F“y+m2Vv=—eﬁy"\P, (1.1)
Fuu =3qu —BDV“ .
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The formulation of this model in Lagrangian field
theory has been discussed by various authors.?
Qur work will be based mainly on the version of
Zimmermann,® which adopts the Bogoliubov-
Parasiuk-Hepp-Zimmermann® (BPHZ) subtraction
scheme to avoid divergences.

The notion of gauge invariance has no intrinsic
role in the massive-vector-meson model (this is
obvious from the field equations), and becomes
relevant only because we insist that the model be
expressed in terms of a renormalizable Lagran-
gian field theory. To see this, we need only look
at the Green’s function of the meson field equa-
tion,

dk kR - —ikex
Amv<x>=f(27y(gw-#>me "
(1.2)

Instead of falling off like 22 as in a scalar theory
or in quantum electrodynamics, the Fourier trans-
form of Ap,, (%) is constant for large %, and this
leads to a nonrenormalizable theory in which the
divergence of a Feynman diagram increases with
the number of internal meson lines. The method
of achieving renormalizability is essentially that
of regularization. One introduces an auxiliary
vector field with free propagator

-7 gﬂv
k2 —m?+ic

_kuku< 1 _ 1 >]
m? \k®>=m?+ic k:-mZ+ic)]

(1.3)

where m.? is an arbitrary non-negative number.
A renormalizable theory has been achieved, but at
a price: The Green’s functions now depend on m,’
and describe an indefinite-metric Hilbert space
with ghost particles (auA" is a free field of mass

m,). As in the Gupta-Bleuler formulation of quan-
tum electrodynamics, one extracts the physical
content of the massive-vector-meson model by
means of a gauge principle: The observables of
the theory are those quantities which (in a sense
to be made more precise in Sec. II) commute with
the free field 8, A" and which are independent of
the ghost-particle mass. Among these will be a
physical meson field satisfying the Proca equation
(1.1).

An exhaustive study of the gauge-invariant ob-
servables in the massive vector-meson model is
beyond the scope of this article. Rather we shall
be interested in developing suitable criteria for
checking gauge invariance (Sec. II) and in the study
of a certain important class of observables, name-
ly, those which can be expressed in terms of pro-
ducts of fields of low dimension (Sec. III). For
currents bilinear in the fermion field we shall de-
rive Ward identities (Sec. IV) using the methods of
Ref. 1. Of particular interest will be the Ward
identity of the axial-vector current, whose “anom-
alies”* will be treated systematically in Sec. IV.
In the final section we shall verify using BPHZ
methods the result of Adler and Bardeen® that the
triangle anomaly has no lowest-order radiative
corrections.

II. CRITERIA FOR GAUGE INVARIANCE

In this section we shall define precisely what we
mean by the gauge invariance of observables in
the perturbative vector-meson model. After giv-
ing a prescription for calculating the Green’s
functions of the renormalized fields to arbitrary
order in the coupling constant, we shall state two
criteria for gauge invariance. These will express
in the language of Green’s functions the two facets
of the gauge principle set forth in the Introduction,
namely, commutation with the ghost-particle field
and independence of the ghost-particle mass.

A. Specification of the Green’s Functions

The effective Lagrangian (Zimmermann’s terminology') of the vector-meson model is

Lppr =1+ d)%ii-y“?pzp - (M =) —(1- )30, A, 0" AV + (m* + a)%A“A”

+(e+f)Py YA, + (1 -b- ’”m}“> 1o, AMY

=L+ L,

with

(2.1)

£o=GiPy* T 9 - M) +[ —30, 4,88 AV + 3m2A, AP + (1 — m?/m2)5(8, A" P ],

where the finite renormalization constants a, b, ¢, d, and f are power series in the coupling constant e
whose coefficients (to be fixed eventually by normalization conditions) are functions of the mass parame-
ters of the theory, M, m, and m,.
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Green’s functions (covariant time-ordered functions) may be computed to any order in e by means of the
Gell-Mann-Low formula,®
°)

1 m m
(0|7 1T 40050 JL wiw) T 7tes
i=1 i=1 k=1
= finite part of (0)<0|T f[ A,(}?)(yi) ﬁzp(o)(wj) ﬁfp'(O)(zk)exp3ifd4x 8, [ALD, (o, @(@]:& ‘0>(0),
i=1 i=1 E=1

(2.2)

where A(® and ¢(? are the free fields with the propagators specified by the unperturbed Lagrangian £, and
the finite part prescription is that of Bogoliubov, Parasiuk, Hepp, and Zimmermann (BPHZ).> Formally
the right-hand side of (2.2) is the well-known sum over Feynman diagrams with the following lines and ver-
tices:

Fermion line: 7—— .

M
: —i kyk i (m\ kuk
Meson line: 22 —m? <gpu - 221}) - k2_m02 (ﬁ) 221} .

Fermion-fermion-meson vertex: i(e+f)y, .
Fermion-fermion vertex: i(c+dy).
Meson-meson vertex: i(a+bk?)g,, —i(b+a/mP)k,k, .

In Zimmermann’s version of the BPHZ subtraction scheme, the formal integrand (before integrating over
internal loep momenta) I, corresponding to a Feynman diagram G is replaced by the subtracted integrand

Re= Y, II(~t)I¢, (2.3)

UeSg 7ev

where §, is the set of all forests [ sets of nonoverlapping one-particle irreducible subdiagrams y of non-
negative degree 6(y)] of G, and t), denotes the operation of taking the Taylor series to order 6(y) in the
independent external momenta of ¥ (about the origin). The degree of a subdiagram j may be taken in this
model as

6(y)=4-3F,-B,, (2.4)

where F, is the number of external fermion lines and B, is the number of external meson lines of y. The
product of Taylor operators in (2.3) is restricted by the requirement that if y, is a subdiagram of y,, then
th stands to the right of Zy .

Normal products may be introduced by a slight modification of the Gell-Mann-Low formula.! If 9,,
a=1,2,...,p , are formal products of the basic fields and their derivatives with dimensions 4, <§,, then
we define

’)

<o
(0) » m n_ ‘ _ (0)
=finite part of <0l T JI1:0,.9: () TT 3 (w;) T19(z,) exp% if Ax: 8, [ AL, PO, Y] :% .0> .
a=1 i=1 k=1

711 N, [0,1%) [T vtw) fT76e,

(2.5)

Thus the same Feynman rules given above are applicable, with the additional requirement that each Feyn-
man diagram must contain special vertices V;, i=1,2,..., p corresponding to the normal products Nﬁa[ea],
The renormalized integrands are once again given by the “forest formula” (2.3), but with degree function

6(y)=4-3F,-B,~ 3, (4-3,). (2.6)

Va€y

The notation of Eq. (2.5) suggests that we are dealing with the covariant time-ordered functions of well-
defined operator fields. To justify this interpretation one would have to prove the appropriate generalized
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unitarity relations, a difficult step which has not yet been accomplished. Moreover, as pointed out in Ref.
7, the equations of motion give rise to a certain nonuniqueness of the time-ordered functions. In our opin-
ion neither difficulty poses an insuperable problem, and we feel that we are not being overly optimistic if
we assume that (2.5) indeed defines Green’s functions of legitimate composite fields, provided (a) the lat-
ter contain derivatives and Dirac y matrices only in completely traceless combinations and (b) the degree
of a normal product N,[0] is equal to the dimension of ©. Other composite fields are assumed to be re-
ducible to linear combinations of such normal products in standard form by means of equations of motion
and Zimmermann’s identities relating normal products of different degree.

B. First Criterion of Gauge Invariance

The basic formula which allows us to state criteria for gauge-invariant fields is the Ward identity

< ‘Ta AH() H A, ,.)jf:I1 zp(wj)iil@(zk) 0>
o)

1 m m
5 (0] 74" 1T 4, (50 11 vt 11 e
TA, (30 Ay 4, (0 T vt 11 e

1]

1

= Z( s )a Ap(x = y;5m?

=1

0)

. 64-f m

1 m —
+1 1+d><m +a> D) [Ap(x-wj;moz)—AF(x—zj;moz)]<0|T II 4,,(yo) I1 ¥(w,) 11 9(z,)

0),
(2.7)

where Ag(£; mg?) is the free, mass-m, propagator and the caret over the field A,,‘_ denotes its omission
from the time-ordered product. The two contributions to the right-hand side of (2.7) arise from the fol-
lowing graphical alternative: Either the scalar-meson propagator originating at x is connected directly to
one of the external meson lines, or it is attached to one of the interaction vertices of the diagram. The
first case gives the first term on the right-hand side of (2.7), whereas the second gives

—i(e+f)(,,?°2

) f @ gty mi (0l TN By 1) ), .0
where here and in the following we use the abbreviated notation
i m m
x=11 4,,(y) II 9(w,) II ¥ (z,).
i=1 i=1 k=1
To arrive at (2.7) we must therefore prove the following vector-current Ward identity:
- m
(1+ad)a0| TN, [Py, 1(x)X[|0) = 3 [6(x —2;) = d(x—w;) [{O| TX |0). (2.9)
i=1
It is an easy consequence of the properties of Zimmermann’s normal products® that

8140| TN [$y, ] (%) X |0) =(O] TN, [8" (F v, ) ](x) X |0)

= ~i(0| TN,[§ (i - M)p)(x) X |0) + KO| TN,[F(~iF — M)pl()X |0) . : (2.10)
The verification of (2.9) thus reduces to establishing the equation of motion for ¥ within the normal product,
(O| TN, [(a# = m)p)(0X [0) =(0| TN, [F(~id - ¢ = (e + /) DPI(X)X|O) = i 338(x = )0 X [0). (2.11)

Equation (2.11) follows from the graphical argument, strictly analogous to the scalar case treated in Ref.
T, depicted in Fig. 1.
From (2.7) we may verify (using the reduction formula) that the Klein-Gordon equation

(8% +me?)a, A" =0 (2.12)

holds as an operator relation. Moreover, we see that ghost mesons interact with fermions in a very re-~
stricted way: We need include only those Feynman diagrams in which the scalar-meson line passes through
without interacting or in which it interacts with an entering or exiting fermion line.

The above considerations indicate that “probing with a ghost particle,” i.e., attaching an external scalar-
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meson line to a Feynman diagram, may be a good way to test for gauge invariance. In particular, we shall
say that fields ®@)(x) satisfy the first cvitevion of gauge invaviance if they have covariant Gveen’s functions

(to be denoted T functions) with the property

<0]T3 AMx) H dCs)(x )X]0> =~ Z (

s§=1

+a

(D S

for all {a o and for arbitrary products of the basic
fields,

i m m
x=114,,3) II ZP(wj)kII ¥(z,) .
1=1 j=1 =1

Here X; denotes X with the field 4, (y;) missing.
Criterion (2.13) is the first part of the gauge
principle enunciated in the Introduction. It is the

Green’s function analog of

[%A“(x), fI <I>“’(xs)] = (2.14)

s=1

The main point is that if a physical Hilbert space
JC is constructed by acting on the vacuum with
fields satisfying either (2.13) or (2.14), then 34"
is identically zero in ¥C. This follows from the
positive-negative frequency decomposition of 8 uA“
in (2.14), and, assuming asymptotic completeness
in 3¢, from the reduction formula applied to (2.13).

It is easily verified that the first criterion is
satisfied, with 7 =7, not only by the “electromag-
netic” field F,, =8,4,-9,4, [this follows immedi-

ately from (2. 7)] but also by the “physical” meson
field

9
ot

for all choices of {&,} and X. [Note that in the
BPHZ subtraction scheme, the Wick product in

the right-hand member of (2.16) is really a normal
product of degree zero. That the right-hand side
is well defined with so few subtractions is a simple
consequence of (2.13).]

The second criterion, which includes the re-
quirement that all Green’s functions containing
only gauge-invariant fields are independent of the
ghost-particle mass, is not a trivial matter to es-
tablish. As we shall see in Sec. III, Zimmer-
mann’s normal products normalized at the origin
do not automatically satisfy it, and much of the
remainder of this article will be devoted to defin-
ing normal-product fields and their time-ordered
functions in such a way that the second criterion
is satisfied. In this section we shall content our-
selves with a special case of (2.16), namely,

fﬁ@<as>(xs)x|o> =§‘<— >fd4 < IT (8,4 ):(x) II 3@ x)Xl >

>B";A (x = i3 mP) <, ﬁ (°‘S>x)X,>

) - Ag(x =2z moz)]<

I‘Iq,(ocs)(x )Xl > 015

V,=A (2.15)

TR e aua”A,,,

0
provided the second derivatives are taken outside
the time-ordering symbol without picking up con-
tact terms (we adopt this convention for Vu) and by
all formally gauge~invariant normal products. By
formal gauge invariance of a product of basic
fields we mean that ¢ and ¢ fields are present in
equal numbers, and the A, field and derivatives of
the fermion fields enter only in the combinations
F,,, (8,~ieA,)y, and §(5, +ieA). The graphical
argument leading to (2.7) is altered only by in-
clusion of diagrams in which the ghost-particle
propagator is attached to one of the lines. emanat-
ing from the normal-product vertex. That these
cancel for all formally gauge-invariant normal
products is left as an exercise for the reader.

C. Second Criterion for Gauge Invariance

Suppose & are formally gauge-invariant com-
posite fields whose 7 functions satisfy (2.13). We
shall say that the ®@ fulfill the second cvitevion
if the following identity holds:

(2.16)

r

L]
—m?(OITXIO)

-$(259) farsorro,arioxio,
(2.17)

= + + >
j
X X X X, j
J
FIG. 1. Graphical basis for Eq. (2.11). The various
terms on the right-hand side correspond to the different
types of vertices at which the line canceled by (i #—M)
may end: 2-vertex, 3-vertex, or external vertex. X
stands for an arbitrary set of external lines and X; is
X with the jth outgoing fermion line omitted.
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which, with (2.7), implies the gauge invariance of
the S matrix and which will place certain restric-
tions on the renormalization constants a, b, c, d,
and f [see (2.1)] which we have thus far left unde-
termined. .

Equation (2.17) is most easily proved using the
method of differential vertex operations (integrated
normal products).® Define

A,:;Z—TIN4[0j]d4x, j=1,2,...,1
jl

0,=A, A8,

02=3”A”3“Ay,

(2.18)

0,=(A4,4"2.

In terms of the A;, the effective action integral
takes the form

tAgpr = f d4xN4[£EFF]

=(m?+a)d, +(b =1)A, +(c - M)A,

2
+(d+1)A4+(e+f)A5+(1 -b - mm2a>A6 .
0

(2.19)

7= % f d* (0| T: (8,A¥): (x) A, (0)A¥(0)|0)PROP

9
k2
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b

jo»

Now we apply the following result of Ref. 8: If
i{Agrr =) CpA, With the coefficients ¢, functions of
parameters aq;, then for any Green’s function (or
vertex function) G,

9G oc,
- - —= A .
ba, % ba, 2 G (2.20)
In our case
G da 0b dc ad
= A
damy’ [8m02 ‘+8m02 A2+3m02 A3+3m02 B

of 3 m’+a
o & (o

(2.21)

On the other hand, from Zimmermann’s work we
know that the integrated Wick product may also be
written as a linear combination of the integrated
normal products of degree four. The coefficients
may be determined using the normalized conditions
for the latter. Thus we have (as a relation among
differential vertex operations)

%if d*x:(8,A")?: (x) = ‘i)r,-Ai, (2.22)
=1

with

¥y= % d*x (— (0| 7: (a,A"): (x)[iu(k)fi"(—k)lO)PmP) ,
k=0

ra=5Tr [ %017 (5,447 (HO)H0) 0)7,

re= i Try [ (55 0173 0,40 : KPY-p) |0)7)

=0

re=d Trok [ d%(01T: (6,41 : IOHO)A 00" ,

re=1,

7,=% f a%(0|T: (8,47 : (x) 4,(0)AX0) 4, (0) A7 (0)| 0 )R,

where the tildes denote Fourier transformation of
the T function:

(0|74 (k)X |0) = f d*x ¢**(0| TA ,(x)X10),

the superscript PROP indicates that only one-par-
ticle irreducible diagrams are included, and

r
PROP’ is the same as PROP except that trivial
diagrams with a single vertex are excluded. From
(2.7), it is clear that »,, »,, and 7, vanish, since
the proper parts are necessarily transverse in
their external meson momenta. Moreover, it is a
consequence of the Ward identity (2.9) that (1 +d)7,
=(e+f)7,.
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Comparing (2.21) and (2.22), we see that (2.17)
may be enforced by setting

a=a,,
b=b,,
2
™o m?+a
c=co+j dm(;z( vy(m, M, m}, e),
o mg?

(2.23)

2

d=d0+f ° dmi? (m +a>74(m M, m}, e),
0 mg?
m? 1o [ TP +a\

f=fo+f am vs(m, M, m, e),
V]

where a,, b,, c,, d, and f, are independent of the
ghost mass. It should be observed that the inte-
grals in (2.23) vanish in the limit of the Landau

gauge, m,=0, the integrands being at worst loga-"

rithmically divergent.

The constants a, and b, are to be determined by
the normalization conditions fixing the position
and residue of the meson propagator pole:

2)=0=M

I(m 5p?

b
52 = m2

where

Ap,, (k) ==i (guv - E%‘i") (7?‘2—_721:'11——%2»

kR [ mg? 1
YRR \mPra k? = m?

and (2.24)

0174, () 4,0)10) = [ 8 om* =iy, 1)

In addition, the combination c,+ Md, is fixed by the
interpretation of M as the physical fermion mass:

2(0)lyeu=0,
where
R e TeE3]
and  (2.25)

(01 T9(x)¥(3)10) = f e ?==51(p) .

@n)?*

Finally, d, and f, are conventionally either set
equal to zero (intermediate normalization in the
Landau gauge) or may be determined by the mass-
shell normalization conditions

%
b= =0
I:y 3p ] =M ’

é['yﬂr‘u(p, 0)];):,41 =ie ’
01 TP(x)h(y) A ,(2) |0)PROF (2.26)

d*p d“ d*k
@n® @n @nt°

X(2m)*6(p +q+R)T,(p, k) .

—i(px+qy+k2)

In either case the renormalization constants satis-
fy, by virtue of (2.9), the relation f =de.

It is not difficult to verify that the normalization
conditions (2.24)-(2.26) actually determine q,, b
Coy dy, and f; which are independent of m,. It
should be noted that the explicit calculation of
Cy» dy, and fj is not necessary with mass-shell
normalization, since ¢, d, and f may be deter-
mined directly from Eqgs. (2.25) and (2.26). This
advantage is offset; however, if one wishes to
take the electrodynamic limit, m -0, without en-
countering infrared divergences.

02

III. GAUGE-INVARIANT NORMAL PRODUCTS

We now turn to the problem of defining covariant
time-ordered functions (7 functions) and formally
gauge -invariant normal products with the property
that both criteria of the preceding section are sat-
isfied.

Before considering the most general Green’s
function involving composite fields, it is instruc-
tive to consider the simple case of a single field of
the form N,[¥;9,], proceeding in a manner parallel
to that used to derive (2.17). The only additional
complication comes from the fact that the normal-
product vertex introduces a new class of m,-de-
pendent BPHZ subtractions, which must be com-
pensated in some way to insure the validity of
(2.16). Equations (2.21) and (2.22) now take the
form

8Gy; [ 8¢ ad df e +a

omy? _<9m02 3+ omg A+ omy? A+ gt A6>Gi'j!
Gi;=(01 TN [9:%;] (x)X10) (3.1)

and

bi [ 54017 (0,47 : (9N, [Fudy] (X10)

5
= AeGij + kZ> rkAkGi -u ijmnGmn ’ (3-2)
#=3

where the 7, are the same as in (2.22) and
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wip =4 [ (01T (0,49 (9)

X N3[3:9;1(0)3,(0)9,(0) |0)™" .

With the choice of renormalization constants (2.23),
Egs. (3.1) and (3.2) may be combined to give
6Gi;=%ijmGri» (3.3)

where
4

__Mo 9 _L-f 4, . my2 .
5“m2+aamoz 2t dy'(ayA)-(y)-

The nonvanishing right-hand side of (3.3) has its
origin in the fact that

Bo=bi [ atN,[(0,44] ()
and
%zf d*x:(8,A")?: (x)

require different numbers of subtractions for
proper subgraphs of the type pictured in Fig. 2.
The N, normal product prescribes subtraction of
the zeroth-order Taylor term, whereas the Wick
product requires no subtraction. Moreover this is
the only type of proper subgraph containing

N, [%d)jj where there will be a distinction between
the two subtraction schemes. Thus, from Ref. 1
we know there will be a term proportional to G,
on the right-hand sides of (3.2) and (3.3). The co-
efficient ,;,, is most easily evaluated using the
normalization condition

(01 TN, [F:9,] (0)3,(0),(0)| )™ =8,,0,,.  (3.4)

We now wish to define gauge-invariant normal
products of degree three by taking linear combina-
tions of the various N;[¢;9;]. Let us write

(01 T, [$:9,]X10) =C0| TN, [¥;9,] X10),  (3.5)
where
Ny [9id5]= @350 N [Bd]

and the coefficients are to be determined by the

Mo O (0179, [Fi;] (003 5)F,(=p) | 0)PRO®

m?+a dm,

p=m

=i [ a*(017: 0,47 : W, [Fu;] O)F(pTi(-p) 1070

=0.

|o

FIG. 2. Diagrams contributing to the right-hand side of
Eq. (3.3). Dashed lines are those of the scalar meson.
The double line indicates flow of momentum into the nor-
mal-product vertex. Canceled external lines are ampu-
tated.
second criterion,

5¢0| T9,[¥;9;]1x10) =0 (3.6)

and appropriate normalization conditions. Con-
venient choices for the latter are (i) intermediate
normalization in the Landau gauge,

(01 79, [Fit;] (0)3x(0)9,(0) 0)PR¥ |, =040,
(3.7)

and (ii) mass-shell normalization,

(01 7R, [T0;] O)Tu( P, (=D) | OIPRO® | 4 =845, .

(3.8)
Requirement (3.6) implies
4 9q,.
My ijkl
0=a;;,,0G, +m2+a an,:oz ki
Mot aaiimn)
= aypu = G (3.9)
( ijR1% RImn m2+a 6m02 mn >

so that

™" m?+a

= —_— 2 0

aiikl - —f ml4 aijmnumnkldmo +aijk1 ’ (3~10)
0o 0

where af;,, is independent of #s,. Equation (3.10) is
an integral equation which can be solved recursive-
ly to any order in perturbation theory. In the case
of intermediate normalization we choose a3,
=0;,0;,, whereas for mass-shell normalization we
choose af,,, such that (3.8) is satisfied. That this
is possible is a consequence of the m, independence
of (3.8),

p=m

(3.11)

Note that mass-shell normalization has the advantage that the coefficients a;;,, may be determined directly

from (3.8), without resorting to (3.10).

The above formulas become particularly simple when N, [$i¢j] is contracted with one of the matrices
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r'=1,%y* y*,+° Then considerations of Lorentz invariance and parity imply

I‘Uuijkl = urkl s (3.12)

Tij0 0 = a0y,
with

2
™" m?+a 2. o
= - —iaudmg +a’,
o my

F:) 0
az =0,
am,

so that the second criterion of gauge invariance is fulfilled by simply multiplying by the s -dependent fac-
tor a:

(0] T, [TP] (x)X]0) = a{ 0| TN, [JT¥] (x)X|0) . (3.13)

Formally gauge-invariant normal products of degree four may be treated similarly. By the same rea-
soning which led to (3.3), we have

6¢0| TN,[0](x)X10) = u,[0]€0| TN,[¥:3,] (x)X|0)
+0f5[010, (01 TN, [9;8,] (1)X10) +w, [0]C0I TN, [$:(35, - ied ,)9;] (0)X|0),  (3.14)

where

uy[0]= -%if d*y(0|T: (3,A"): (y)N,[O] (0)27)1(0)3;,(0) |0 )PROP
vﬂ[0]=—% '5;;; f d*y(0|T:(s,A")>: (y)N.,[O](0)17&(%12)_%(%_1;)[0)?&01»‘ho,
w,f‘,[(')]= El;e. j d“y(Ol T: (auAll)z . (y)N4[0] (O)Z.ﬁ‘(O)A- "(Oﬁj(o) lO)PkOP.

The BPHZ subtractions giving rise to the various terms on the right-hand side of (3.14) are displayed in
Fig. 3. Defining

(017%,[0](x)x10)=(0| 7N, [0] (x)X|0), (3.15)
where

1\74[0] =N,[0] +auN4[$i¢'i] '*‘bg"jauNs [;/’—ﬁbj] +ijN4[Ei(%‘a.p —-ieA M)IP,] s
we obtain

p P
k/\ €
X X

FIG. 3. Diagrams contributing to the right-hand side of ‘Eq. (3.14). 0 ig the first-order Taylor operator,

) )
1+pH e + g
( ap'® 8q'" | progr=o’

with p=l-k, g=l+k, p'=l'=F, and ¢’ =U"+k’.
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(K=

80| T;,[0](xx]|0)

— 4 day. — — e
=(0| TN, [¥;¥;] (x)X|0)<m7:k_)m afn”"‘ + ;[ O] +apup[¥:0;] +C#lukl[wi(%8u - ieAu)d)j]>

- ¢ 9b); = - g
+8u<0|TN3[‘/’i¢i] (x)XlO)(mrfia '3—,;!;_2 +”fj[@]+akzvkz[¢i¢j]+b£xukzij+cgzvft[¢i(%au - zeA,,)zP,])

e [ myt B R — -
+<0|TN4[¢1'(%8M - ieAu)ZPj](x)XIO) <m2+a gi;l 3 +wtpj[0]+aklwlyl[¢iwi]+C;2}lw#1[¢i(§au - ieAu)ZPj]) .
o

(3.16)
Setting the right-hand side of (3.16) equal to zero, as required by the second criterion of gauge invariance,
and integrating with respect to m%, we are left with a set of integral equations which may be solved itera-
tively in perturbation theory. Once again the constants of integration must be fixed by appropriate normal-

ization conditions.
As a simple example which will be needed later, consider

O=FMUF'”UEF’“/FK)\€“"K)‘, (3.17)
In this case

u;;[0]=0=wl][0] and of[0]=0v(r"y?);;. (3.18)
A convenient set of solutions of (3.16) set equal to zero is provided by

aij = C#j =0 ’

by =B0r*"r®)i;, (3.19)

mo® 2 q
=-f 7 (v+Bu)dmi® +4°,
o L

where g° is independent of m, but otherwise arbitrary, and u is defined in (3.12) with I'=y#y°.

In order to generalize the preceding discussion to time-ordered functions of more than one gauge-invari-
ant composite field, we consider the case of two normal products of degree three and two of degree four.
This example incorporates all of the important features of the general situation. As before, the second
criterion of gauge invariance fails for

(0| TN,[A]N,[B]N,[C]N,[D]X|0) (3.20)

FIG. 4. Diagrams contributing to the right-hand side of Eq. (3.21). #? is the first-order Taylor operator,

9 9 9
1+pf — +pP e + g —
( & ongh oopgr T ag" )pb=Pb=a'=o'

with po+pp=1-k, q=1l+k, pe+pp=1U'"—k’, and ¢’ =1'—F’.
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thanks to the different number of subtractions required by : (3, A¥)?2: and N [(8 A¥)?]. The discrepancy may
be partially compensated by replacing the N’s by N’s in (3. 20) There will remain, however, nonvanishing
contributions from various subgraphs (depicted in Fig. 4) containing more than one normal-product vertex

in addition to the (3,A")* vertex. Thus, with the simplified notation

A'=N,[A](x,)), C’'=N,[C](xc),
B’'=N,[Bl(xs), D’=N,[D](xp),

8(AC) =6(x 4 = %40)0(%c = %4c)

O(ACD) =8(x4 — % 4cp)0(%c = X4cp)0(Xp = X4¢cp)

we have

50| TA’B'C'D'X|0) = (u,, fd“xAcb(AC)(OITN3[¢,w,](xAC)B'D’XlO)+(A-—~B)+(C~—~D)+(A-—»B C--»D))
( Acp f 0% 40 0ACD) {01 TN, [Fi¥,] (¥ acp) B'X10) + (A -—-B))

+uf? [ dxepd(CD) (01 TN, (33, (xcp)A B'X10)

9 ) -
o [ @on(ufh® = +uSh? =—)6(CD)COI TN, [F:¥,] (xcp) A'B'X10)
B 8xcy b dxp

+ufly fd4xcué(CD)<OlTN [3:(35% — ieA")d;] (xcp)A'B'X|0), (3.21)

where

wif = =3 [aO|T: (0,49 : 4) 4O ©7F,07,0) 0,

whCP_ _; j d%(0|T : (0,4°): (3) A'(0)C"(0)D"(0), (0)F, 0)| 0",

(3.22)

c¢D,C

uhro == g | AVOIT: (0, 4% ()C (PIDO) §y (=50, (~2p) 0™

2

ugh= o [ ' 01T: 6,400 : ()C'(0)5(0) §,(0) 4,007, 0|07
Examination of (3.21) suggests the following definition:

(O T A](x ) [ B] (x )9, [ C] () [ D] (x ) X] 0)
=(0|TA'B'C'D'X|0) + (a‘cjd 4%, 0 (AC)O| TN [P ;](%,c)B'D'X]|0) + (A~ B)+(C—~D)+ (A—B, C— D»

+ (a‘}f”fd‘xm pO(ACDXO|TN[9;4,;]1(%,40p)B’ X[ 0) + (A B)) +afp f d*x. 0 (CD)O| TN (9,1 (xcp) A’ B'X|0)

jd4xCD< :c:ﬁ c___ aff; ’ i )G(CD ){0[ TNs[-‘P_iwj](xcn)A’B’Xi 0)
1
+afp f d*x ¢ p0(CD)O| TN [, 68" e A", ] (xop) A’ B’ X| 0)

(aAC“BDJ d4xACJd4xBl76 (AC)d(BD )0 TN3[¢£¢ 1 CacIN [ D0, ] (05 p)X]0) + (A B)> (3.23)

where the a{'f, aff?, etc. are to be determined by the second criterion of gauge invariance and appropriate

normalization conditions. The freedom to choose these coefficients arbitrarily is just the freedom to
choose subtraction constants in the BPHZ scheme.

In order to impose gauge invariance, it is clear from (3.23) that we shall need, in addition to (3.21), the
following relations:
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o

5(0| TNs[%%] (x 4c)B'D'X|0) = Uijn (O} TNawi‘Pj](xAc)B'D'Xl 0)
+ u”,;f’f dx 5 pd (BD)(O| TN o[9;;](ac N o B0, 1 (x 5 ) X1 0)

+ vfii?j A0 pO([AC]DYO| TN [, (% 4 p)B'X| 0,
60| TN [ ;] (%4 p)B'X[0) = 1, 5,, (O TN [ D, ] (%40 p) B'X| O ,
5¢0| TN ;] (ccp)A'B'X|0) = ukt[ii‘/)j] (] TN4[$k¢’z]‘(xcn)A’B'X| 0) + o}, [%%](OlTNn;[ ay@k‘l’t )](xcp)A’B' X|0)
+ wl‘:l[-‘l;izpj](ol TNiak(%‘é.u —ieAu)zp,](xCD)A’B’X| 0) (3.24)
(10852 e MALCDDO TN Tt o) B'X10) + (=)
5(0| TNs[ZW.-IPj] (xcp)A’'B'X|0) = (| TN [P, ](xcp) A’B'X]| 0),
(0| TN [P; ({é’u —ieA W;](xcp) A'B'X|0) = u,, [, ({é.p —2eA ;[0 TN [§,4,] (v p) A’ B'X10)
+ U [9s (g‘;;p - ieAy)d’j](Ol TN [3,@; )(xcp) A’ B'X|0)
+ w9, 63, —1e Ay, JO| TN [§, (5, —ieA ), ] (e ) A’ B'X]|0)
+ (z 3g?ufdxAcpﬁ(A[CD])(ol TNS[ikzpl](xACD)B,XI 0)+(A— B)> ,
6 <0} TNS['lp-i‘pj] (xAC)NS[Eklpl] (xBD)XI 0> = (uijmnﬁkréls +0 imajn uklrs )<o| TN3[$m‘pn] (xAC )N3[$r¢s] (xBD)X] 0> ’

where u,;,, u;[0], v4,[0], and w};[0] are given in (3.2) and (3.14) and v{5P, w{P, and z{), are special
cases of the formulas (3.22). Combining 3.21), (3.23), and (3.24), we obtain

5¢0| i;ms[A] (60) [ B] (x5) M [C] (x c)My[D] (x)x]0)

4 9aAC —_
= [( —— -—-ﬁ—afn L +aACu,,,, + u;‘}C) f d%%, 6 (AC)O| TN [$;0,] (x40 )B'D "X 0
0

+(A~—~B)+(C~—D)+(A—B), C-—-D)]

my*  dafcP ACD ACD AC
. AC, ACD . ,AD,ADC , ,CD, ACD , ,CD , ACD
ne+a om? P Upggt Ugy T Oy Ugig + Gy Uagag + G wieh T

x f A% ;5 (ACD)O| TN o[ 9,] (x40 p)B'X| 0) + (A — B)]

mt  9gCP _ - _
+<m2 +a 83102 +agPu, [, ]+ ufP + agPu, [, G, - ieAu)‘pl]>f‘ié"czz5 (CD)QITN [§ ;] (xc5) A’ B'X| 0)

Y — — 3
4 iu €D,Cc , 40D cD 2. ;
+ Id Xep [(mz 2 omE +ag e+ Uiy + 0y Vsl Uethi] + a5 0} [0, 6 9, —zeAu)zp,]) 3

CcD,D
4  daj;’'
( my ijp

mira Omy®

+ aE&D Upaij+ uic!ﬁ' P+ alflpvifu[$k¢t] + akclll)l U}’j[% ({8’“ - ieAu)‘/’l ]> 8; ]
Dy
X5 (CD)O| TN4y[$,9;)(ccp) A’ B'X|0)

4 9afD _ e
¥ (me va o2t wir APl + aGP w7, 65, - z'eAy)w,])
x fd4x006 (CDXO|TN [, 3o - ieA¥)y,](x.p) A’ B'X|0)

4 AC
m, oq 4 548D
0 ii Ac Ac) 8D, ac(_ My a BD BD
+{|:(m2+a pny F Oy Ui 5 + U )ak, +afy (m2+a P + AP Uy + U

% fd4xchd4xBDG (Ac) (BD)<OI TNS[%%] (xAC)Ns[‘ljkzpl](xBD)XlO) + (A~ B)} . (8.25)
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Setting the quantities in large round parentheses equal to zero and referring to (3.23), we obtain, finally,
the following differential equations for the coefficients:

qAC
da;j;” _ mo+a . a.c

amOZ == 4 ui! 4
dafco mra .
PR u;ajcu, (3.26)
g L)
CcD,C
9ai;)"  ml+a sop.c
z 4 ij ’
my, m, ¢
cD 2
aa“ __m "‘aacn
3”102 mod iju

where 24, 4P, etc. are given by (3.22) with T replaced by T, and A’, B’, C’, D’ by N[A], H[B], n[C],
and % [D], respectively. As before, the set of equations (3.26) may be integrated order by order, with the
m,y-independent constants of integration fixed by appropriate normalization conditions.

IV. WARD IDENTITIES
A. The Axial-Vector-Current Ward Identity
The Ward identity for the vector current Ns[iyuzp] was derived in Sec. II. We now wish to apply similar
techniques in the case of the axial-vector current, Ns[wy“yszp].
First of all, the derivative may be brought inside the normal product, raising its degree from three to
four:
(0| TN[Pv,*p)(x)X [0) = (0| TN,[o* (Fy,7°9)](x)X | 0) . (4.1)

Then, due to the anticommutation of »* with " and the linearity of the normal-product, we obtain

O TN [* Py, *9)](x)X [0) = = (O | TN[F*(F +iM )p)(x)X [0)
~(O| TN,[F(~F + M )y*p](x)X [0) +2M3(0 | TN,[F¥*¥](x)X | 0) . (4.2)
Application of the equation of motion (2.11) then yields

(1 +d)8*0 | TN, [P, *p)(x)X 10) =2(M - c)i{0| TN [F*p)(x)X |0) - ﬁ) [8(x =)y, + 8(x—2;)75TKO| TX[0) . (4.3)

The fact that the normal product on the right-hand side of (4.3) has degree four instead of three is the
famous “anomaly” of Adler, Bell, Jackiw, and Schwinger.® The terminology is somewhat misleading,
since in renormalized perturbation theory “anomalous” Ward identities are the rule rather than the excep-
tion for nonconserved currents. As pointed out in Ref. 7, the Ward identity will have a “normal” right-
hand side with a normal product of degree three only if there is a conspiracy among several normal pro-
ducts of degree four.

The right-hand side of (4.3) may be split into “normal” and “anomalous” terms with the aid of Zimmer -
mann’s identity relating normal products of different degree®:

2i(M = )N, [Pysp] = 2(M = c)Ng[Jysp] +7N,[F, F¥'] + sN,[0%FPy,0°9)], (4.4)

where

_i(M-c) of 8__8 P i ! e
=""96 L ghwo (61)# ag~ (OITN3[¢75¢J(°)AP(1’)A°((1) o) >p=«=o’

= (5%‘" ‘ol TNsz](ow,(%pﬁ,,(%p)lo>"“°')

$=0

The two extra terms on the right-hand side come from the extra subtraction prescribed by the N, as com-
pared with the N, normal product in subgraphs with two external meson and two external fermion lines,
respectively. The coefficients » and s are most simply calculated using the normalization conditions for
normal products. An evaluation of 7 to fourth order is presented in Sec. V. Inserting (4.4), the axial-vec-
tor current Ward identity becomes
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|o»

(1 +d—- )0 | TN,[Jv,"p)(%)X | 0) = 2 (M - c)XO| TN, [Jr*p](x)X | 0)
+240| TN,[F,, F"J(0)X | 0)= 35 [6(x—w, )5 +6(x-2)37KOI TX|0) . (4.5)
=1
We now wish to re-express Eq. (4.5) in terms of gauge-invariant normal products. Actually, the first

term on the right-hand side is already in gauge-invariant form. To verify this we must show that the co-
efficient (1-c¢/M) satisfies (3.12), i.e., that

9 [5 c
s (37 ) (1737 “o
where
Us = ~5i Trf'f a*x{0| TNJFr°p)(x): (2,A") : (0)3(0)3(0) | 0) PROP 4.7

and, from (2.23),
e +a

my

ac
e} m02

=1
-8

Tr{0| T : (3,A"? : (0)F(0)(0) | 0)PROP (4.8)

Application of (4.5), integrated over all x, to the right-hand sides of (4.7) and (4.8), then yields (4.6).

The second term of the right-hand member of (4.5) is not gauge -invariant, although the coefficient 7 is
independent of 7, (a simple consequence of the gauge invariance of (M - ¢)N,[§»°y]). From Eq. (3.19) we
know that a convenient gauge-invariant linear combination of normal products is

R[Fy, F¥)= N[F, ] + BN [*(Fra*p)], (4.9)
where [see (3.19)]

mo® m? +q
B="f o (v +Bu)dm +p°.
o "y

The constant of integration 8° must be independent of m,, but is otherwise arbitrary. It is most convenient-
ly fixed by a normalization condition on either N,[F,, F*] or the axial-vector current. We may now rewrite
(4.5) as

80 sy, (%)X 0) = 20140 | (%)X | 0) +#0| TR [ F ., F*](%)X |0)

- 35 [80e-10)73, + 8- 2,)7;, KOI TX [0), (4.10)
i=1 '

where
TR F,, F*1X = TN [F,, F*]X,
Tj X = T(1- c/MN[Pr°p1X ,
Tjgu ()X =T(1+d - 5= Br)No[Fr, " 91X .

B. Many-Current Ward Identities

Let us now generalize the Ward identities (2.9) and (4.5) to include an arbitrary number of vector and
axial-vector currents. As is well known,* there will be new “anomalies” in the many-current Ward identi-
ties due to the presence of renormalization parts containing more than one normal -product vertex.

We begin by considering a single divergence of a vector or an axial-vector current. In the former case,
Eqgs. (2.10) and (2.11) remain valid in the presence of other currents, with the substitution

x-1 AN 60) | CATRRT O ﬁ $oo) T 7z 11 4y, (1) (4.11)

Thus, once again we have (2.9). By the same token, Egs. (4.1), (4.2), and (4.3) continue to hold with X
given by (4.11). The real complication arises only when we employ the Zimmermann identity to enumerate
the various “anomalies.” The analog of (4.4) will not be so simple, since now we must consider subgraphs
containing more than one normal-product vertex.

Using the abbreviations
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P=pseudoscalar = N,[7y%)] vertex,

V=vector = Na[%f,,zp] vertex=vertex with single external meson line,
A =axial-vector = N,[Jy,7°y] vertex,

F=fermion =vertex with single external fermion line,

and indicating the number of (momentum space) derivatives by a superscript in parentheses. we may list
the possible “anomalies” as follows (the corresponding diagrams are displayed in Fig. 5): PVV®), PFF(®),
PAVV ™) PAFF©, PA®, PAA®, PAAAD, PYVVV(©®, PAAVV(®, PAAAA®. The diagrams with an odd
number of V vertices have already been weeded out on grounds of charge-conjugation invariance. Of the 10
listed possibilities, the last four give vanishing contributions due to considerations of Lorentz invariance,
parity, and Bose symmetry. Similarly, PAFF(® gives zero because of parity and charge-conjugation in-
variance, whereas the transversality of PAVV in the momenta entering at both V vertices necessitates the
vanishing of the first-order Taylor coefficients PAVV(®), Thus the only “anomalies” are of the types
PYv®, PFFY), PAA®) and PA®), of which the first two have already made their appearance in (4.5). The
axial-vector Ward identity now takes the form

a"¢0| T‘jsp(x)XIO) =2Mi0| Tj,(x)X |0) +740| TR F,, F*)(x)X |0) - Zm‘,[é(x —w, )yw +6(x—2z; )sz]<0 | 7x |0)
&
O Chaupa®8, 8%, 65— 2,0 7,5, 0)
i<j
_‘%Z v €ugupa®? = 5,0 TFP()X,,10)
i

+ ZA teykulpoayk y,(x_‘ V) 0(x— y;)<0| TX,; v 0)
k<1
+D 4 Sy Dy, 85,85, 8(x— 3,)0] TX,,[0), (4.12)
-3
where

D v.a=sum over vector (axial-vector) currents,

L M
X=TL ) TL oy ) LW TT Bes) T 4,8,

and the subscripts u; and v; indicate the omission of j,;(x;) and js;,j(yj), respectively, from the product of
fields X. Moreover, 7 is given in (4.4), and

t=5 Mie" P° (a 7 370! T(0)jsukD)isn(@) 0)"“°"> ;

b=q=0

L 9 o 9 -, s
S'r)xlllj:iM (’5}; '3—[)_“ .a_p; <O I T]5(0)15-r (p) I 0>PR0P>P=O )

V. THE AXIAL-VECTOR CURRENT ANOMALY

In Sec. IV the coefficient of E)L,[F ,F™] in the Ward identity of the axial-vector current was given as

LM =c) epp,,x( 5
T96 op

This quantity has been calculated by several authors® to fourth order, with the result

; ‘—x O TN L") (04, )4, (q)|0>"‘°") : (5.1)

b=q=0

(4 ), +0(e®). (5.2)

In addition, it has been argued,® but not conclusively demonstrated, that all higher-order radiative correc-
tions should vanish.

In this section we present a verification of (5.2) using BPHZ methods. We consider this an improvement
over traditional techniques due to the fact that no cutoffs are needed and only one integration, the (finite)
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‘e Z‘ \ /{\
PVV PAVV PAFF
PAAA PVVVV PAAVV PAAAA
FIG. 5. Diagrams possibly giving rise to anomalies FIG. 6. Diagrams contributing to I (8 »(,8;p,49). Also
in a many-current Ward identity. to be included are the same diagrams w1th the sense of
the charge flow reversed.
fermion loop integration is performed.
Only one diagram, the basic triangle, contributes to » in second order:
y @M oy [ 471 2)
96 (2,”,)4 [ R (l 17, 4)] p=q=0 ’
q - (5.3)
RB(50,) 22Ty’ 5y, -— , .
w5 I-d-M "V J-M "F J+f-M
Explicit evaluation yields the first term of (5.2).
In fourth order, we have
(4) ..__ ppYA (4)
o [ [ o G rosER L sinal| (5.4)

where

R® =1 - BPHZ subtractions,

and I (;,] is the Feynman integrand corresponding to the six graphs of Fig. 6 and the corresponding graphs
with the charge flow reversed. According to the general theorems of Ref. 3, the integrand is absolutely
convergent and we are permitted to make the following convenient choice of integration variables. Routing
the external momenta, p and ¢, through the left- and right-hand sides of the triangle, respectively, we
assume symmetric integrations in the two loop momenta, integrating first over I and then over s (see Fig.
6). We shall see that separate cancellation of the contributions of 1 (,f,z and the BPHZ subtraction terms oc-
curs without the necessity of performing the s integration (however, symmetrization in s will be required).
For simplicity, Feynman gauge, m, =m, will be assumed throughout.

The BPHZ subtraction terms contributing to R are of four types: mass, wave-function, y"-vertex, and
y® vertex, with coefficients C® - MD®, D@, F®, and G, respectively, where

2 = A2 4 -t r_¢
C()(s)~c()_z<s2_mz) Try FEyTRLE
Dy g@, 1 =i r G i
D0 <+ (575) T v g e
(5.5)

e = Z i
F(S)(S) =f(3)+T6— (si_mz> Tr,),p.y'r é—M Yo ﬁ(—M Yrs

1/ -
@)= @pr-1, =
G (s)==c®M *2 (s’

1 >T 5 7 i 5 i
) T TR Y g
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Summing up
R ap =-[CPs) +MD(3)(S)] 337 B (5 0, ) +[2e7'FO(s) = 3D%(s) + G 2(s)RP (50, @) (5.6)

The identities
F®=ep®, C@=_pc®, (5.7

and the mass independence of 7@ then lead to a complete cancellation of the subtraction terms upon inte-
grating with respect to I:

iM d*l
36 € f @ [PrOSRD, win(ly 50, ) pogmo = =[CAs) +MD‘”(s)] 70, (5.8)
We now turn our attention to the unsubtracted Feynman integrand,

eup)\uaﬁa 1(4)(1 s; b, q) Ip a0
In order to write the various terms in compact notation we introduce the following abbreviations:
N
Hria(p) =II (B+mp*i](B+M),
o (5.9)
BH1 " PmShme 17 M = II [(B+mp] B omn® TL (B+Mwh16+00).

j=m+1

Observe that

Al ban (p) s ybae e cyban(f+ M)M® = p7)" + 2npH ayae o yHan(i? - p7)",
AR Banea(p) sy Bans (MR = RN+ Bphag b - yhanea(B 4 M) - Y,
B Em S m e 1 Han(p) st o B 1 e e ey Bme Sybm e 1e o ey Ban(Ag? — pE)TH1 (5.10)
+22n-(2n-1)+(2n=-2) =+ +1](M? = pP)"pliyHae e cybimySybmire e ylizn(f 4 M),
Bt EmSEm e 10 Banm1(p) sty M1 o« plimySybm 4 1e v oy Man-1(f + M)(M? - p?)"
+2[(2n-1) = (2r=2)+(2n = 3) = -+ - + 1] (M? - pP)"pHiy¥2- - - ybmySybmese o yban-1,

where the symbol = indicates that terms which vanish upon antisymmetrization in the u‘ have been
dropped.

We must compute the nine contributions corresponding to the Feynman diagrams of Fig 7. Omitting a
common factor, these are (E=1+s)

FIG. 7. Diagrams contributing to 85311 ‘(,‘,), (1,839, @Q)p=q=0-|Here k=1+s. Also to be included are the same diagrams
with the charge flow reversed and/or with (pv) interchanged with (Ap).
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i =TryT AP (R)y, B *(D(k* ~ M?) (8 - M*) ™

= 8M (K — M?) (8 — M?) ™[4k e — (M? = IP)ePV — 2k Roe ™M) (<4)
7§ P =Try A (kYy, B (D(K* — M*) (1 - M*)™

=7,
7MY =Ty ™ B3Ry, AP (D) (R - M?) (B — M?)™°

= 16M (K — M*) ™ (1 - M%) %™ (=),
M =Try" A(RYy, B S(1) (K2 -~ M?) "N - M?)™° ,

= 16M (K — M) ™ (12 = M%)~ (M? = P)e™™ +41°] (€™ = 21Pk, €*"FM(~1),
78NV =Try" AlR)y, BYP (D(k* - M) (P - M) ™

2 16M (K - M*) (P - MP)~[(M? = P)eP P — 611, = 31k ,e” M (=i)
g™ =Try Alk)y, B (D - M2) (1% - M?)™°

= 16M(K* = M?) (P = MP) (M - PP + 417, ™D - 21, ™M (i),
i =Try" AP(RYy, B (D = M?) (1% - M?) ™

= 16M(K* - M?) 72 (P = M?) 'R € * N (~1)
7R =Try” ARy B (1) (R - M?)™(F - M?)~*

= Qe
PENY =TryT ATy, BM (k) (k2 ~ M?) ™3I - M?) 4

=8M (K — M?)72(P - M) [(M? = 1%)e"P + 8171, X" ] (1) .

Contracting with € then yields

Y
YaZi€p i ",

7y =4M (AN (R® ~ M?)2(12 - M?) 3 (2k - 1+ K = 2MP) =7,

75 = 16M(4)(F* - M?)~M(12 - M?)~2,

74 =16M(41)(F® - M?) "M - M?) (M2 - 3 1+ k) =75,

75 =8M(41)(R? = M)~ - M?) (P - M?) +3M2 - § 1+ k],
ve =8M(41) (K - M?) 22 -M?) %1l - k=27,

v =8M3(41) (K — M®)~2(12 - M?)3.

(5.11)

(5.12)

Summing over all diagrams contributing to If;,) and integrating with respect to the fermion loop momentum

yields

Zfd U4y, +73 + 37, + 275 + 41, +27,) =1y +d s +2MT 1 — 1y,
where

La() = [a41[(1+ 9 = M) =(F =),

qu(s)=fd‘*z[z (@ )1+ S = M2) "X - MP)"°.

(5.13)

Application of the “scaling” equation (trival consequence of dimensional analysis and the above definitions)

{1 9 2 9 [
0=(3s" 3 0 5 12) iy = L s 300%,

(5.14)
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and the identity
Jya +M?T,, =0

leads immediately to the vanishing of (5.13).

(5.15)

Equation (5.15) is most easily verified using a Fourier transformation® (c is the irrelevant common

factor):
I4(%) =cD,(x)D(x),
J1a(x) =¢8,D,(x)8" D () ,
with

Dy (x) = (2ip)2~> ZXTII—)T Ky A(iM(x? - i0)73) .

The relation (5.15) then follows from the recursion relations of the modified Hankel functions.
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