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Recently we presented a simple method for determining the correlated uncertainties of the light element
abundances expected from big bang nucleosynthesis, which avoids the need for lengthy Monte Carlo simula-
tions. We now extend this approach to consider departures from the standard model, in particular to constrain
any new light degrees of freedom present in the thermal plasma during nucleosynthesis. Since the observa-
tional situation regarding the inferred primordial abundances has not yet stabilized, we present illustrative
bounds on the equivalent number of neutrino speblgdor various combinations of individual abundance
determinations. Our 95% C.L. bounds b range between 2 and 4, and can easily be reevaluated using the
technique provided when the abundances are known more accuf&@hb6-282(199)04412-4

PACS numbgs): 98.80.Ft, 14.60.St, 26.3bc

[. INTRODUCTION joron or a sterile neutrino. However the situation may be
more complicated, e.qg. if the sterile neutrino has large mix-
The standard modelSM) contains onlyN,=3 weakly  ing with a left-handed doublet species, it can be brought into
interacting massless neutrinos. However the recent experequilibrium through (matter-enhancedoscillations in the
mental evidence for neutrino oscillatiohs] may require it early universe, makind;/T,=1 [6]. Moreover such oscil-
to be extendgd to ‘“C'Pde new superyveakly inte(acting MaSJations can generate an asymmetry betwegand?e, thus
!ess(or very lighy particles such as singlet neutrinos or Ma- directly affecting neutron-proton interconversions and the re-
jorons. These do not.couple to 1S vector bosqn and are sultant yield of “He [7]. This can be quantified in terms of
therefore not constrained by the precision studieZbfie- . - .
cays which establish the number®t(2), doublet neutrino the_effecuvevalu_e ofN, parametrizing the xpansion rate
during BBN, which may well be below 3. Similarly, non-

species (0 bg2] trivial changes inN, can be induced by the deca}8] or

N,=2.993+0.011. (1)  annihilations[9] of massive neutrinoginto e.g. Majoronj
so it is clear that it is a sensitive probe of new physics.
However, as was emphasized some time gg&jpsuch par- The precise bound oN, from nucleosynthesis depends

ticles would boost the relativistic energy density, and hencen the adopted primordial elemental abundances as well as
the expansion rate, during big bang nucleosynth@&N),  uncertainties in the predicted values. Although the theoreti-
thus increasing the yield dfHe. This argument was quanti- cal calculation of the primordiatHe abundance is now be-
fied for new types of neutrinos and new superweakly interfieved to be accurate to withir: 0.4% [10], its observation-
acting particled4] in terms of a bound on thequivalent  a|ly inferred value as reported by different groups,12]
n_umber of massless neutrinpsesent during nucleosynthe- giffers by as much as-4%. Furthermore, a bound d,

SIS. can only be derived if the nucleon-to-photon ratip
T4 = ny/n,, (or its lower bounglis known, since the effect of a
— gl faster expansion rate can be compensated for by the effect of
N,=3+fg £ , 2) n be com _
T 210\ , a smaller nucleon density. This involves comparison of the

expected and observed abundances of other elements such as
where g; is the number of(interacting helicity states,fz D, 3He and ’Li which are much more poorly determined,
=8/7 (boson$ and f,=1 (fermiong, and the ratioT;/T,  both observationally and theoretically. The most crucial ele-
depends on the thermal history of the particle under considment in this context is deuterium which is supposedly always
eration[5]. For example;T;/T,<0.465 for a particle which destroyed and never created by astrophysical processes fol-
decouples above the electroweak scale such as a singlet Miawing the big band13]. Until relatively recently{14,15, its

primordial abundance could not be directly measured and

only an indirect upper limit could be derived based on mod-

*Email address: Eligio.Lisi@ba.infn.it els of galactic chemical evolution. As reviewed in Réf6],
"Email address: S.Sarkar@physics.ox.ac.uk the implied lower bound ta; was then used to set increas-
*Email address: Villante@fe.infn.it ingly stringent upper bounds oN, ranging from 4 down-
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Data set Allowed bands -
Y,=(1.9+£0.4)x10™ SIS THEORY (+ 20)
Y, = 0.234 + 0.0054

Y,=(1.6 £0.36) x 107° DATA (£ 20)

, = N, =3 N, = 4
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FIG. 1. Primordial abundances, (*He mass
fraction, Y, (D/H), and Y, (’Li/H), for N,
=2,3, and 4. Solid and dashed curves represent
the theoretical central values and th o bands,
respectively. The grey areas represent theo
experimental bands for the data set A in Table I.
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wards[17], culminating in one below 3 which precipitated estimation of the BBN abundance uncertainties and their cor-
the so-called “crisis” for standard BBI\L8], and was inter- relations, based on linear error propagation. To illustrate its
preted as requiring new physics. advantages over the MEML method, we used simplg?
However as cautioned befof&9], there are large system- statistics to obtain the best-fit value of the nucleon-to-photon
atic uncertainties in such constraints W which are sensi- ratio in the standard BBN model witN,=3 and indicated
tive to our limited understanding of galactic chemical evolu-the relative importance of different nuclear reactions in de-
tion. Moreover it was emphasizg@0] that the procedure termining the synthesized abundances. In this work we ex-
used earlief17] to boundN, was statistically inconsistent tend this approach to consider departures fidp* 3. We
since, e.g., correlations between the different elementahave checked that our results are consistent with those ob-
abundances were not taken into account. A Monte Carldained independently{29] using the MC-ML method
(MC) method was developed for estimation of the correlated29,30] where comparison is possible.
uncertainties in the abundances of the synthesized elements The essential advantage of our method is that the corre-
[21,22, and incorporated into the standard BBN computerated constraints oN, and » can be easily reevaluated using
code [23], thus permitting reliable determination of the just a pocket calculator and the numerical tables provided,
bound onN, from estimates of the primordial elemental when the input nuclear reaction cross sections or inferred
abundances. Using this method, it was shd@4] that the  abundances are known better. We have in fact embedded the
conservativeobservational limits on the primordial abun- calculations in a compact Fortran code, which is available
dances of D,*He and “Li allowed N,<4.53 (95% C.L), upon request from the authors, or from a webg&&|. Thus
significantly less restrictive than earlier estimates. Similarobservers will be able to readily assess the impact of new
conclusions followed from studies using maximum likeli- elemental abundance determinations on an important probe
hood (ML) methodq25-27. However the use of the Monte of physics beyond the standard model.
Carlo method is computationally expensive and moreover

_the calculations need_to be repeated When_ever any _of the Il. THE METHOD
input parameters — either reaction rates or inferred primor-
dial abundances — are updated. In this section we recapitulate the basics of our method

In a previous papdi28] we presented a simple method for [28] and outline its extension to the caNg+# 3.
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Data set Allowed bands

Y, = (3.4 £0.3)x 107 ZEEEIIT THEORY (+ 20)
Y, = 0.245 + 0.004

Y,=(1.73 £ 0.21) x 107 DATA (% 20)

N, =2 N, =3 N, =4
Y4E"'|"|*'\'H

FIG. 2. As in Fig. 1, but for the data set B.
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A. Basic ingredients estimator. Contours of equa}® can then be used to set

The method has both experimental and theoretical ingre?ounds on the parameters,ll,) at selected confidence lev-
dients. The experimental ingredients &agthe inferred val- €IS o _
ues of the primordial abundance?,—t;i' and (b) the In Ref. [28] we gave polynomial fits for the functions

nuclear reaction rate®,+ A R,. We normalizg28] all the Y_i(x"\;”) and)\ih(xd,NV) gor xe[0.1] andNV<:3. T<he exten-
rates to a “default” set of valuesRy=1), namely, to the sion of our method to the caé, # 3 (say, I= N, <5) is, in

values compiled in Refi22], except for the neutron decay principle, straigh_tforward, since it simply requires recalcula-
rate, which is updated to its current vali. tion of the _functlonsYi and\;, at _the chosen value df, .

The theoretical ingredients ar@) the calculated abun- However, it would not be practical to present, or to use,
dances Y;; and (b) the logarithmic derivatives\, extensive tables of polynomial coeff|C|er_1ts for many differ-
=4InY;/dInR,. Such functions have to be calculated for ent values ofN,. Therefore, we have dewseo_i some form_ulas
generic values ofN, and of x=logy(7,0), where 7y which, to good accuracy, relate the calculations for arbitrary

— »/10~%°. Note that the fraction of the critical density in V&lues ofN, to the standard casé,=3, thus reducing the
nucleons is given bf)yh2=7,4/273, whereh~0.7+0.1 is numerical task dramatically. Such approximations are dis-
the present Hubble parameter in units of 100 krhs Cussed in the next subsection.
Mpc™?, and the present temperature of the relic radiation o
background isT,=2.728-0.002 K[2]. B. Useful approximations

The logarithmic derivativea;, can be used to to propa-  As is known from previous work32], the synthesized
gate possible changes or updat_es of the input reaction ratefemental abundances D/HHe/H, and’Li/H (i.e.,Y,, Y3,
(Ry—=Ry+6Ry) to the theoretical abundancesY;&~Y;  andY; in our notation are given to a good approximation by
+Yi\ikoRk/Ry). Moreover, they enter in the calculation of the quasi-fixed points of the corresponding rate equations,
the theoretical error matrix for the abundanceas-,zj which formally read
:Yi szk)\lk)\]k(A Rk/Rk)z. Th|S matriX, Summed to the
experimgntal error ma}tri>;izj=5ijgiaj angl then in.ve'rted %x” E YXYX(0v)7, 3)
[28], defines the covariance matrix of a simpl@ statistical dt +-
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Allowed bands -

Data set

Y, = (4.35 + 0.43) x 107
Y, = 0.245 + 0.004
Y, = (3.9 £ 0.85) x 107

N, =2 N, =3

N, = 4
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FIG. 3. As in Fig. 1, but for the data set C.
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where the sum runs over the relevant sour¢e @nd sink

where the coefficient; is estimated to be- —0.03 from Eq.

(—) terms, and(ov)t is the thermally-averaged reaction (5) (at least for smalAN,). In order to obtain a satisfactory
cross section. Since the temperature of the universe evolvescuracy in the whole range,(N,) €[ 0,1] X[ 1,5], we allow
asdT/dte—T3\/g,, with the number of relativistic degrees up to a second-order variation N, , and for a rescaling

of freedom,g, =2+ (7/4) (4/11f"°*N,, (following e*e~ anni-
hilation), the above equation can be rewritten as

dy; N __,
d—TOC—E/zT _;_ YXY><<0'1)>-|—, (4)

which shows thatY,, Y3, andY; depend ony andN, es-

sentially through the combinatiop/gY?. Thus the calcu-
lated abundance¥,, Y3, andY, (as well as their logarith-
mic derivatives\;,) should be approximately constant for

1
log — > logg, =const, (5)

as we have verified numerically.

Equation(5), linearized, suggests that the valueofind
of N\, for N,=3+AN, can be related to the cas¢,=3
through an appropriate shift xi

Yi(X,3+ANV):Yi(X"r‘CiANV,:S), (6)

Nik(X,3+AN,) =N (x+CcAN,,3), (7)

factor of theY;’s:
Yi(x,3+AN,)=(1+aAN,+b;AN?)
XYi(x+cAN,+d;AN%3), (8

Ni(X,3+AN,) =N (x+C AN, +d;AN2,3). 9)

We have checked that the above formulaith coefficients
determined through a numerical besj-fink the caseN,
# 3 to the standard cas¢,= 3 with very good accuracy.

As regards the*He abundanceY(, in our notation, a
semi-analytical approximation also suggests a relation be-
tweenx and N, similar to Eq.(5), although with different
coefficientd33]. Indeed, functional relations of the kir{é),

(9) work well also in this case. However, in order to achieve
higher accuracy and, in particular, to match the result of the
recent precision calculation of, which includes all finite
temperature and finite density correcti¢ag], we also allow

for a rescaling factor for tha 4, ’s.

We wish to emphasize that the validity of our prescription
[28] for the evaluation of the BBN uncertainties and for the
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Data set © Allowed bands -
Ya=1(3.3 % 1.2)x 107 Z==== THEORY (+ 20)
Y, = 0.234 + 0.0054

Y, =(1.73 £ 0.29) x 107" DATA (% 20)

N, =2 N, =3 N, =4

Y4 ok T

FIG. 4. As in Fig. 1, but for the data set D.
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X2 statistical analysis doe®tdepend on the approximations (D) can now be made in quasar absorption line systems
discussed above. The semi-empirical relatié8g (9) are  (QAS) at high red shift; if there is a “ceiling” to the abun-
only used to enable us to provide the interested reader with @nce in different QAS then it can be assumed to be the
simple and compact numerical cofi@l]. This allows easy primordial value. The helium4He) abundance is measured
extraction of joint fits tax andN,, for a given set of elemen- in H Il regions in blue compact galaxi¢BCGs which have
tal abundances, without having to run the full BBN code, andundergone very little star formation; its primordial value is
with no significant loss in accuracy. inferred either by using the associated nitrogen or oxygen
abundance to track the stellar production of helium, or by
simply observing the most metal-poor objef3s]. (We do
not consider®He which can undergo both creation and de-
The abundances of the light elements synthesized in thstruction in stard34] and is thus unreliable for use as a
big bang have been subsequently modified through chemicabsmological probég.Closer to home, the observed uniform
evolution of the astrophysical environments where they arabundance of lithium {Li) in the hottest and most metal-
measured34]. The observational strategy then is to identify poor Pop Il stars in our Galaxy is believed to reflect its
sites which have undergone as little chemical processing gsimordial value[36].
possible and rely on empirical methods to infer the primor- However as observational methods have become more so-
dial abundance. For example, measurements of deuteriuphisticated, the situation has become more, instead of less,

Ill. PRIMORDIAL LIGHT ELEMENT ABUNDANCES

TABLE |. Experimental data sets considered in this paper for the elemental abundé@nces

A B C D
Y,x 10 19+ 4 3.4:0.3 4.35-0.43 33-12
Y, 0.234+0.0054 0.2450.004 0.2450.004 0.234:0.0054
Y, X 10 1.6+0.36 1.73:0.21 3.9-0.85 1.73-0.29
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Data set : Allowed regions .
Y,=(1.9+04)x10™ 68.3% C.L.
Y, = 0.234 £ 0.0054 95.4% C.L.

Y,= (1.6 £0.368)x 107 e
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uncertain. Large discrepancies, of a systematic nature, hawiggested a relatively “high” valugl4], and was consistent
emerged between different observers who report, e.g., relavith limits set in other QAS, but in conflict with the much
tively “high” [14,37,3§ or “low” [15,39,4Q values of deu- |ower abundance found in a QAS at=3.572 towards

terium in different QAS, and “low” [11,4] or “high”  Q1937-100915]. More recently, observations of a QAS at

[12,42 values of helium in BCG, using different data reduc- 7=0.701 towards Q17184807 have also yielded a high
tion methods. It has been argued that the Pop Il lithiumapyndancé37,3g as we discuss later.

abundancg43—45 may in fact have been significantly de-
pleted down from its primordial valupt6,47, with observ- =0.234+0.002+0.005 from linear regression to zero metal-

ers arguing to the contraf$8]. We do not wish to take sides . ..~ .
in this matter and instead consider several combinations Olpty in a set of 62 BCG441], based largely on observations

observational determinations, which cover a wide range oYVh'C.h gave a rel'atlvel'y Igw value[11]. —

possibilities, in order to demonstrate our method and obtain Fmi)lly the primordial lithium abundanc¥;=1.6+0.36

illustrative best-fits fory andN, . The reader is invited to <10 " was taken from the Pop Il observations of Re#],

use the program we have providi&i] to analyze other pos- @ssuming no depletion.

sible combinations of observational data. Data Set B:This corresponds to the alternative combina-

tion of “low” deuterium and “high” helium, as considered

in our previous work28], with some small changes.
The primordial deuterium abundanceY,=3.4+0.3
The data sets we consider are tabulated in Table I. Belowk 10~°, adopted here is the average of the “low” values

we comment in detail on our choices. found in two well-observed QAS, ar=3.572 towards
Data Set A:This is taken from Ref[29] who performed Q1937-1009[39], and atz=2.504 towards Q10082956

the first detailed MG ML analysis to determine; andN,  [40].

and is chosen essentially for comparison with our method, as The primordial helium abundaanTA: 0.245+0.004, is

in our previous papej28]. taken to be the average of the values found in the two most
Their adopted value of the primordial deuterium abun-metal-poor BCGs, | Zw 18 and SBS 0335-052, from a new

dance)Y,=1.9+0.4x 10 4, was based on early observations analysis which uses the helium lines themselves to self-

of a QAS at redshiftz=3.32 towards Q0014813 which  consistently determine the physical conditions in the H Il

The primordial helium abundance was taken to Yag

A. Data sets
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Data set © Allowed regions .
Y,=(3.44+£03)x10* 68.3% C.L.
Y, = 0.245 + 0.004 95.4% C.L.
Y,=(1.73 4+ 0.21) x 107" 99.7% C.L.
5 F 1 T M 5 F T i
LY, ]
4k q 4§ 4
N,
3k 13 3
2t E B
1 ‘.‘|‘.‘|‘.."|‘.f'|.‘.i1 ...|.‘.|...\.‘.|.‘._I1I_H.‘A.‘.l...w"..._t
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N, AV ] FIG. 6. As in Fig. 5, but for the data set B.
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region, and specifically excludes those regions which are bahe range being set by the presence of highly overdepleted
lieved to be affected by underlying stellar absorpt[d2].  halo stars and consistency with thei abundance in the Sun
For example these authors demonstrate that there is strorgd in open clusters, while the upper end of the range is set
underlying stellar absorption in the NW component of | Zw py the observed dispersion of the Pop Il abundance “pla-
18, which has been included in earlier analyses. teau” and the®Li/ “Li depletion ratio. We adopt this value,
The primordial lithium abundanceY,;=1.73+0.21  noting that a somewhat smaller depletion is suggested by

X 10" %% is from Ref. [45], again assuming no depletion. sther workers47] who find a primordial abundance af,
(Note that the uncertainty was incorrectly reported as_o 3+( 5x10 0

+0.12<10" " in Ref. [36], as used in our previous Work  paiq Set D:Recently, a “high” value of the deuterium

[28].) v —4
Data Set C:It has been suggestdd9] that the discor- abundgnceY2—3.3t1.2>< 10 “, has been reported from ob-
dance between the “high” and “low” values of the deute- _servatlpns O_f aQAS aI=Q.701 t.owards Q1718480.7[38]’
rium abundance reported in QAS may be considerably rell confirmation of an earlier claif87]. We adopt this value
along with the same helium abundance as in set A.

duced if the analysis of the HD profiles accounts for the v
correlated velocity field of bulk motion, i.e. mesoturbulence, O the lithium abundance, we adopt the same vpda#

rather than being based on multi-component microturbulenfS In st B but increase the systematic error by 0.02 dex to
models. It is then found49] that a value ofY,=(3.5 ?Ilr]qw f?lr the uncertainty in the oscillator strengths of the
—5.2)x10°° is compatible simultaneouslfat 95% C.L) ithium lines [51].
with observations of the QAS a&=0.701 towards Q1718
+4807(in which a “high” value was reportefi37,39g), and B. Qualitative implications on N, and #
observations of the QAS a=3.572 towards Q1937-1009
and atz=2.504 towards Q10092956 (in which a “low” Different choices for the input data sdts)—(D) lead to
value was reportefB9,4(). We adopt this value, along with different implications forp andN,, that can be qualitatively
the same helium abundance as in set B. understood through Figs. 1-4.

It has also been argued that the lithium abundance ob- Figure 1 shows the BBN primordial abundandggsolid
served in Pop |l stars has been depleted down from a primolines) and their+ 20 bands(dashed lines as functions of
dial value of Y;=3.9+0.85x10 1° [50], the lower end of x=log(#/10 %9, for N,=2, 3, and 4. The gray areas repre-
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Data set : Allowed regions
Y, = (4.35 £ 0.43) x 107 ———— 68.3% C.L
Y, = 0.245 + 0.004 — 954% C.L
Y,=(3.90 £0.85) x 107 99.7% C.L.
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sent thex 20 bands allowed by the data set(8ee Table)l IV. DETERMINING N,

There is global consistency between theory and dataxfor We now present the results of fits to the data sets A-D

~0.2-0.4 andN, =3, while forN,=2 (N,=4) theY, data i, the (x,N,) variables, using our method to estimate
prefer values ok lower (highep than theY, data. Therefore, the correlated theoretical uncertainties, and adoptifgy
we expect that a global fit will favor values ok,N,) close statistics to include both theoretical and experimental
to (0.3,3). errors. We have used the theoreticél]'s obtained by

Figure 2 is analogous, but for the data set B. In this casethe standard(updated BBN evolution code [23], and
there is still consistency between theory and dathiat3,  checked that using the polynomial fits given in Sec. Il B
although for values ok higher than for the data set A. For induce negligible changes which would not be noticeable on
N,=2 (N,=4) the combination ofY, andY, data prefer e plots.

values ofx lower (highep thanY,. The best fit is thus ex- '”tth‘? tanalysis,(jwe oztiort\almtake in.to afccount a furt?er
pected to be around(N,)~(0.7,3). constraint ony (independent ofN,) coming from a recen

S . nalysis of the Lw-“forest” absorption lines in quasar
hS'”.‘"a”Y' F|.g. quows ﬂ;e abundan_ces fOLthe data set C"’;‘pectra. The observed mean opacity of the lines requires
The situation is similar to data set &ig. 2), but one can  gome minimum amount of neutral hydrogen in the high red-

envisage a best fit at a slightly lower valuesofdue to the  gpjft intergalactic medium, given a lower bound to the flux of

higher value ofY», partly opposed by the increase Y. ionizing radiation. Taking the latter from a conservative es-
Finally, Fig. 4 refers to the data set D. In this case, dataimate of the integrated UV background due to quasars, Ref.
and theory are not consistent fidr,= 2, sinceY, andY, pull [52] finds the constrainty=3.4x 10 . This bound is not

x in different directions, and no “compromise” is possible well-defined statistically but, for the sake of illustration, we
since intermediate values efare disfavored byy,. How-  have parametrized it through a penalty function quadratic in
ever, forN,=3 there is relatively good agreement between”-

data and theory at low. Therefore, we expect a best fit

around &,N,)~(0.2,3). ) 3.4x10 10?2

The qualitative indications discussed here are confirmed Xiya(1m)=2.7X —) : (10
by a more accurate analysis, whose results are reported in the
next section. to be eventually added to th¢(#,N,) derived from our fit
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Data set : Allowed regions ©
Y,=(3.3+£1.2)x10™ 68.3% C.L.
Y, = 0.234 £ 0.0054 95.4% C.L.
Y,=(1.73+£029) x 107 99.7% C.L.
5 FTT T 5F T T T
na ]
4% 4 L .
N, : z
3t 13 _ ]
2 {2 - .
[ T A TR N SR I T _I1i_...|...| T A
0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 0.6 08 1
SF=Tr— T T T SR T T T T T S o T
:’Y2+Y4 ] X Y4+Y7 1 X Y7+Y2 ; 1
A\ 14 1+h |
Nu e 1 1 ; 1 FIG. 8. As in Fig. 5, but for the data set D.
3R e 13 v 13 f ]
i\ ~1 h Vol ]
2 {2~ R |
1'...|...|...|..~—.\|\T'T‘r~"1'...|...|.T‘T'|"."./:|..._I1I_...l co i
0 02 04 06 08 1 0 02 04 06 08 1 O 02 04 0.6 08 1
SFT— T T T 5 AR A e s RN A I B UL IS
b Y4+, 1 | by 1 YaAY Y+ Ly
; ‘ 14F | 14F /7 ]
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[ N S PR ARAPI RPATET B B VRPN AP I SR RPN PRPINTY' (  SPUNA NN IR AU |
0 02 04 06 08 1 0 02 04 06 08 1 0 02 04 0.6 08 1
l0g(710) log(710) log(7710)

to the elemental abundances. The above function excludeke preferred values df, range between 2 and 4. Although
values of 7 smaller than 3.410 ! at 90% C.L.(for one the fit is excellent, the low value ofis in conflict with the

degree of freedomy). Ly a-forest constraint ory, as indicated by the increase of
Figure 5 shows the results of joints fitsxe- log(7,¢) and szm from 0.02 to 8.809.
N, using the abundances of data set A. The abunda¥iges  Figure 6 is analogous, but for the data set B which favors

Y4, andY; are used separatelypper panels in combina-  high values ok because of the “low” deuterium abundance.
tions of two (middle panels and all together, without and  The compination off,+ Y isolates, at higlx, a narrow strip

with trk]le L¥“'f°reSt cEns;rainthom (Iow;a(rj panel}shln tlhlt? | ¢ Which depends mildly o, . The inclusion ofY; selects the
way the relative weight of each piece of data in the global fit o ;
can be understood at glance. The three C.L. curtsefid, central part of such strip, corresponding\g between 2 and

thick solid, and dashedare defined beZ_szanZ.& 6.2, 4. As in Fig. 5, the combinatioly,+ Y, does not appear to

. . ining. i +Y,+Y5 i -
and 11.8, respectively, corresponding to 68.3%, 95.4%, angz \t/ael?l/ecbour'lsr::)?ng]r%chﬁ ngéznr;g:f bZéah;( 7ealr? d?(c
99.7% C.L. for two degrees of freedomy @ndN,), i.e., to X P Y 9000, y ° !

the probability intervals often designated as 1, 2, and 3 starf © only marginally compatible at high On the cther hand,

dard deviation limits. They? is minimized for each combi- the Y,+Y,+Y; bounds are quite consistent with the

nation of Y;, but the actual value of?, (and the best-fit Ly?-fgrist c?rgtrtf;l]lnta eri B hoe 4
point) is shown only for the relevant global combination n data set L, the deuterium abundance has increased fur-

Yo+ Ya+ Yo (+Lya) ther. Moreover the lithium abundance is no longer at the
2The4 res7ults shoWn in Fig. 5 for the combinatiols, minimum of the theoretical curve as before, so strongly dis-

+Y; andY,+Y,+ Y, are consistent with those obtained in favors “intermediate” V?Iues of. The overall effect, as
Ref. [29] by using the same input data but a completelyshown in Fig. 7, is thaj,, decreases a bit with respect to
different analysis methognamely Monte Carlo simulation Set B, and the best fit value afmoves slightly lower. The
plus maximum likelihoogl The consistency is reassuring and allowed value ofN, ranges between 2 and 4. Note that had
confirms the validity of our method. For this data set, thewe retained the sam¥; as in set B, thery4,, would have
helium and deuterium abundances dominate the fit, as it cairopped to 0.91(2.55 for the combinationY,+Y,+Y

be seen by comparing the combinatio¥s+Y, and Y,  (+Lya-forest constraint

+Y,4+Y5. The preferred values of are relatively low, and Finally, Fig. 8 refers to data set D which, like data set A,
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has the “high” deuterium abundance but with larger uncer-vations, until the discrepancies between different estimates
tainties. So although a low value afis still picked out, a are satisfactorily resolved. Our method of analysis provides
high x region is still possible at the @ level (in the Y,  the reader with an easy-to-use technif8#] to recalculate
+Y,+Y7 pane) and is even favored when the kyforest  the best-fit values as the observational situation evolves fur-
bound is includedalthough with an unacceptably higif,.).  ther.
Note that had the lithium abundance been taken to be the However one might ask what would happen if these dis-
same as in data set @e. allowing for depletiop the x4,  crepancies remain? We have already noted the importance of
would have been 0.077.42 for the combinationY,+Y, an independent constraint en(from the Lya-fores) in dis-
+Y5 (+Lya-forest constraint criminating between different options. However, given the
Of course one can also consider orthogonal combinationsiany assumptions which go into the argum{&#, this con-
to those above, e.g. “high” deuteriumnd “high” helium, straint is rather uncertain at present. Fortunately it should be
or “low” deuterium and “low” helium [30]. The latter possible in the near future to independently determjn
combination impliesN ,~ 2, thus creating the so-called “cri- within ~5% through measurements of the angular anisot-
sis” for standard nucleosynthesikl8]. Conversely, the ropy of the cosmic microwave backgrout@MB) on small
former combination suggeshk$,~4, which would also con- angular scale§53], in particular with data from the all-sky
stitute evidence for new physics. Allowing for depletion of surveyors such as the Microwave Anisotropy ProbAP)
the primordial lithium abundance to its Pop Il value, relaxesand PLANCK [54]. Such observations will also provide a

the upper bound ol further, as noted earlig24]. precision measure of the relativistic particle content of the
primordial plasma. Hopefully the primordial abundance of
V. CONCLUSIONS “He would have stabilized by then, thus providing, in

. conjunction with the above measurements a reliable probe
The results discussed above demonstrate that the presgfit 5 wide variety of new physics which can affect

observational data on the primordial elemental abundanceg,cleosynthesis.

are not as yet sufficiently stable to derive firm boundszon

and N, . Different and arguably equally acceptable choices

for the input data sets lead to very different predictionszfor ACKNOWLEDGMENTS

and to relatively loose constraints dh in the range 2 to 4 at

the 95% C.L. Thus it may be premature to quote restrictive We thank G. Fiorentini for useful discussions and for ear-
bounds based on some particular combination of the obselier collaboration on the subject of this paper.
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