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Factorization and scaling in hadronic diffraction
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A comprehensive analysis of single diffraction dissociation datp(@ +p— p(ﬁ) + X from fixed target to
collider energies reveals a striking breakdown of factorization, which does not affect the shapeM)i the
dependence of the differential cross sections. Phenomenologically, this result can be obtained by postulating a
scaling law for hadronic diffraction, which is embedded in the hypothesis of Pomeron flux renormalization
introduced to unitarize the triple-Pomeron amplitug0556-282(199)04111-9

PACS numbd(s): 13.85.Ni

[. INTRODUCTION The function F(t) represents the proton form factor,
which is obtained from elastic scattering. At smalF2(t)
In Regge theory, the high energy behavior of hadronic~e*® [4]. However, this simple exponential expression un-
cross sections is dominated by Pomeron exchybh@® For  derestimates the cross section at latgeDonnachie and
a simple Pomeron pole, th@p elastic, total, and single dif- Landshoff propose@5] that the appropriate form factor for
fractive (SD) cross sections can be written as pp elastic and diffractive scattering is the isoscalar form fac-
tor measured in electron-nucleon scattering, namely

doe  Blpp(t) [ | 2lar®-1
—_— == (1.2
dt 167 So 4m2_2& 1 2
) g\ ar(0)-1 Fa(t)= Am2—t [1—t/0.71} (1.6
UT(S):BPpp(O)(S_O) (1.2

wherem is the mass of the proton. When using this form

factor, the Pomeron flux is referred to as the Donnachie-

Landshoff(DL) flux.! Note that at smaIt-Fi(t) can be ap-
(1.3 proximated with an exponential expression whose slope pa-
rameter,b(t) = (d/dt) InF3(t), is 4.6 GeV? at t~—0.04
Ge\?, consistent with the slope obtained from elastic scat-
tering at smalt.

As we discussed in a previous papét, the ~s€ depen-
dence ofo(s) violates the unitarity based Froissart bound,
which states that the total cross section cannot rise faster than
» ~In?s. Unitarity is also violated by the-dependence of the

ratio o/ o1~s¢, which eventually exceeds the black disc
bound of one half ¢o<3o07), as well as by the
s-dependence of the integrated diffractive cross section,
which increases witts as ~s?¢ and therefore grows faster
r)a“J(O)l than the total cross section.

d?ogq  Bipp(t)
d;td: “1,3627 gl—zaw)[ﬁppp(O)g(t)(

s’ ) ap(0)—1

So

where ap(t)=ap(0)+a’t=(1+¢€)+a’t is the Pomeron
Regge trajectorypy,(t) is the coupling of the Pomeron to
the proton,g(t) is the triple-Pomeron coupling’ =M? is
the P—p center of mass energy squarets 1—xg=s'/s
=M?/s is the fraction of the momentum of the proton car-
ried by the Pomeron, ansl is an energy scale parameter
which is assumed throughout this paper to be 1 GeMess
appearing explicitly.

In analogy with Eq(1.2), the term in brackets in Eq1.3
is identified as thé’—p total cross section,

g?p(s’,t)za?(s’):Bl)pp(o)g(o)(s— For both the elastic and total cross sections, unitarization
So can be achieved by eikonalizing the elastic ampliti@ld],

'\ @p(0)-1 which takes into account rescattering effects. Attempts to
= Pp( ) (1.9 introduce rescattering in the diffractive amplitude by includ-
ing cuts[8,9] or by eikonalizatior{ 7] have met with moder-
ate success. Through such efforts, however, it has become
clear that these “shadowing effects” or “screening correc-
tions” affect mainly the normalization of the diffractive am-
plitude, leaving the form of thé1? dependence almost un-

ﬁ%’pp(t) 5 - changed. This feature is clearly present in the data, as
f][)/p(§,t)EW§1 =K g 2UF2(t) (1.5  demonstrated by the Collider Detector at Fermil@DF)
Collaboration[10] in comparing their measured diffractive
where KE,B],%pp(O)/le, is interpreted as the “Pomeron
flux.” Thus, pp diffraction dissociation can be viewed as a
process in which Pomerons emitted by one of the protons*The factorK in the DL flux is Kp, = (38pqq) 4m?, whereBpqq
interact with the other protof8]. is the Pomeron-quark coupling.

where we have usegi(t) =g(0), since it was found experi-
mentally thatg(t) is independent ot [1]. The remaining
factor in Eqg.(1.3), namely
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differential pp cross sections ats=546 and 1800 GeV with
pp cross sections a's=20 GeV.

Motivated by these theoretical results and by the trendL-J
observed in the data, a phenomenological approach to unltag 107 3
rization of the diffractive amplitude was proposed based W |
on “renormalizing” the Pomeron flux by requiring its inte- 210 |
gral over all¢ andt to saturate at unity. Such a renormaliza- = |
tion, which corresponds ta maximumof one Pomeron per
proton, leads to interpreting the Pomeron flux as a probabil-
ity density simply describing thé andt distributions of the
exchanged Pomeron in a diffractive procésse details in
Sec. ). z10%

In this paper, we show that the hypothesis of flux renor-ﬁ §
malization provides a good description not only of the & 102
s-dependence of the total integrated SD cross section, as wa;
already shown if4], but also of the differentiaM? (or &) %10 i
and t distributions. Specifically, we show that fa?>5 z
GeV? (above the resonance regjoand £<0.1 (the coher-

ence regiori1]), all available data fop+ p(p)— X+ p(p) at
smallt can be described by a renormalized triple-Pomeron
exchange amplitude, plus a non-diffractive contribution from o
a “Reggeized” pion exchange amplitude, whose normaliza- FIG. 1. (a),(b) CDF data forpp—pX uncorrected for accep-
tion is fixed at the value determined from charge exchangance(from Ref.[10]): number of events Feynman(Xg); the solid
experiments,pp—Xn. A good fit to the data is obtained line histograms are from a Monte Carlo simulation using formula
using onlyone free parametemamely the triple-Pomeron (2.2; (c),(d) CDF cross sectionsla/dxe (integrated ovet); the
coupling,g(0). solid curves represent formu(@.1) and the dashed curves formula

We also show that the=0 cross section at smafl dis- (2.2).
plays a striking scaling behavior, nametifa/dM?2dt|,—q
%C/(MZ)O‘P(O), where the coefficienC is S_independent <~0.15 Ge\; at \/§: 546 and 1800 GeV. The experiment
over six orders of magnitude. In contrast, thes®* depen- was performed by measuring the momentum of the recoil
dence expected from the standard triple-Pomeron amplitudantiproton using a roman pot spectrometer. No tables con-
represents an increase of a factor of 6.5 betwgen20 and  taining data points are given in the CDF publication. The
1800 GeV. This scaling behavior is predicted by the renordata are presented in two figuré&igs. 13 and 14 if10]),
malized flux hypothesis and provides a stringent and sucwhich are reproduced here as Figs. 1a and 1b, where the
cessful test of its validity. number of events is shown as a functiorkef(xg=1— &) of

In Sec. Il we present and discuss the data we use in thige recoil antiproton, rather than as a function of the antipro-
paper; in Sec. Il we describe our phenomenological apton momentunas was done ifil0]). The histogram super-
proach in fitting the data using the Pomeron flux renormalimposed on the data in each figure is the CDF fit to the data
ization and pion exchange models; in Sec. IV we present thgenerated by a Monte Carl®IC) simulation performed by
results of our fits to data; in Sec. V we present the case for &DF. As an input to the simulation, the following formula
scaling law in diffraction; and in Sec. VI we make some Was used:
concluding remarks on factorization and scaling in soft dif-
fraction. d°c 1| D

dédt 2| gl+e

%]
=103
T

c)l

elbom2e’ N8ty gveb™t) (2.2

Il. DATA . . . . . .
The first term in this equation is the triple-Pomeron term of

The data we use are from fixed targep experiments EQq.(1.3). The second term was introduced to account for the
[11,12, from CERN Intersecting Storage RingkSR) pp  non-diffractive background. A connection to Regge theory
experimentg 13,14, from CERN Super Proton Synchrotron may be made by observing that=1 (y=0) corresponds to

(SppS) Collider pp experimentd15], and frompp experi-  Pion (Reggeon exchange with a Regge trajecltory of inter-
ments at the Fernilab-Tevatron collidgt0,16. Below, we  ¢€Pta(0)=0 (0.9 (see Sec. Il The factor of; does not
discuss some aspects of the Tevatron Collider data reportéPPear in Ref{10] and is introduced here to account for the
by CDF[10]. fact that we refer only to the cross section fig— pX and

do not include that fop p—pX, as was done by CDF. The
CDF MC simulation took into account the detector accep-
tance and the momentum resolution of the spectrometer. The
The CDF Collaboration reporteflL0] differential cross sjope of the Pomeron trajectory,’, was kept fixed at the
sections forpp—pX in the region of £<0.15 and|t| valuea’=0.25 GeV 2. The values of the remaining param-

A. The CDF data
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TABLE |. CDF fit parameters from Ref10]. TABLE II. Differential cross sections fop p— pX as a function

of ¢ at|t|=0.05 GeV [11].

Parameter Js=546 GeV Js=1800 GeV
Js=14 GeV Js=20 GeV
D 3.53+0.35 2.54-0.43
bo 7.7+0.6 4.2+0.5 d2o/dédt d?a/dédt
a 0.25+0.02 0.25-0.02 3 (mb/ GeVP) £ (mb/ GeV?)
€ 0.121=0.011 0.103-0.017 0.0160 282.6:11.8 0.0160 2332109
' 537 550 162 g5 0.0267 145.69.3 0.0267 146.27.9
4 0.71+0.22 0.1-0.16 0.0373 112.68.4 0.0373 105.87.0
b 10215 73510 0.0480 100.8:7.7 0.0480 78.86.2
7o 1.4x10 8.9x10 0.0586 85.8:7.3 0.0586 80.26.5
0.0693 797271 0.0693 70.26.1
eters, as determined from the CDF fits to the data, are listed 0.0800 69.+7.6 0.0800 57.85.8
in Table I, where we include the values for the momentum 0-0906 65.47.4 0.0906 62.56.6
0.1013 51.6:7.5 0.1013 68.67.0

resolution,o, at+/s=546 and 1800 GeV.

1. Acceptance corrected distributions )
2. Cross sections at=t —0.05 Ge\?

Using the information provided in the CDF publication, . ) i _
we mapped Figs. 1a and 1b into Figs. 1c and 1d, respec- The CDF data in the triple-Pomeron dominated region of
tively, in which the data are corrected for detector accepé<0:05 are concentrated at low-values, namely|t|
tance. The acceptance was obtained from Fig. 2 of Ref.  <~0.1(0.2) GeV for \/j§= 546 (1800 GeV (see Fig. 2 of
The results are presented as cross sections, rather than Bgf- [10]). Therefore, direct comparison of the CDF data
events, versuxg. The normalization was determined by with other_ experiments should be made feralues within
comparing the data points with the CDF MC fits. The num-these regions of. Since the CDF paper does not report
ber of events corresponding to eachin of the MC histo- &-distributions at a fixed value dfin the form of a 'Fable, we
grams in Figs. 1a and 1b was converted to an absolute cro§¥tracted such a table for= —0.05 GeVf from the informa-
section by convoluting the analytic CDF formula for the dif- ion given in the CDF paper. The value bf —0.05 GeVf
ferential cross section with theacceptance function and Was chosen in order to allow direct comparison of the CDF
with the Gaussiarg-resolution function using a normaliza- data with the data of Ref11], for which £-distributions
tion that reproduces the MC histogram. The curves in thd1ave been published for —0.05 GeV and ys=14 and 20
new figures represent E¢.1) convoluted with a Gaussian GeV (see Table ). Thet=—0.05 GeV? CDF points were
resolution function of¢, whose width was determined from €valuated from the data in Figs. 1c and 1d, which represent
the momentum resolution of the spectrometer at each energgross sections integrated ovey scaling the cross section
Specifically, these curves are calculated using the expressi@i €ach point ir¢ by the ratio

[17,18
d?o/dédt|i— o0
U L . RO=""Goide 24
- = —dt’ —:J’ !, d '
dg t=0 dgdt dgdt §’:1-4/Sdg’dt g(g §) §
(2.2 Which was calculated using Eq2.2). Figures 2a and 2b

where d?o/d¢’dt is given by Eq.(2.1) (with é—¢') and
g(¢’,€) is the Gaussian resolution function given by

e (€' -8%20

1
g(¢',o)= N (2.3

mToQ

As seen in Figs. 1c and 1d, expressi@®) provides an

display thet=—0.05 Ge\f data points grouped inté-bins
of approximately equal width in a logarithmic scale. Figures
2c and 2d display in a lineaf-scale the data fo£<0.01,
including the unphysical region of negativevalues. The
horizontal “error bars” represent bin widths. The values of
the points plotted in Figs. 2a—d are listed in Tables Il and
IV. The solid (dashed curves in the figures represent the
CDF fits without(with) the convolutedt-resolution function,

excellent fit to the acceptance-corrected differential crossalculated using Eq(2.1) [Eq. (2.2)]. For s=546 (1800

sections, including the unphysical region of negativeal-

GeV, the effect of the detector resolution becomes important

ues. Thus, once the detector experimental resolution is ader £<0.005 (0.003. Immediately below these values, the

counted for, the lowé (or equivalently, the lowM?) cross
section iscompletely compatiblevith that expected from ex-
trapolating the cross section from the region of 69&

data lie higher than the extrapolation of the solid-line fits
from the largerg-values. This is completely accounted for by
the smearing effect of thé-resolution, which also accounts

<0.99 (0.05-¢£>0.01) into the resolution dominated very for the values of the cross sections in the unphysical negative
low-¢ region using the triple-Pomeron differential cross sec-¢-regions, as seen in Figs. 2c and 2d. Exact numerical com-
tion shape. This behavior rules out the hypothesis of fow- parisons between data and calculations are presented in
(low-M?) suppression suggested by some autfhib®s20. Tables Ill and IV. The entries in these tables labeled “CDF
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TABLE IV. Differential cross sections fopp—pX at 1800
GeV and|t|=0.05 GeV extracted from the CDF measurements
[10] (see text for details

5\104;\ AL AR 10% UL B
S - V5 = 546 GeV VS = 546 GeV ]
3 Se It1=0.05Gev? | 104 It1=0.05 Gev?
2 10% I ]
~ 10/
3 v
5 10% 4 F 7/
DN 10% :
© o) L o)
10 i Ll Ll IR | TR R N T R

153 1672 107" -0.005 0 0.006  0.01
o~ 10— 10 S
LY Vv§=18000Cev | | VS = 1800 GeV ]
[ Lo 1 ]
O AN It1=0.05Gev*] I'tl=0.05 Gev™]
o 10% . .
£
3
5 10% z10%
~ £ F
L2 r r
© Lb) [

10 il L 1ol L L
107° 1672 10‘1$ ~0.005

FIG. 2. CDF cross sectiondo/dédt at t=—0.05 GeV; the
solid curves represent formu{@.1) and the dashed curves formula
(2.2.

fit” and “Fit ® Gauss” are calculated values of the cross
sections per uni€ and unitt at the center of each bin. The
effect of the resolution on the measured cross sections
quite substantial at low-and therefore must be taken into
consideration when comparing the IGWeDF data with pre-
dictions of unitarization modelsl9,20 based on lowé sup-
pression of the diffractive cross section.

TABLE III. Differential cross sections fopp— pX at 546 GeV
and |t|=0.05 Ge\f extracted from the CDF measuremeflg)]
(see text for details

d?o/dédt CDF fit Fit® Gauss
£ (mb/ Ge\?) (mb/Ge\?) (mb/Ge\?)
—0.0046 21.184.73 16.95
—0.0027 539.%40.3 569.1
—0.0009 3534.4124.0 3591.8
0.0009 4561.2135.1 2568.1 4561.3
0.0027 1682.973.8 772.5 1618.2
0.0046 563.6:38.8 443.4 536.2
0.0064 300.930.5 308.7 329.0
0.0082 226.525.7 236.3 244.8
0.0100 178.222.6 191.5 195.9
0.0119 136.520.6 161.3 163.9
0.0146 107.313.9 131.0 132.3
0.0192 82.411.3 101.0 101.6
0.0256 77.%11.7 78.5 78.8
0.0348 67.6:11.6 62.5 62.6
0.0458 49.69.8 53.3 53.3
0.0577 54.410.6 48.6 48.6
0.0714 41.27.8 46.4 46.4
0.0870 47.F#7.9 45.9 45.9
0.109 4457.1 47.0 47.0

11401

d?o/dédt CDF fit Fit® Gauss
£ (mb/ GeV®) (mb/GeV?) (mb/Ge\?)
—0.0022 375.448.0 307.8
—0.0011 3419.4182.8 3419.4

0.0000 8368.6:278.9 8368.6
0.0011 5646.94210.4 1603.4 5019.4
0.0022 1311.988.4 776.6 1311.9
0.0033 568.7% 66.5 513.7 573.6
0.0044 403.4£57.7 386.1 404.5
0.0055 319.652.9 311.3 320.0
0.0072 222.%#35.8 243.7 247.4
0.0100 196.#233.8 182.9 184.2
0.0139 153.629.3 140.1 140.6
0.0189 106.%22.1 112.1 112.3
0.0250 84.6:18.8 93.8 93.9
0.0322 90.218.7 81.6 81.7
0.0422 73.413.7 72.2 72.3
0.0555 55.69.4 65.3 65.3
0.0717 69.910.0 60.8 60.8
0.0918 57.67.2 57.8 57.8
0.116 55.4-6.5 55.8 55.8

IS
3. t dependence

We now return to the question of the CDF valuedbgff
the t-distributions(see Table)l Theoretically, the value of

b, for Hp—>px should be the same at all energies and equal

to one half of the corresponding value fop— pp [see Egs.
(1.1) and(1.3)]. Experimentally 3boe=4.6 GeV 2 [4]. The
best-fit CDF slope values ar®y,=7.7£0.6 (4.2-0.5)
GeV 2 for \/s=546 (1800 GeV. The 1800 GeV value is
close to 4.6, within error, but the 546 GeV slope is signifi-
cantly larger than 4.6 GeV. The discrepancy between the
slope value measured by CDF @&=546 GeV and the ex-
pected value oby,=4.6 GeV 2 may be explained by the
very shortt-range of the experimental measurement. In the
region of low<£, where Pomeron exchange is dominant, the
detector had reasonable acceptance only within the region
0.03<|t|<0.1 Ge\’. Thus, the slope could not be measured
accurately. The quoted error in the measured slope is the
standard deviation calculated keeping all other parameters
fixed at their best-fit values. The large correlation coeffi-
cients[10] between the error of the CDF best-fit parameter
by and other fit parameters indicate that a good fit to the data
within the t-region of the measurement could have been ob-
tained with a different value df,, and correspondingly dif-
ferent value of the other parameters, subject to the constraint
that the integrated cross section over thhange of the mea-
surement remain the same. Sinte —0.05 Ge\f corre-
sponds approximately to the cross-section-weighted mean
value oft in the region 0.03:t<0.1, the value of the differ-
ential cross sections at=—0.05 GeV is insensitive to a
change inbg.
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0 > b b P~ P TABLE V. Triple-Reggeon amplitudes fopp—pX using
» X " ¥ aft) ap(0)=1+¢, ag(0)=0.5 ande(0)=0.
“ o) =i,j,X 04i(t ) ozj(t) =ijk 0ii(t aj(t)
" ! p P p Amplitude d?oldédt|—g  d2o/dM3dt],_, ols)

g
P P b p pp Sb

FIG. 3. lllustration of triple-Reggeon phenomenology. (PP)P _ s _ s e
§1+e (M2)1+5

4. Total diffractive cross sections

At s=546(1800 GeV, the total integrated cross section (PP)R 11s s

2e

within the region 0>t>— o and (1.5Ge¥)/s< £<0.05 cal- T A T (M2)iee =S
culated using Eq(2.1) (multiplied by a factor of 2 to include
the cross section fgop— Xp) is 7.28(8.73 mb. 1
(RRP ~s°E ~§(|v|2)€ ~s
IIl. PHENOMENOLOGICAL APPROACH
In the framework of Regge theof1], the cross section RRIR 1s 1/s
for pp— pX in the region of Iarges/Mf( can be expressed as (RR ”E - (M2)05 ~1Ns
a sum of contributions from exchanges of Reggeionsand
k (see Fig. 3,
(7T7T)]P Nsé§;1+5 NE(M2)1+E ~cf
dZO'Sd . SO 2 G (t) 32
dM2dt 2 ik K
1
s a;(t)+aj(t) Mz)ak(o) (mm)R N(l/\/g)go.S - g(MZ)O.S ~1/\/§
X M_i . cog ¢;(t) — ¢;(1)]
@D (rRR s LA CORY
1+e 2\1+e
. 5 (M9)
with
1 , s s/\s .
Gii(t)= 1o Binp(DBipp( DB Ot 32 (R e “mes S
where a;(t)=a;(0)+ o/t is a Reggeon trajectorys;,, is .
the Reggeon coupling to the protogy is the “triple- Renormalized:
Reggeon” coupling andp;(t) is a phase factor determined (PP)P _ 1/s¢ 1 ~
by the signature factoty;(t)=¢+e ' wheref=*+1 is e (M2)L+e constant

the signature of the exchange. The signature factors have
been expressed ag(t)=72(t)e'*® with the modulin’(t)
absorbed into theg(t) parameters in Eq(3.2. For pp  sider in Table V one Reggeon trajectory witix(0)=0.5.
—pX Reggeons andj must have the same signature, so thatthe termsPPP (triple-Pomeroi and PPR correspond to the
#i(t) — ¢ ()= (7/2) [ei(t) — a;(t)]. As mentioned in Sec. picture[3]in which Pomerons emitted by one proton interact
I, the energy scaley is not determined by the theory and is with the other proton to produce the diffractive event. The

usually set to 1 Ge¥ The lack of theoretical input about the [ast row in Table V shows the predictions of the renormal-
value of sy introduces an uncertainty in the Pomeron fluxized Pomeron flux modd#].

normalization, which is resolved in the renormalized
Pomeron flux mode(see discussion belgw
Table V displays thes and ¢, or M%, dependence of the A. Standard approach

contributions to thep p— p X cross section at=0 from vari- The standard approach to diffraction is to perform a si-
ous combinations of exchanged Reggeons. Three Regge trmultaneous fit to thepp— pX differential cross sections of
jectories are considered: the Pomerdh, with ap(0)=1 all available data at all energies using Eg§.1), which is

+ €, the ReggeonR, with ag=0.5, and the piongr, with based on factorization. In such a fit, the only free parameters
a,=0. In fitting elastic and total cross sections, Covolan,are the triple-Reggeon couplings;(t). The Reggeon tra-
Montanha and Gouliand$] use two Reggeon trajectories, jectories and the couplings(t) are determined from the
one for the f/a family witha;,,(0)=0.68 and the other for elastic and totalpp cross sectiong6], and the coupling
the p/w family with «,,,(0)=0.46; Donnachie and Land- B.,.(t) is obtained from the coupling,,,(t), measured in
shoff [2] use one “effective” trajectory with aﬁff(O) the charge exchange reactipp—nX, using isotopic spin
=0.55. For simplicity and clarity of presentation, we con-symmetry:,Bﬂpp(t)=%anp(t).
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-
o

the t-distribution. The two sets of data were normalized to

the average value of the cross section within geegion

] common to both sets of data. Figures 4a and 4b show fits
] using a 1¢£ and a 1£1" € dependencéwith e=0.104[6]),

] respectively. Both fits are in good agreement with the data.

7 7 1 T
E_a) pd —> Xd
e=0

[o4]

(o]

‘ Vs = 38 GeV E In summary, the agreement of the Fermilab fixed target
2 F [tl=0.035 GeV? ] and ISR experimental results with the empirical expression
: ] (3.3), which is inspired by the factorization based standard

& d’c/dtd¢ (mb GeV™?)
N

' '1;)—1 triple-Reggeon phenomenology, shows thigtat low-¢, the
cross section is dominated by th#1> amplitude ¢ 1/¢),

: ] cross sections afs=546 and 1800 GeVY10], the supercriti-
ob———1s ‘ — cal Pomeron trajectory witlyp(0)>1 was already well es-

‘% ] while (ii) at high<, there is an additional contribution, which
(I: ] has the form of ther= > amplitude ¢ ¢).

€ 3

:: ] 2. Breakdown of factorization

2 Vs = 38 GeV . . —

o s 1 In 1994, when CDF published the diffracti X
S 2k ItI=0.035GeV? P P

o

AL

10 150 tablished by fits to total hadronic cross secti¢@§ There-
fore, CDF made fits using Eg2.1), which includes two
FIG. 4. Cross sections fg+d—X+d. terms: thelPPP amplitude(first term and a non-diffractive
o contribution parametrized aslzcrnd/dgdt=I§7eb". The

1. Factorization form of the latter was inspired by the empirical expression of

Equation(3.1) is based on factorization. A “global” fit of Ed. (3.3), and the parametey was introduced teffectively
this form to all available data was performed by Field andincorporate possible contributions both frommP (y=1)
Fox in 1974[22]. However, the data available at that time andRRP (y=0) amplitudes, as was discussed in Sec. Il A.
could not constrain the fit well enough to test the triple- Three important results from the CDF fits to the data
Reggeon phenomenology, let alone determine the tripleshould be emphasized.

Reggeon couplings. By 1983, with more data available from Only the PP’ term and a non-diffractive contribution are
Fermilab fixed target and ISR experimefitd—14, good fits ~ required by the fits. An upper limit of 15% was set on a
to the smallt differential pp— pX cross sections were ob- possible contribution of &I’R term to the total diffractive

tained using the empirical expressigil cross section at/s=546 GeV. From this result, we derive
) the following limit for the ratio, R, of the coefficients
d°c A : Gi(0) of the PPR/PPP terms:
— = .ght LE.@b’t ijk :
dedt ¢ e+B-&-e” (3.3
. . _ Gppr(0)
The first term in Eq(3.3) has the¢-dependence of thePP R= GIw(o)<0.2. (3.9

amplitude withap(0)=1 (e=0) and the second term has

the ¢-dependence of the_’T”P amplltuc_ie. Note that @ g jimit is ~5% of the value oR used in the fit by Erhan
Reggeon-exchange contributiol® RP, Wlth' ar(0)=0.5, gng Schlei20] (see also comments [25)).

would have a ﬂafjdepe':ndence. At the relatively Ipw values  The parametee was determined for the first time from
of s of the Fermilab fixed target and ISR experiments, theye ¢ distribution of single diffraction dissociation and was
&-range was not large enough for theslope to be sensitive compared to thee obtained from thes-dependence of the

to the variation with¢ expected from Eq(3.1), namelyb — . i
—by—2a' I £ or to distinguish between agnd a 1< total pp cross sectiofi26]. The CDF results are:

dependence in the first term of E@.3) and thereby estab-

lish the now well known deviation ofp(0) from unity. e(total cross section=0.112+0.013 (3.9
Nevertheless, the prominertl/¢ behavior of the cross sec-

tion at low-¢ was clear evidence fdfPPP dominance and left e(do/d¢; \/g: 546 GeV}=0.121+0.011 (3.6
little room for contributions from other terms, as for example

from a PPR term with its sharper- 1/£**%° dependence on e(da/d&; \Js=1800Ge\j=0.1030.017. (3.7

&. This is illustrated by the fits of Eq(3.3) to the very

precise data fopd— Xd shown in Fig. 4. The datf23,24  The values obtained from thhr/d¢ distributions are, within
are from the experiment of the USA-USSR Collaboration athe quoted uncertainties, consistent with the value deter-
Fermilab using an internal gas-jet target operated with deumined from the rise of the total cross section, as would be
terium. The values of the cross sectiongat—0.035 Ge\?  expected for Pomeron pole dominance. The weighted aver-
plotted in Fig. 4 were obtained either directly from the pub-age of all three values ]

lished tableq24] or by extrapolation from their published

values att=—0.05 GeV [23] using the measured slope of €=0.115+0.008. (3.8
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B. Renormalized Pomeron flux approach

£ < 0.05 , -

B Albrow et al. s 1. Triple-Pomeron renormalization

O Amitage et al. //;\ standard flux The CDF measurements showed that, just like at Fermilab
+ UA4 e fixed target and ISR energies, the shape of the Mdwvdlow-

® cof yd &) behavior of the diffractive cross section at the Tevatron
A E710 yd Collider is described well by thePP amplitude displayed in

X Cool et al. ./ Eq. (3.9. The total diffractive cross section, obtained by

integrating Eq.(3.9) over all t and overM? from M2

=1.5 GeV to M2,=0.1s, increases withs as ~ (s/sg)°.
For 6= 2¢, which is the value for simple pole exchangeq

would increase faster than the tofgb cross section, which
varies as~(s/sg) ¢, leading to violation of unitarity. With the
experimentally determined value af~0, the diffractive
cross section remains safely below the total cross sectien as
increases, preserving unitarity.

As discussed in the previous section, introducing shadow-
ing corrections can dampen the increase of the diffractive
cross section witls and thereby achieve the desired unitari-
zation while preserving thil2-dependence of thePP am-
plitude, as required by the data. However, the shadowing

. models do not account completely for tealependence of
FIG. 5. The total single diffraction cross section fofp) +p

—p(p)+X versusys compared with the predictions of the renor- the same amount afdamping of the cross section. In addi-

the data, and the two models mentioned above do not predict

malized Pomeron flux model of Goulianp§ (solid line) and of the  tion, these models are very cumbersome to use in calcula-

model of Gotsman, Levin and Madf7] (dashed line, labeled tions of single diffraction, double diffraction and double-
GLM); the latter, which includes “screening corrections,” is nor- Pomeron exchange processes.

malized to the average value of the two CDF measuremeny{s at The calculational difficulties of unitarity corrections in the

=546 and 1800 GeV. standard approach are overcome in the “Pomeron flux renor-

malization” approach proposed by Gouliaridg. The renor-

Using the relationé=M?/s, the PPP (first) term in Eq.  malized flux approach is based orhgpothesisrather than

(2.1) can be written in terms of1? as[see also Eq(3.1)] on an actual calculation of unitarity corrections, and there-
fore can be stated as an axiom.

The Pomeron flux integrated over all phase space satu-

2 €
d“o _ G(O)(s/so)5 So abo+2a’ In(sIM )t
szdt 2 (M2)1+s

rates at unity.
The standard Pomeron flux is displayed in Ef5). Us-
(3.9 ing F2(t)=eP!, the integral of the standard flux,

gmax 0
where in standard Regge theafy-2¢. Treatings as a free N(s)= L ‘ f_wf\l)/p(gyt)dfdt! (3.10
parameter and performing a simultaneous fit to the diffrac- mn
tive cross sectionsrgy, ats=20[11], 546 and 1800 GeV, g given by
CDF obtaineds=0.030+0.016.

The last result indicates a breakdown of factorization. The e '
observed slower thar- (s/sy)?¢ increase of the diffractive N(s)=K——[Ei(r—2eIn &min) —Ei(r —2€n §may ]
cross section with energy is necessary to preserve unitarity 2a
and was predicted in 198f8] by calculations including (3.1
shadowing effects from multiple Pomeron exchanges. More . _ L .
recent work based on eikonalization of the diffractive ampli-/Neré Ei(x) is the exponential integral function,r
tude[7] or on the inclusion of cut9] shows that shadowing —Po€/@’s &mn=Mg/s=1.56 is the effective diffractive
can produce substantial damping of taidependence of the threshold, anofmax:o.l [4].
cross section but has no appreciable effect on the The renormalized Pomeron fluky(¢,t), can now be ex-
M2-dependence. These predictions are in general agreemeri€ssed in terms of the standard fldix;(.t), as follows:
with the conclusions reached by the CDF fits to data. How-
ever, the damping predicted by the eikonalization model is
not sufficient to account for the observediependence of  2g(x)=y+In X+35_, (X/nnl), where y=0.5772 ... (Euler's
the total single diffraction cross sectigsee Fig. % the pre-  constant
dictions of the model based on cuts are in better agreemen®ror a detailed discussion of the role of the scale paransgtir
with the datg9]. determining the value af for which N(s)=1 see[4].
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FIG. 6. The integral of the standard Pomeron flux fop
—pX, N(s) of Eq. (3.10 usingF2(t)=e*?, as a function ofys
(solid curve is compared with a dependenees®s (dashed curve
The horizontal solid line at(s)=1 represents theaturatedrenor-
malized flux. If the flux integral is calculated using in E§.10 the
F,(t) form factor of Eq.(1.6), it can be approximated by the ex-
pression 0.44%¢.

frp(&1) if N(s)<1,

N=H(s)fpp(&t)  if N(s)>1. (312

fn(é,) =

The renormalizedPPP contribution to the differential
cross section is given by

d20_sd_ K e72a't|n§F2(t)

dgdt  N(s)  gires oP(sf)f (313

or, in terms ofM?, by

d20' d KSZe e—Za'tln(MZ/S)FZ(t)
S

= PP M 2)E.
dM2dt  N(s) (M?2)L+2e oo (M?)

(3.19

In the energy interval of/s=20 to 2000 GeV, the stan-
dard flux integral varies as-s’¢ (see Fig. 6 Thus, flux
renormalization approximately cancels th€lependence in
Eq. (3.14), resulting in a slowly rising total diffractive cross
section. Asymptotically, as—«, the renormalized total dif-
fractive cross section reaches a constant value:

jim o(s) = lim 22

=20g\Pe2, (3.15
o s N(S) 0

The s-dependence of the integral of expressi@13

PHYSICAL REVIEW D59 114017

for both pp—pX and pp—Xp, is compared with experi-
mental data fowr4(£<0.05) in Fig. 5(from [4]). In view of

the systematic uncertainties in the normalization of different
sets of data, which are @?(10%), the agreement is excel-
lent.

2. Pion exchange contribution

The form of the empirical expressidf.3) suggests that at
high-¢ the dominant nori2PP concontribution to the cross
section comes from pion exchange. In Regge theory, the pion
exchange contribution has the form

d?c
@:pr(fi)(f”p(sé) (3.16

wheref ,,(&,t) is the pion flux ando™(s¢) the 7p total
Cross section.

In the “Reggeized” one-pion-exchange mod&2], the
pion flux is given by

9p ]

AU

Fap(E0)= 72— m

(3.17

where gipp/47-r%14.6 [22] is the on mass-shell coupling,
a(t)=0.% is the pion trajectory, ant(t) is a form factor
introduced to account for off mass-shell corrections. For
G;(t) we use the expressideee]27] and references thergin
2.3-m?

Gy(t)= m (3.19

Since the exchanged pion is not far off-mass-shell, we use
the on-shellrp total cross sectioh6],

o™P(mb)= %(a”*pwfp)
=10.83s¢)%104-27.13s¢) 7932 (3.19

3. A one parameter fit to diffraction

Motivated by the success of the empirical expressi8)
in describing the Fermilab fixed target and ISR data, and by
the similarity between this expression and the CDF fits to
data at Tevatron energies, we have performed a simultaneous
fit to single diffraction differential cross sections at all ener-
gies using the formula

dZO' _ Pp mp
@—f,\,(fg,t)a (&) +fp(£,1)a™(sE)  (3.20

in which the first term is the renormalized triple-Pomeron
amplitude, Eq.(3.13), and the second term is the pion ex-
change contribution, Eq(3.16. Results from our fit, in
which only the triple-Pomeron couplingppp, is treated as a

over allt and£<0.05, multiplied by a factor of 2 to account free parameter, are presented in the next section.
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FIG. 7. Cross sectiond?s44/dédt for p+p(p)—p(p)+X at £ £

t=—0.05 GeV and \s=14, 20, 546 and 1800 GeV. The solid
lines represen}t the best fit to _the data _at eac_h energy us_ing WO K. 8. Cross sectiong- d?o-,y/dédt for p+p(3)ﬂp(a)+x
terms, thePPl’ and =7 > amplitudes, with their normalizations ;5 GeV? and Js=14, 20, 546 and 1800 GeV are com-
treated as free parameters. pared with the resultésolid lineg of a simultaneous one parameter
fit using a renormalized®PP amplitude and a Reggeized pion ex-
IV. RESULTS change contribution. To account for systematic uncertainties, the

. . . normalization of each data set was allowed to vary within
In this section, we present the results of fits performed to, 1404 of its nominal value; the parameter (t&ta” represents

experimental data using E(B.20, which has two contribu-  the shift in the data normalization for which the best fit was ob-
tions: a renormalized triple-Pomeron amplitude and &gjneq.

Reggeized pion exchange term.

are shown by dashed curves. The fit haga 1.0 per degree
A. Differential cross sections of freedom.

The experimentak-distributions are usually distorted in _The parameters used in the fit asg(t)=1.104+0.23
the low<¢ region by the resolution in the measurement of the@"d Brpp(0)=6.57 GeV * (4.1 mp’?) for the triple-

momentum of the recoib(ﬁ). We therefore check first how Ponrwleron tfrm, a$g ”ﬁse. %gledn |nt$e|c:. Igl B2 for the p||'on
well Eq. (3.20 reproduces the shapes of the differential cros£Xcnange term. The it yielded a triple-Fomeron coupling

_ 1 / ; Pp
sections of thepp data of E39¢11] at ys=14 and 20 Gey  9rrr=1.0 GeV'7(0.62 mB’%), which corresponds  targ

and of thepp data of CDF10] at \/s=546 and 1800 GeV in =2.6mb; Jsing the,Fl(t) f&rm factor - yields grr

the regions of not affected by detector resolution. Figure 7 — +-1 G&V- (0.69 mi3 2)_ andop”=2.8 mb.

shows the cross sectio€o4/dédt att=—0.05 Ge\f for Figure 10 shows a fit of Eq3.20 to ISR data[13] of

E396 and CDRdata from Tables II, Ill and 1. The solid da/dgdt_versusg at flxeql t. In this fit, the experlmental

lines represent the best fit to the data at each energy usirfgresolution was taken into account by convoluting Eq.

Eq. (3.20 with the normalizations of the triple-Pomeron and (3.20 with the Gaussian resolution function, Hg.3), using

pion exchange contributions treated as free parameters. Ti=0.003. The parameters used in £8.20 were those of

quality of these fits indicates that no Reggeon terms othethe above fit to thep(p) data. The overall normalization of

than the triple-Pomeron and pion exchange terms are needgffe data has an experimental systematic uncertainty of 15%

to describe the shapes of the differentfadlistributions. [13].
Figures 8 and 9 show the result of a simultaneous fit

(solid lineg to thet=—0.05 Ge\f data of E396 and CDF

using Eq.(3.20 with only the triple-Pomeron coupling as a

free parameter. The overall normalization of the data was In Fig. 11, we compare experimental results for the total

allowed to vary within+10% to account for possible sys- diffractive cross section within € —t<—o and é&=M%/s

tematic effects in the experimental measurements. The shif0.05 with the cross section calculated from the triple-

in the normalization of the data at each energy that resulteBomeron term of Eq(3.20 (solid line) using the triple-

in the best fit is given in each plot. In Fig. 9 the individual Pomeron coupling evaluated from the fit to the differential

contributions of the triple-Pomeron and pion exchange termsross sections. Within this region gf the expected contri-

B. Total diffractive cross sections
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FIG. 9. Cross sectiond“os4/dédt for p+p(p)—p(p) +X at FIG. 10. Cross sectiond?oq/dédt for pp—pX measured at

t=—0.05 GeV andys=14, 20, 546 and 1800 GeV are compared the |SR at various values afs andt, as indicated in each plot. The
with the results(solid lineg of a simultaneous one parameter fit sojid lines are fits obtained using the renormalidt? amplitude
with a renormalized’’’ amplitude and a pion exchange contribu- and the pion exchange contribution, convoluted with the experi-
tion. The dashed lines represent the individual Pomeron and piomentalé resolution, which dominates the shape of the distributions

contributions. To account for systematic uncertainties, the normalat small¢. The overall normalization of the data has a systematic
ization of each data set was allowed to vary withiri0% of its  yncertainty of+15% [13].

nominal value; the parameter ‘(Natg” represents the shift in the

data normalization for which the best fit was obtained. Il A3 of the CDF measurement afg: 546 GeV illustrates
this point.

bution of the pion exchange term is less than 2% at any Table VI presents the total diffractive cross sections cor-

given energy. The data points are from Ré@_lq rected for the effects mentioned above. The [33,14] and

There are two points that must be kept in mind in com-SppS [15] cross sections were left unchanged, since they
paring data with theory.
(a) Normalization of data setd he overall normalization

102

-~ F ' T R

uncertainty in each experiment is 6f(10%). € [ £<0.05

(b) Corrections applied to dataDeriving the total cross — | ecCooletal
section from experimental data invariably involves extrapo- © [ 0 Schamberger et al.
lations int and & from the regions of the measurement to A Albrow et al.
regions where no data exist. In making such extrapolations, 3 C;rz'mge stol. .~
certain assumptions are made about the shape of the o E710
t-distribution and/or the shape of tigedistribution. With the 10 W CDF

exception of the ISR experimenit$3,14, all measurements
of the experiments listed here are at very lowin these
cases, an exponential form factor of the foef' was as-
sumed for extrapolating into the highregion. The(higher-
t) ISR data show a clear deviation from exponential behavior s
and support thé=2(t) form factor. UsingF3(t) instead of 10 10 10

ePo! results in alarger total cross section by-5—10%, de- V5 (GeV)
pending on the value of (smaller correction at highes).
The magnitude of the correction depends on geegion
and, through¢, on s, since thet-distribution depends not

only 9” the form factor but also og through the term (dashed lingand (b) on the renormalized Pomeron flux modid]
e~ 2a’indt, (solid ling). The cross sections were corrected for effects due to

Another source of error comes from the fact that the slopextrapolations irt, as discussed in the text. The errors shown are
of the t-distribution is usually not measured accurately instatistical; typical systematic uncertainties for each experiment are
experiments sensitive only to lowv-The discussion in Sec. of O(10%).

FIG. 11. Total single diffraction cross sections fp¢p)+p

_>p(5)+x versus /s compared with triple-Pomeron predictions
based(a) on Pomeron pole dominance in standard Regge theory
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TABLE VI. Total p/p— p/pX single diffraction cross sections 10%¢ ——
for £<0.05 (includes both interacting hadrang'he cross sections
of the references marked with T were derived from the experimen-
tal data using the procedure outlined in the text.

Vs Vs

(GeV) sq (Mb) Ref. (GeV) osq (Mb) Ref.

1 .8 TeV stand. flux prediction

d*c/dtd¢ (mb GeV™?)
o

14 3.94:020 t[11] 233 6.50.2 [14]

20 4.46:0.25 t[11] 274 6.3-0.2 [14]

16.2  4.870.08 1[12] 324 6.5:0.2 [14]

17.6  4.96-0.08 1[12] 355 7.5:05 [14] ,

19.1  4.94-008 t[12] 385 7.3-0.4 [14] 10 E 141 = 0.05 Gev?

238 519008 t[12] 447 7.3:0.3 [14] ! i
272 542009 t[12] 537 7.0:0.3 [14] !
234  6.07-0.17 [13] 623 7.5:0.3 [14] [ (D) 14 & (@) 20Cev ]
269  6.050.22 [13] 546  9.4:0.7 [15] [ (%) 1800 Gev

305 6.3%0.15 [13] 1800 8.46:1.77  1[16] 10 S
323 6.32:0.22 [13] 546  8.34:0.36  1[10] 10 10
352 7.010.28 [13] 1800 9.12-0.46  1[10] ¢

38.3 6.08-0.29 [13]

FIG. 12. Cross sectiom#oq/d&dt for p+ p(E)Hp(E)+X at
t=—0.05 Ge\? and+/s= 14, 20 and 1800 GeV. The solid lines are

were calculated taking into account the highehavior of the global one-parameter fit to the data presented in Fig. 9, and the
the differential cross section. The cross sections of Refsc‘iashed lines represent the renormalized triple-Pomeron contribu-
[12,16 were multiplied by the ratio of the cross section cal-t!on' The dotted line is the .standard flux triple-Pomeron contribu-
culated using thé 4(t) form factor in thePPP term to that gonvat V5=1800 GeV predicted from the data =14 and 20
calculated using the simple exponential form factor. Finally, ev.

the cross sections of Refg10,11], for which the data are

within a limited t-region and have no reliable slope param-GeV. As noted by CDF10], it is seen that the shapes of the
eters, were calculated as follows: in each case, we evaluatetir/d¢ distributions as¢ decreases tend to the shape ex-
the integrated cross section within the ¢ region of the pected from triple Pomeron dominance at both energies;
experiment using the parameters determined by the experfowever, the normalization of tr® points is approximately
ment, and then recalculated this cross section using the fog factor of ,/s,)€=2.6 lower than that of the, points,
mula of Eq.(3.20, adjusting the normalization parameter
to obtain the same value for the integrated cross section ov
the samé — ¢ region; this formula was then integrated over
the region 6<|t| < and 1.56< ¢<0.05. The corrections to
values derived directly from the published data are o
0(10%).

instead of being a factor ofs§/§1)f higher, as one would
%rxpect from factorizatiofisee factors’ =s¢ in Eq. (1.3)].

This particular way in which factorization breaks down
fimplies that thed?s/dMZdt|,—, distribution is approxi-
mately independent of and thereforescaleswith s, in con-

X , S .__ trast to thes?¢ behavior expected from factorization. Figure
In view of the systematic uncertainties in the normaliza- ) . . :
r’lr_s shows the differential cross sections as a functiom fgf

tion of the various data sets, as evidenced by the discreparn~ = V - A
cies among data from different experiments in overlappingtt= —0.05 GeV for Vs=14, 20, 546 and 1800 GeV within

sregions, Fig. 11 shows excellent agreement between th& régions not including the resonance region Mf <5
experimental cross sections and the predictions of the oné3€V* (for \/§f14 and 20 GeYand not affected by the de-
parameter fit of Eq(3.20 [using theF,(t) form factor and  tector resolution §>0.005 andé>0.003 for \'s=546 and

ngzz_g mb. 1800 G.eV,. respectively _These cross sections are also
shown in Fig. 14 for regions of low enough not to be
V. A SCALING LAW IN DIFFRACTION affected by the non-Pomeron contributiofi<(0.03). In this

figure, the data are compared with a straight line fit of the

The renormalization of the Pomeron flux to its integral form do/d |\/|)2(~ 1M )1(“, (solid line) and with thestandard
over all available phase space may be viewed as a scalifflix predictions, which are based on factorizati@ashed
law in diffraction, which serves to unitarize the triple- |ines). Clearly, factorization breaks down in favor of a scal-
Pomeron amplitude at the expense of factorization. ing behavior.

As mentioned above, an interesting feature of the break- The scaling of thevi% distribution is a consequence of the
down of factorization is that the shape of thalistribution  pomeron flux renormalization hypothesis, as pointed out in
of the PP'P’ term is preserved. This is illustrated in Fig. 12, Sec. 111B 1. Figure 6 shows that the renormalization factor
where cross sections are plotted as a fUnCtioa af fixedt based on flux Sca"ng has an approxima%é dependence,
for ys=14 and 20 GeV {/s;=17 Ge\} and y5,=1800  which cancels the? dependence ida/dM2 expected from
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FIG. 13. Cross sectiond2o4/dM?2dt for p+p(p)— p(p) + X FIG. 15. Cross sectiond2oy/dM2dt for p+p(p)— p(p) + X
att=—0.05 Ge\f and \s=14, 20, 546 and 1800 GeV. at t=0 and Js=14, 20, 546 and 1800 GeV, multiplied by

[prDSZE(ﬁppp- gppp)/ (167N(s))] 1, whereN(s) is the integral of

- : he Pomeron flux, are compared with the renormalized flux predic-
factorization. An exact comparison between data and theor fon of 1/(M?)>* <. The dashed curves show the standard flux pre-

is made in Fig. 15, where data and predlctlo_ns of 620 dictions. Thet=0 data were obtained by extrapolation from their
are shown fort=0. Thet=0 data were obtained from the {__ g5 GeV values after subtracting the pion exchange contri-
t=—0.05 GeV data shown in Fig. 13 by subtracting the yytion.

pion exchange contribution &t —0.05 Ge\f and calculat-

ing thet=0 cross section assuming-aistribution given by

F2(t)e(-2¢'n 9t The excellent agreement between data and

theory over six orders of magnitude suggests viewing the VI. CONCLUSIONS
gi?f':;irtfonnﬂux renormalization hypothesisaascaling law in We have shown that experimental data on diffractive dif-

ferential cross sectionsl’a/dédt for pp—Xp and Ep
— Xp at energies fronVs= 14 to 1800 GeV, as well as total

diffractive cross section@integrated oveg andt), are de-

~ 10 e . . . .

g : ' ' ' 3 scribed well by a renormalized triple-Pomeron amplitude and
> std. and renorm. @ 14 GeV  (0.01 <£<0.03) a Reggeized pion exchange contribution, whose normaliza-
& flux fits 0020 GeV (0.01 0.03 Lo ; :

PR oV (001 <5<003) tion is kept fixed at the value determined frgpp— Xn.

E : g ?:ﬁo?:\(/ (g‘gg:<§<g'g§’ ] The renormalization of the triple-Pomeron amplitude con-
JR oV (00035 <0.03) J sists in dividing the Pomeron flux of the standard Regge-
s 1o r h;z = E theory amplitude by its integral over all available phase

2 i M) ] space in¢ andt. Such a division provides an unambiguous

s 10'2? . normalization of the Pomeron flux, since the energy scale
2 P A=015 ———— T R et factor, sy, which is implicit in the definition of the Pomeron

> 10_3; " 1800 GeV std. | proton couplingBp,,(0) that determines the normahzaﬂ_on

o g  flux prediction 3 for the standard flux, drops out. Thus, the renormalized

. ) ] Pomeron flux dependsnly on the value of¢,,;, and on the
oL T Ton X 4 Pomeron trajectory, which is obtained from fits to elastic and
i ] total cross sections. Therefore the oflge parameter in the
753 ) renormalized triple-Pomeron contribution to soft diffraction
10 : ‘ ""“1"0 ' "””1"02‘ ""‘%‘Os‘ “""1‘04' 105 '”';06 is the triple-Pomeron coupling constagtpp. From our fit

M? (Gev?) to the data we obtained the valggpp=1.1 G(_a\fl.
The scaling of the Pomeron flux to its integral can be
FIG. 14. Cross sectiond2c/dM2dt for p-+p(p)— p(p) + X viewed asa scaling lawin diffraction, which unitarizes the
att=—0.05 GeV and \s=14, 20, 546 and 1800 GeV. A{s diffractive am_plltude at the expense (_)f factquzatlon. Aspec-
=14 and 20 GeV, the fits using the standard and renormalizedcular graphical representation of this scaling is provided by
fluxes coincide; at the higher energies, the standdormalizest  the experimental differentialo/dM%],_o distribution as a
flux predictions are shown by the dashdlid) lines. function ofo< for energies from/s=14 to 1800 GeV. This
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