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Two of the nine measurements of%ﬁrff’?w“, the effective weak interaction mixing angle, are found to be in
significant conflict with the direct search limits for the standard m¢8#) Higgs boson. Using a scale factor
method, analogous to one used by the Particle Data Group, we assess the possible effect of these discrepancies
on the SM fit of the Higgs boson mass. The scale factor fits increase the valuéalf¥ihby as much as two
standard deviations. The central value of the Higgs boson mass increases as much as a factor of 2, to
=200 GeV, and the 95% confidence level upper limit increases to as much as 750 GeV. The scale factor is
based not simply on the discrepant measurements, as was the case in a previous analysis, but on an aggregate
goodness-of-fit confidence level for the nine measurements and the limit. The method is generally applicable to
fits in which one or more of a collection of measurements are in conflict with a physical boundary or limit. In
the present context, the results suggest caution in drawing conclusions about the Higgs boson mass from the
existing data[S0556-282(199)03707-9

PACS numbse(s): 12.15.Lk, 13.38.Dg, 14.80.Bn

I. INTRODUCTION search limit. In the latter case we need to consider the like-
lihood that any of the nine relevant measurements of
Measurements ofZ boson decay asymmetries at the sir?6P°" could fluctuate to produce a like discrepancy. It is
CERNe"e™ collider LEP and SLAC Linear Collider SLC fair to say that in this instance our attention is drawm\{g,
[1] and of the top quark mass at FermilB] appear to by both its precision and the fact of its conflict with the SM
constrain the mass of the standard mo@W) Higgs boson  search limits.
at the level of a factor of 2 or better. The combined fit of nine It may therefore be appropriate to approach the analysis
measurements of the effective leptonic weak interaction mixfrom the perspective of the consistency of the complete en-
ing angle yields sif93°"=0.23148-0.00021, which im- semble of nine measurements with the SM search limit. That
plies a SM Higgs boson masx;n&;H=86ff{‘21 GeV and the up- is the perspective of the analysis presented here, in which a
per limitmy <260 GeV at 95% confidence lev&.L.). Ina  suitable scale factor method is proposed. The method could
previous Letter3] | observed that the most precise of the be applied to other physical situations in which data within a
nine measurements, the left-right asymmelfy,, then im-  collection of measurements conflict with a limit or physical
plied my=16 GeV and anupper limit my<77 GeV at boundary. Here | will apply the method to the SM fitrof,
95% C.L., in contrast to thiewer limit from direct searches, using the spring 1998 datdl], which differs appreciably
then given bym,>77 GeV, also at 95% C.L. | analyzed the from the 1997 data used in the earlier analysis.
possible impact of this discrepancy on the SM fit raf, In the previous analysis the scale factor was introduced
using a scale factor method inspired by a method the Particleased on the goodness-of-fit C.L. between just the discrepant
Data Groupg 4] (PDG) has used to combine discrepant data.measurement and the limit. In the method presented here the
The conclusion was that both the central value and the uppecale factor is determined by the goodness-of-fit C.L. be-
limit on my; could be appreciably higher than in the conven-tween the complete set of asymmetry measurements and the
tional fit. Similar observations had been made previouslylimit, therefore taking account of the likelihood that any
using different methods, by Gurfb] and Dittmaier, Schild- measurement in the set might fluctuate into the low tail of the
knecht, and Weigleif6]. sinf6'*P°" distribution. The method is then truly analogous to
The work presented here differs significantly from Ref.the PDG method, which rescales the fit uncertainty by a scale
[3] in which the discrepancy between thAgg measurement factor determined by the goodness-of-fit C.L. of the chi-
and the search limit was evaluated simply as the likelihoodquared distribution of the complete data set.
for a 95% C.L. upper limit at 77 GeV to be consistent with a [t is important to keep in mind that the analysis presented
95% C.L. lower limit at the same mass, i.eXR.05X0.95  here assumes the validity of the standard mgdethe mini-
=0.1 or 10%. This may be a fair appraisal if we haveaan mal supersymmetric standard modMSSM) in the decou-
priori reason to focus on th&, g measurement, such as for pling limit] and that in general, without a specific theoretical
instance that it provides the most precise determination oframework, the electroweak radiative corrections tell us
sirrze'gfﬁit"”, rather than choosing to considerbecausewe  nothing about the nature of electroweak symmetry breaking.
have noticed that it implies a value aof,; below the SM In addition to quantum corrections from the Higgs sector, the
value of sif9!%P"°"could be affected by quantum corrections
from other sectors of new physics and/or from gauge boson
*Email address: chanowitz@Ibl.gov mixing in theories with extended gauge sectors. The nature
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of electroweak symmetry breaking can only be definitivelydiscussion of the complementary relationship of the scale
established by direct discovery and detailed study of thdactor method with a recent analysis by Cousins and Feld-
Higgs sector quanta at a high energy collider. Until thenman [10] of confidence intervals near a physical boundary.
anything is possible: light Higgs scalars, dynamical symmeTheir construction |s_used to determine the upper limits on
try breaking without Higgs scalars, or even that the Higgs™u from the scaled fits. o
mechanism is not realized in nature at all. Here we assume Section IV presents the application of the scale factor
that no new physics contributes to plon except the method to the fit ofmy from the nine measurements of
g - . in?6'P" The result i i f fits which differ |
guantum corrections from the Higgs sector, and that any!mefi - The resuit is a continuum of fits which differ in
Higgs scalar decays as prescribed in the SM so that thBOW the scaling is shared between the two low measure-
Higgs boson search limits are applicable. ments,A g andAfg. At one extreme, it suffices to scale the
Section Il is a brief review of the 1998 data and the SM fituncertainty ofAfg by a factor of 3 while leavingh g un-
of my. The uncertainties in the fit are examined for two modified; in this case the effect on the fit is small. At the
different evaluations ofr(m,) [7,8]. (The values quoted in Other extreme, when the rescaling is dominantly applied to
this introductory section are based on R&f.) Though the A_r, the fitted central value ahy increases by a factor of 2
1998 data set for sf#'°f*"is more internally consistent than relative to the conventional fit, while the 95% C.L. upper
the 1997 data, its confidence level is still not robust and ifimit (in the Cousins-Feldman constructjomcreases by
continues to exhibit discrepancies with the SM search limitsnearly a factor of 3 relative to the conventional 95% C.L.
The central value ofn, implied by A has increased to 25 limit. These extremes and a sample of intermediate cases are
GeV, but the direct search lim[©] has also increased, to presented in Sec. IV.
my>89.3 GeV at 95% C.L., and the precision of tAgg The analysis in Secs. II-IV assumes a perfect search
measurement has improved. Putting all these changes tdmit, my>89.3 GeV with 100% C.L. In Sec. V, | show that
gether there is still a significant discrepancy, withz now  the results obtained in this approximation apply to the actual,
implying m;<89.3 GeV at 93% C.L. less than perfect experimental limits. The conclusion relies
A somewnhat bigger discrepancy occurs in the less precis@n the sharply increased CO”ﬁde%? level obtained by the
tau front-back asymmetry measuremeifi, which implies ~ Search experiments for values of;""" slightly below 89
my=4 GeV andmy<89.3 GeV at 95% C.L. Although a GeV.

single value of sifg'?"is typically presented for the com- A brief summary and discussion are given in Sec. VI.

bined leptonic front-back asymmetrAL;, the measure-
ments ofAfg, Afg, andAf are in fact quite distinct, each
posing a unique set of experimental issues. As can be seen in Il. THE ELECTROWEAK DATA

Table Il below,Afg and Afg are individually at the same AND THE SM HIGGS BOSON MASS
level of precision as all but the two most precise measure-
ments; so it is most natural to consider them separately.

It is certainly the case that our attention is drawnAfg,

Our strategy is to focus on the most direct determination
of my, using the measurement of $#F"°", augmented by
the direct measurement of the top quark m@ssthe Col-

by gc?et Iofv': vaqu:imH ,'[L [[r;:plles; sr?l_|n_::on5|der|{19 the lider Detector at FermiladCDF) and DO Collaborations
CONMICt OT A g aNGArg Wi € search fimit we mUst assess together with the value ofx(my). The effective mixing

the goodness-of-fit of the measurements with the search “mgngle, siﬁﬂfﬁton, has the greatest sensitivity oy, with the

from the perspective of the complete set of nine measurel-east collateral dependence on various other quantities such
ments. The scale factors computed in this way then appro- P d

priately weight the increased likelihood of outlying measure-2> the .strong coupling constant(m;) or thg fraction of
T . hadronicZ decays td quarks,R,,. From the nine measure-
ments whenAgg is disaggregated, with the number of i2.9lepton ) . . a0 lepton
sirf6/°P°" measurements increased from 7 to 9 ments of siffery , which combine (0 yield sifery
eff. . . : ' =0.23148-0.00021, and the conservative determination of
Section Il begins with a review of the PDG scale factora(m )= (128.896- 0.090) * by Eidelmann and Jegerlehner
method for combining discrepant data and then presents OV i y - gere
. . . .71 | obtain using the state of the art radiative corrections of
method to extend it to the case of measurements in confli egrassiet al. [11] m,—86"% GeV. compared with the
with a limit. The central observation of the PDG is that low g o ) W Hk' *C‘:Z 1 ' lob Fljf. |
C.L. data sets occur more often than expected by chance, arli_g +74ectrowea . yvorking roupl] global fit valuem,
that historically many discrepancies are found to result fronj- 0639 GeV [which also uses Re[.z]_f?]tror?(mz)]. Gauss-
underestimated systematic errors. This should not be a suldn statistics are assumed for thesiff;" measurements,
prise, since the estimation of systematic error is perhaps thm which it follows in the SM fit that the logarithm of the
most challenging task faced by experimenters in the analysigiggs boson mass, my, is Gaussian distributed. .
and presentation of their data. The PDG scaled error is meant The d_lfferetnnce between the global fit and the fit based just
to provide a more cautious interpretation of low C.L. dataon the sidég} " data is not great and is due primarily to the
sets, with minimal impact on moderately discrepant datafact that the global fit uses the top quark mass=171.1
After reviewing the motivation and formulation of the PDG *5.1 GeV, determined from the combination of direct and
scale factorS*, an analogous scale factor is constructed forindirect measurements, while in the fit restricted to the
situations in which the discrepancy is between a collection osir?d5#°" data | have used the directly measured Fermilab
measurements and a limit. Section Il concludes with a briefalue [4], m=173.8:5.1 GeV. The smaller value ah,

073005-2



HIGGS BOSON MASS CONSTRAINTS FROM PRECISION . .. PHYSICAL REVIEW3D 073005

TABLE |. Uncertainties in the evaluation of the natural loga- ~ TABLE II. Individual measurements of Si6'*?°" with 1o ex-

rithm of the SM Higgs boson mass, fm,, from sir?eff’?"”. The perimental errors and their pulls with respect to the least-squares fit

two values fora(m;) and “Total” correspond to Refd.7] (larger  value sifg!%/"°"=0.231480.00021, listed in the order of the ab-

values and[8] (smaller values solute value of the pulls.

Parameter A(Inmy) Measurement sirPgepton Pull
sinPepon 0.40 Alg 0.22987(98) -1.61
a(my) 0.46 or 0.11 AR 0.23084(35) -1.57
m, 0.32 ARy 0.23211(39) +1.42
asg(my) 0.02 A, 0.23241(80) +1.12
theory 0.07 (Qrg) 0.23210(100) +0.60
A 0.23193(90) +0.48
Total 0.67 or 0.52 A 0.23160(110 4012
ASy 0.23164(145 +0.11
Aly 0.23147(82) +0.01

from the indirect determination is due principally to the rem-
nant of theR, anomaly — since the current value Bf, is
1.6 standard deviations above the SM fit value, the global fit
prefers smaller values o, in order to minimize the discrep- The measurements of $#°P"°" have been characterized
ancy. Becausen, andmy are correlated in the fit, a higher by three discrepancies, which persevere, though at a dimin-
value of R, thus leads indirectly to a lower value ofy, in ished level, the 1998 data. In the 1997 data the two most
the global fit. Since in this paper | am assuming the validityprecise measuremenis, 5 andAfF’B, differed by 3.1 (C.L.
of the standard model, the strategy followed seeks to mini—p 002, and A,  differed from the LEP average by 2r9
hml?eh:h?tﬁxsnt of sulcr(l |L1d|reRct effect:)tsl,. Whéjc? %UFIS]Q the(c.L.=0.005. In the 1998 data sf Rt from A g has in-

eight of theR, anomaly(whenR, was believed to be three 0 i Jepton b
standard deviations above the SM valled to a serious creased by 0 while sir?¢gfi*" from AZ; has decreased by

e
distortion of the global fit ofny, [6]. 0.60, so that the corresponding discrepancies are 2GL.
The uncertainty in the SM determination of, is ana-

=0.02 and 2.4 (C.L.=0.015. The chi-squared for the nine
lyzed in Table I. The principal sources of uncertainty are thd€asurements has improved frogf/Npe=14.5/8 (C.L.
uncertainties in the measurements of8{ff"" andm,, and

=0.07 to a more acceptablg?/Npe=10.7/8 (C.L.=0.2).
the evaluation of the fine structure constantmat. | use 1€ Niné measurements are shown in Table Il along with
sin20§$t°”=0.23148t0.00021 from the conventional least their “pulls,” defined as the number of standard dewaﬁons
squares fit of the nine measurements amg=173.8 that each measurement differs from the Ieast-squares.flt value
+51 GeV from the current PDG fit of the Fermilab top 0.23148+-0.00021. As another estimator of the consistency

quark mass measurements. Fefm,) | use two values of the nine measurements | have used a Monte Carlo simu-

(128.896-0.090) * and (128.933 0.021) 1. The formeris lation to compute the confidence level to replicate the ob-
the conservative evaluation by Eidelmann and ‘]ege”ehnéerVEd distribution of thabsolute valuesf the pulls, obtain-

[7], while the latter, from Davier and er [8], is one of  INd @ probability of 0.07. _

several[12] recent, more optimistic evaluations, which rely ~ Tables lll and IV[corresponding ter(my) from Refs[7]

on perturbative QCD down to lower energy scales. Thes@nd [8] respectively shows the Higgs boson mass predic-
typically have a smaller estimated error and a smaller centrdions of each of the nine singh°" measurements listed in
value, the latter implying a larger value of, . In this paper order of precision. For each measurement the tables display
| will present results using both Reff7] and[8]. Table |  the central value fomy, the symmetridin In(my)] 90%

also displays much smaller contributions from the QCD cou<confidence interval, and the implied probability tiaf, lies

pling constant,ag(m;)=0.120+0.003, and from uncom- below89.3 GeV, which is the current 95% C.L. lower limit
puted higher order corrections. For the latter | rely on thefrom the LEP direct search¢8]. To compute the confidence
estimate of Degrassit al. [11], whose compact representa- intervals in Infny) and the implied probabilities fom,,

tion of their calculations of the radiative corrections is used<89.3 GeV we must of course include the parametric errors
throughout this paperCombined in quadrature the net un- shown in Table |, for instance, by treating ing) as a
certainty in Infny) is =0.67 or=0.52 for the two evalua- Gaussian statistical variable for each measurement, combin-

tions of a(my), corresponding respectively to a factor of 2 ing in quadrature the uncertainty arising from the particular
or 1.7 uncertainty immy . measurement of stn'M°" with the other parametric errors
shown in Table I. Equivalently, as a matter of convenience,

one may express the parametric errors as effective errors in

Weiglein[13] has recently estimated a somewhat larger theoret-
ical error for the results of Ref11]. However, in any case the
theoretical error is overwhelmed by the three dominant uncertain- 2That is, 0.07 is the probability that the absolute value of the
ties in Table I. largest pull is=1.61, the secong1.57, . . ., and theninth =0.01.
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TABLE IIl. SM Higgs boson mass prediction for the individual ~ TABLE IV. Same as Table Il but withe(m;,) from Ref.[8].
measurements, based @tm;) from Refs[7], listed in order of the
precision of the measurements. The central valuengfis shown  Measurement my (GeV) Mg, Mgs P(my<89.3 GeV)
along with the symmetric(in Inmy) 90% confidence interval

Mgs, M5 and the implied probability than,<89.3 GeV. ALr 33 10, 110 0.91
AR, 370 100, 1400 0.04
Measurement my (GeV) mgg,mg; P(my<89.3 GeV) A, 660 50, 8600 0.10
ALy 110 8, 1500 0.45
Aur 25 6,100 0.93 Ae 260 15, 4700 0.27
AR, 280 62, 1300 0.11 Ay c 03, 120 0.03
A, 500 35, 7100 0.14 Qcs 360 15, 8800 0.24
Afg 83 5, 1300 0.52 Ay 140 6, 3400 0.41
Ae 200 10, 3800 0.33 AZy 150 2, 15000 0.42
ATg 4 0.2, 95 0.95
Ors 280 11, 7200 0.29
Afs 110 4, 2800 0.47 of the sirfdR" distribution such thap,=p, andp,=p, g is
Al 110 1, 12000 0.47 given by’
sir?g!°M°" (e.g., for fixed, knowrmy) and combine them in Pg(p,.PLR) =1 P;—9(1—P,)Pr- @

; P B lepto

quadrature W'th the egpenmerfta:j(sm_zeef‘} )- Equation (1) is the goodness-of-fit C.L. between the nine

. The quegtlon we wish to c0n§|der IS whethgr and how th(?neasurements and the direct search limit in the standard
discrepancies oA\ r and Afg with the SM Higgs boson  model, assuming the search limits to be perfect. Taking
search limits should affect the SM fit of the Higgs bosongng p_r from Tables Ill and IV we findPg(p,,p,g) =0.12
mass. The first part of the question is, how big in fact is theand 0.18 respectively. Though we assume here that the
discrepancy? The answer depends on precisely how Weearch limit has 100% C.L., it is shown in Sec. V that essen-
frame the question. If, without considering the particulartially the same results are obtained when the actual confi-
central value obtained, we had arpriori reason to focus on dence levels of the searches are taken into account.
a particular measurement, say Apg because it is the most These confidence levels, 0.12 and 0.18, might be charac-
precise and therefore most important single measurement ierized as marginal, not big enough to be considered *ro-
the fit, then the discrepancy could be read off from Table lllbust” or small enough to force us to choose between the
or IV (though also including the effect of the less than per-standard model and the experiments. They are in the gray
fect 95% confidence level of the search limdnd the analy- area to which the Particle Data Group scaling fac®r
sis might then proceed as in RE8]. However, it is fair to  would apply if similar C.L.’s were obtained from thg?
say that in the present context our attention is drawA,tg distribution of a collection of measurements, as discussed in

andAZg by the fact of their conflict with the search limits. In the next section.

that case the appropriately framed question is, how likely is

it that any two of the nine measurements could fluctuate to

provide discrepancies with the search limits equal or greater Il SCALE FACTORS FOR DISCREPANT DATA

than the observed discrepancies? We obtain an upper limit Having quantified the extent of the discrepancy between
on that probability by assuming that the true valuefis  tne search limit and the measurements of &R in the
precisely at the value of the direct search lower limil;,  S\M we now consider the more difficult aspect of the ques-
=89.3 GeV. tion: whether and how these discrepancies should affect the
Let p, andp g be the probabilities implied by the mea- SM fit of the Higgs boson mass. There is no single “right”
surements ofA g and Al that my lies below 89.3 GeV. answer. A maximum likelihood fit including both the preci-
Then the upper limit on the probability that any two of nine sion data and the direct search data would replicate the con-
measurementsa and b, could fluctuate into the low tail ventional fit if the central value lies above the lower limit,
my™'T, from the direct searches. That is a defensible inter-
pretation, since if the true value afy; were neamy™" we

3 ) o would expect values afny obtained from measurements of
The theoretical uncertainties of the very large and very Smalginzelepton LIMIT

values ofmy in Tables Il and IV are somewhat bigger than indi etf 0 lie both above and belown, By under-

H - et . . .
cated in Table I. The largest values.1 TeV, have no precise weighting downward fluctuations while leaving upward fluc-
meaning in any case. For the very small values, suchmas
=4 MeV fromAfg, we are really only concerned with the implied
probability P(m<89.3 GeV) which only depends on the relation-  “*That is,Pg(p.,p.r) is the complement of the probability that all
ship betweem,, and sif!%f°"at m,=m:M'T where Table | does nine measurements hawg<p, or that one among them has

apply. >p, while the other eight havp;<p .

073005-4



HIGGS BOSON MASS CONSTRAINTS FROM PRECISION . .. PHYSICAL REVIEWSD 073005

tuations at their full weight, we risk skewing the fit upward. time, found to result from underestimated systematic effects,
Mindful of this risk, it is still instructive to explore the sen- and that the scaled error provides a more cautious interpre-
sitivity of the fit to the weight ascribed to measurements thatation of the data.
are in significant contradiction with the direct search limit. As an illustration we apply* to the determination afy
Clearly the direct search limit is not irrelevant. If, for from the nine measurements of &f°". The chi-squared
instance, the only information available were the directfor the nine measurements is 10.7 for 8 degrees of freedom,
search limit and the\, g measurement, we would conclude corresponding to C.=0.20. ThenS* =/10.7/8=1.16 and
that the standard model is excluded at 90% C.L. Theoristghe conventional fit s#9!%2°"=0.23148-0.00021 is modi-

would have flooded the Los Alamos server with papers Offieq to 0.23148 0.00024. The effect omy, is negligible: the
the death of the standard model and the birth of new theoriegentral value is unchanged, while the 95% C.L. upper limit
W,X,Y,Z....Inthe SMfit theA g measurement cause®; increases from 255 to just 272 Gd\sing[7] for a(my)].

to shift by a factor of 2, from 170 to 85 GeV, and the 95% Te effect onm,, is suppressed by the fact that the experi-

upper limit to fall from 570 to 260 GeV. It is fully weighted | ental error from sifgeP°"is dominated by the parametric

in the conventional standard model fit despite a significan&rror from m. and a(rﬁff) shown in Table I. Even for the
contradiction with the standard model. ' ‘ )

: . more discrepant 1997 data, wijff=14.6 for 8 degrees of
If the discrepancy were even greater — say, for 'nStanceﬁeedom(DOF) and C.L=0.07, the effect of th&* factor is

a precision measurement implyﬁ‘lgnHzll MeV with a moderate, with the 95% C.L. upper limit increasing from 310
99.9% C.L. upper limit at 89 GeV — we would be faced 15 370 Gev. o &.L. upp g

with .three alte_r nativesl) _omit the measurement from the We wish to construct an analogous method for situations
SM fit, presuming a p.Iau5|bIe reason eX'StS.' t‘? suspect a'larqﬁ which the discrepancy is between some of a collection of
systematic error(2) disregard the search limits, presuming measurements and a limit or physical boundary. In analogy

them to be systematically flawed in some way (8r aban- to the xy? confidence level foB* our point of departure is the

don the standard model. On the other hand, a meas”remeé‘éodness-of-fit(GOF) C.L. between the measurements and
one-half standard deviation below the lower limit, with a =

~ an0 i ; h the limi | the limit, for instance, Eq(1) for the case at hand. The
=30% probability to be consistent with the limit, would o104 is to rescale the errors of the measurements that con-

surely be retained at essentially full weight. flict with the limit by factors that increase the GOF C.L. of

The difficult question is how to resolve the |ntermed|a§ethe rescaled data to a robust minimum value. Following the

cases in which the discrepancy is significant but not so SI9pDG the minimum C.L. is chosen to equal the C.L. corre-
nificant that we are forced to choose between the data a onding toX2=N—1. f;)r N—1 degrees of freeddrr;. Re-

the SM. Assqming the validity of_the search limits and of the arding the limit as an additional degree of freedom we have
SM we consider a method that interpolates between the eX3 _ 150 the nine measurements and the limit. The mini-
tremes of case(;_l). gnd 2 abpve and W.h'Ch allqws us to mum C.L. is then 0.44, correspondingé=9 with 9 DOF.
explore the sensitivity of the fit to the weight assigned to the Since there are two discrepant measurements, there are in

dls%epranrt] mebasur:e&ner;]tsdi reement as to how t mbi eneral two different scale factorS, andS, . In the nota-
ere has been much disagreement as o Now 1o co n of Eq. (1) the GOF C.L. requirement is

inconsistent data. The mathematical theory of statistics pro-
vides no magic bullets and ultimately the discrepancies can Po(P.,p|r)=0.44, 3
only be resolved by future experiments. The PRIGhas for T

many years scaled the uncertainty of discrepant data sets *Wherep; andp| ; are the values op., andp, y after rescal-
a factor ing,

S =Vx*/(N—-1) ) S(sir9!SP") S 5(sirt'Spten) (4)

where N is the number of measurements being combinedand

They scale the uncertainty of the combined fit by the factor 5 lento > lento

S* if and only if S*>1. This is a conservative prescription, 8(SiP0 o7 °" Lr— SLr 8(SINPO 671 "R )
which amounts to requiring that the fit have a good confi- i ) ) ) .
dence level, ranging from 32% foi—2 to ~44% for N Eduation(3) imposes one constraint, leaving a one dimen-
~10. If the confidence level is already good, the scale factopional parameter space within th&,(S ) plane to con-
has little effect; it only has a major effect on very discrepant>'?€'-

data. The PDG arguesee[15]) that low confidence level Before turning to the electroweak data, we conclude this
fits occur historically at a rate significantly greater than ex-S€Ction with a general formulation of the method. Consider a

pected by chance, that major discrepancies are often, witfollection of N measurements of a physical quantidy

{Xi,éi} i:].,...,N (6)
®In fact, parity violation in atomic cesium currently implies, ~ Where thex; are the individual measured values afjdare
~11 MeV (MeV is not a typographical errpthough only 1.z the one standard deviation uncertainties. Suppose there is an

from 89 GeV[14]. Its weight in the combined fit would be negli- exact lower limit or physical boundarfthis assumption is
gible. relaxed in Sec. V for the Higgs boson search limits
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XTRUE™ XLIMIT » (7) Pn(P1s -+ Pn)=Puin (19

< imi . . . .
and tham=N of the measurements fall below the limit, wherePy,\ is the confidence level corresponding to the chi-

Xi<Xymr 1=1,...0n squared distribution witly?=N for N degrees of freedom. If
Eq. (15) is satisfied by the data we combine the data without
Xi>xgwr  i=n+1,...N. (g)  further ado. If Eq(15) is not obeyed, we rescale the errors of

the n low measurements,
Furthermore assume, in analogy @ and p g defined
above, that the probability density functidADF associated 56 =56 (16)
with each of then low measurement$DF;(x—x;,45;), im- v v

plies a probabilityp; that the measurement conflicts with the . )
limit (7), so that thep; defined in Eq.(9) are replaced by, ,

— XM XLMIT
Pi= PDFi(X—Xi,ﬁi)dX. (9) pi’:J PDFi(X—Xi,5i’)dX, (17)

— o0
—0o0

By analogy with Eq.(1) we compute an upper bound on
the GOF C.L. between thBl measurements and the limit. such that the GOF C.L. for the scaled data satisfies the re-
We order then low measurements such thpi>p,>- - - quirement,
>p,. The upper bound is then obtained by assuming

P 1, ... pL)=P . 18
XTRUE= XLIMIT (10) NP1 Pr) =P (18

and computing the probability thainy nof the N measure- The condition equationil8) is satisfied by am—1 dimen-

ments, designated by ordered integetuples{a,, . .. .a,} sional subspace of the spacersfuples &, ... .S,).
chosen from the integerd, . .. N}, ordered such thap, This section concludes with a brief discussion of the re-
>p,.> ...>p,, satisfy the condition lationship of the scale factor method to the Cousins-Feldman
2 n definition of confidence intervals near a physical boundary
Pa=p, (12) [10]. They observe that the standard construction of confi-

i dence intervals near a physical boundary is flawed, in that it
leads to intervals that in some instances “under-covge.,

foralli=1,...n. : » .
The combined PDF for thdl independent measurements correspond t_o I_e_ss than the n_ommal probabjland which
is have discontinuities as a function of the central value that are
artifacts of the construction. Particularly germane to the
N method presented here is their observation that near a bound-
PDFy({x—x;,6})=]] PDFi(x—x;,5). (12  arythe conventional construction confuses two aspects of the
i=1

fit that are or should be conceptually distinct: that is, the
) ) goodness-of-fit C.L. between the measurement and the limit
Finally we can write the upper bound on the GOF C.L. be-ig yically assessed based on the extent that the conven-
tween theN measurements and the limit in the general formy;, a1 confidence intervals obtained from the fit overlap the
region allowed by the boundary or limit. In contrast, the
Pn(P1s - Pn) = 2 PDFy({Xy usual procedure for combining da@vay from a boundaypy
ap} JD ' uses the minimum of the chi-squared distribution to asses
goodness-of-fit, while the confidence intervals are obtained
quite independently from the shape of the chi-squared distri-
bution.

They propose confidence intervals which rectify these
shortcomings, at the cost of relaxing the upper limits near the
boundary. In particular, their confidence intervals only have

X Ty support in the allowed region, leaving the assessment of
HMIT T Xumi T Xi (14  9oodness-of-fit as a separate issue. In this paper | use a
O, 6 goodness-of-fit estimato®y(py, ... .p,), Which is quite
distinct from the confidence intervals that are the output of
foralli=1,...n. the fit. Rather the goodness-of-fit estimator is computed at

Equationg12)—(14), in all their obtuse generality, are just the outset and is then used to constrain the scale factors that
a straightforward generalization of the GOF CRg(p1,p2) determine the final fit and confidence intervals. The upper
given explicitly in Eg. (1). The general statement of the limits on my obtained from the scaled fits are given with the
method now closely follows that example. We require aCousins-Feldman construction, though for comparison the
minimum GOF C.L. conventionally defined limits are also provided.

=XumiT  0a ) dXa - Xy (13)

where the sum is over all ordered integertuples
{a;, ...,a,} chosen from the integersl, ... N} and the
domain of integratiorD is defined by the condition
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TABLE V. Fits based orx(m;) from Ref.[7]. The firstline is  evaluation[7] of &(m;), shown in Table V and in the solid
the conventional fit while the other lines display scaled fits thatcyrves in Fig. 1. Recall from Sec. Il that the goodness-of-fit
meet the 44% minimum goodness-of-fit confidence level for theC | . petween the nine measurements and a perfect lower
measurements and search limit. For each fit, specified by the pair ¢fmit at 89.3 GeV is 12%. Table V displays a selection of
scale factors, ,S g, the table displays the fitted value of " gcaled fits with GOFE C.L. of 44%. At one extreme thes
with 1o uncertainty, the central value ofy; , the conventional 95%  Laasurement is unscale®,z=1, while S.=3.5. The effect
C.L. upper limit, mgs, and the Cousins-Feldmdii0] 95% C.L.  on the SM fit is negligible: the central value and 95% C.L.
upper limit, Mgg . upper limits formy, increase by just=15%. At the other

S S SirPg'epton m m mCF. extreme, if we attempt to leavr; unscaledS,=1, we find

LR i eff H % % that even ifA g is removed from the fitS g—, the GOF
1 1 0.23148(21) 85 260 320 C.L. is 39%. At this extreme in order to reach 44% it is
1 3.51 0.2315522) 97 300 370 necessary to s&_=1.06 andS g—«. The effect on the fit
1.11 2.27 0.2316022) 105 320 400 is maximal: the central value increasesmng, =175 GeV
1.26 1.87 0.2316%23) 117 370 460 and the 95% C.L. upper limit increases to 750 GeV.
1.42 1.74 0.2317024) 127 410 510 The scaled fits are obtained numerically, as described be-
1.59 1.71 0.2317%24) 137 440 550 low. Consider for instance the entry in Table V wiflg
1.78 1.68 0.2317725) 146 480 600 =1. From Table Il we see that] ;= p_.g=0.932. Equation
2.01 1.28 0.2317725) 147 480 600 (1), Po(p.,0.932)=0.44, is solved numerically to obtajm.
2.50 1.16 0.2318026) 154 510 640 =0.684. Assuming Gaussian statistics we then deduce from
% 1.06 0.2318627) 175 590 750 the Gaussian distribution that @™ from A7 lies

0.4755.T9TAL below sirf9!%f'°"=0.23151, the latter being the
value of sifg!f"" corresponding tom:M™ =89.3 GeV.
IV. SCALED STANDARD MODEL FITS Here “TOTAL” in 6."°™" denotes the sum in quadrature

In this section the scale factor method is applied to the the rescaled experimental erréf and the parametric er-
SM Higgs boson mass fit. We indicate how the scaled fit 0" from the sources shown in Table |,
obtained and present the results. The results in this section
are obtained Ender the assumption that the search limit is 5;TOTAL: V5;2+5§>- (19
perfect, i.e.my>89.3 GeV at 100% C.L. In Sec. V, | show ) 5 lepton . )
that essentially the same results follow from the actual datd @king sirf@gf "=0.22987 from Afg we then obtain
of the search experiments, as a result of the rapidly rising."°™"=(0.2315% 0.22987)/0.4750.00345. Using Ref.
confidence level for exclusion limits below 89.3 GeV. [7] the effective parametric error, expressed as an equivalent

The results are shown in Tables V and VI and in Fig. 1.uncertainty in sifg'$?°" is 0.00028, so théts’=0.00344,

Consider for instance the results using the more conservatiiiom which we finally obtainS.= 6’/ 5,=0.00344/0.00098
=3.51.
e B L The fits for the intermediate cases are obtained similarly,
i ] by fixing eitherS_ or S g and computing the other. Equiva-
lently, one may choose a grid {o_ or p, r and compute the
other, from which all other quantities in the fit can be ob-
tained. (The latter was the procedure actually followed to
construct Tables V and VI
Except for a small “central plateau” it is clear from the
tables and figure that the value i, is dominated by§, ,
as expected from the importanceAfy in the fit. In Table V
L ] the “central plateau” occurs betweeB g=1.75 andS
- 1 =2.01, for which the inverse effects of increasiigg and
S ] decreasing, cancel one another. At the extreme of Table V,
I ] with S_g—, the value of sifg'F"™"is greater than the con-
£ . ventional fit value by two standard deviations, while the cen-
tral value ofmy is increased by one standard deviation. The
N IR B IS BRI AR I shift in m is smaller than the shift in stn'?°" because of
1o 15 20 =5 30 35 40 the diluting effect of the parametric error in Table I.
Str Table VI and the dashed lines in Fig. 1 are based on
a(myz) from Ref.[8]. They display the same general features

600

400

my(GeV)

FIG. 1. Scaled fits that meet the minimum goodness-of-fit crite-
rion. The central value and 95% C.L. upper limit for the Higgs
boson mass are plotted as a function of the scale factor for
sinze'g‘}‘f’“’” from A_g. Solid and dashed lines correspond to the ®The parametric error is negligible comparedd&bobut is impor-
evaluations ofz(m,) from Refs.[7] and[8] respectively. tant relative to more precise measurements such s
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TABLE VI. As in Table V but with @(m;) from Ref.[8]. TABLE VII. The goodness-of-fit confidence level between the
nine sirfg " measurements and the direct search limitrff™'
S r S, sinfgepon my Mgs mSE corresponding to experimental confidence levels of 95%, 99%, and

99.9%. The GOF C.L.'sP4(p,,pLr), are computed assuming per-

1 1 0.23148(21) 112 260 310 fect search limits at eaan™'" | as discussed in the text. Reference
1 184  02315421) 124 295 350 [g]is used fora(m,),

1.07 171 02315722 131 310 370

1.18 1.60 0.2316123) 143 350 420  search limitC.L. mfMT(GeV) p,  pr  Po(P,,PLR)
131 157 02316523 155 385 460

1.45 154 02316924 167 420 500 2% 89.3 0933 0910 0181
1.62 118  02317024) 169 430 520 9% 83 0928 0894 0225
1.75 112 023174 173 440 530  29-9% 8 0924 0878 0264
2.00 1.08 02317425 182 470 570

3.62 1.00 02318126 207 550 670

search limit at 89.3 GeV by its actual 95% C.L., i.e., 0.95
X 0.181, and then integrating over the corresponding larger

. oodness-of-fit C.L.’s for smaller values of
as the fits based d(Y]. The central values fam,, are larger 9 LIMIT LIMIT LMIT)Y " eighted by the

while the 95% C.L. upper limits are smaller, because F8if. My = .Pg(pf(mH )’.pLR(mH S .
finds largera(m;) but with smaller claimed uncertainty, and probability measure given by the derl_vatlve of theMﬁxperl-
the latter effect dominates the former in the determination of€Ntal search limit confidence level with respectrg'” .
the upper limit. Because the central values are larger, the N Practice it suffices to obtain an upper limit by approxi-
discrepancies with the search limits are somewhat reducd§2ting the integral by a discrete sum over a few regions,
(cf. Tables Il and IV and consequently the scale factors are'€Preésenting the goodness-of-fit C.L. for each region by the

smaller. In the extreme case it is possible to satisfy the GOEaximum for the reglon, which occurs at the lower boundary

C.L. requirement of 44% fo8,=1 and finiteS, . The fitin  ©f the region inmg™" . In the present instance just two
that case, withS_r=3.6, yields m,=207 GeV andm regions will suffice, corresponding to the 99% and 99.9%
<670 GeV at 95% C.L. limits quoted above. To an accuracy &f0.001 the upper

limit on the true goodness-of-fit C.L. is given by

V. INCLUDING THE SEARCH LIMIT COMBINED
P =0.95P,(p.(89.3 GeV},p, «(89.3 Ge
CONFIDENCE LEVELS 9 o(P+( M, PLr( V)

In the previous sections we regarded the search limit, +0.04P4(p-(83 GeV),pr(83 GeV))
m,>89.3 GeV, as an absolute boundary, neglecting the fact +0.001Pg(p(78 GeV),p r(78 GeV)).
that it carries a less than perfect 95% confidence level. In this
section we will see that the finite confidence level has a (20
negligible effect on the scaled fits and that the results pres

sented in Sec. v apply to the actual experimental s:ituation;r/n(.a Srilk?;/tizttir\:gll:ﬁc?sgﬁ\;z’alupé; i?tnc:j E%Zg)r?/v?a“;ﬁ\r:j Itr;1aTtat?1|:
The c_onclusmn follows frc_>m_ the f?‘h” steep Olependenc%Lctual GOF C.L. is bounded above by 0.183 with an uncer-
qf the Higgs boson_ search fimit po_nfldence level as a funCEaintyiO.OOl. This value differs hardly at all from the 0.181
tion of mHMlT , For Instance, prehmmary dafag] from the C.L. that corresponds to a perfect search limit at 89.3 GeV.
ALEPH experiment show that the confidence level foy Since the scaled data are less precise, the correction due

LIMIT LIMIT _ ;o
~mygT s 95%0ath =88 GeV, rising to 99% at 83t the actual confidence limits of the searches will be even
GeV and to 99.9% at 78 GeV. These values are conservatiVgnaller and is therefore also perfectly negligible for the

since they follow from just_ one of the four LEP experiments. ¢c5jed fits(I have verified this by applying the above analy-
Furthermore, the conclusion reached below, that the result§s 1o some of the scaled fits including the most sensitive

of Sec. IV apply to_t.he real experimental limits, does NOtcase, from Table VI withS_r=1.) In fact, the numerical
depend at all sensitively on the values quoted above fof.or in calculating Tables V and VI is of order 0.01, much
myM'T at 99% and 99.9%, since the dependencengff'" is i ; i €

H =270, p bigger than the 0.002 correction from the finite confidence

logarithmic. level of the search limits. We conclude that the fits shown in

To get an upper limit on the correction to the “perfect Taples v and VI do in fact reflect the actual experimental
search limit” results of Sec. IV we consider fits using the confidence levels of the direct search limits.

evaluation ofa(M;) claiming greater precisiofi8], since
those fits are most sensitive to the valuemgf™'" . Consider
the goodness-of-fit C.L. for the unscaled data. We refine the
notation, making explicit the dependence of the probabilities Motivated by the observation that within the SM frame-

p; defined in Eq(9) on my™™, by writing p.(my™") and  work two of the nine measurements of Xf"°" are indi-

pLr(MEMT). Notice from Eq.(9) that these probabilities are vidually in significant conflict with the SM Higgs boson di-
defined for perfect search limits. The actual goodness-of-fitect search limit, we constructed a scale factor method based

C.L. can be obtained by weighting the value for a perfecton an aggregate goodness-of-fit confidence level between the

VI. CONCLUSIONS
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complete set of nine measurements and the limit. Like an There is a tendency to think that the value of8if?*"is
analogous scale factor used for many years by the Particlenly of interest as a prognosticator of the Higgs boson mass,
Data Group, the scale factor proposed here is intended t&o that it will be of only secondary interest after or if a Higgs
account for the possibility of underestimated systematic efhoson is discovered. This view underestimates the impor-

fects. It is applicable to other physical situations in whichignca of Siﬁaléafgton as a fundamental probe of a variety of

some of a set of measurements are in conflict with a physicgl,,, ; ; ; :
i - ) ; physics, not simply restricted to the Higgs sector. By
boundary or experimental limit. Applied to the SM Higgs Fpmparing the measured value of%ﬂ@‘f’“’” with the value
i

boson mass, the scaled fits exhibit the dependence of the i . :
on the weight accorded to the two measurements that are edicted by the directly measured mass of the Higgs boson,
we would have a probe of other possible new physics, such

conflict with the search limits. The fits in which the weight X ;
of A, is reduced allow a central value ofy as large as 25 for instance extended gauge sectors or nonsinglet heavy

=200 GeV and a 95% C.L. upper limit as large as 750 Gevduanta. It would therefore be regrettable if the brilliant pro-

Relative to the conventional least-squares fit, the centrff@m of precision studies o particle properties were to
value of sir"ra'eﬁm" increases by as much as two standargeonclude with some measure of uncertainty as to how defini-
e

ey € . ; 2 lept ;
deviations whilem,, increases by as much as one standardively the value of sifg " has been determined.
deviation. There are a variety of possible explanations for the

It should be clear that the scale factor method propose@nomalies that have affected the measurements & &f",

here, like that of the PDG, cannot be regarded as providingpoth the internal inconsistencies, which have diminished but
“definitive” fits (if there even is such a thifngFurthermore, continue to exist as of this writing, and the inconsistencies
the method has problems beyond those it may share with thgith the search limits that are the subject of this paper. They
PDG’s S*. As noted in Sec. Il the method biases the fit may in fact simply be the result of bad luck, chance fluctua-
appreciably to the extent that the very low measurments argons. They may result from underestimated systematic errors
low as a consequemce of statistical fluctuations. And Whelamong some of the measurements. Or they may represent
more than one measurement is very low, as in the case CORgg| effects and be harbingers of new physics. Hopefully the
sidered here, the method does not produce a unique result byjtyation will be clarified by further experimental work, be-

only a range of possibilities. In addition, both the PDG fits ginning with new data and/or analyses to be presented at the
and those discussed here depend on the arbitrary choice 9§93 conferences.

the minimum confidence level, Cyn , chosen in this paper
by the same criterion used by the PDG to 8%. (Though

not considered here or by the PDG, one could explore the
dependence of the fits on the choice of Gk..) The most
that can be said — all that is claimed — is that the scale | wish to thank Mark Strovink for constructive criticism
factor provides an admittedly imperfect instrument with of the analysis presented in R¢B]. This work was sup-
which to assess the possible impact on the fit of discreparported by the Director, Office of Energy Research, Office of
cies that fall in the gray area between robust confidence andigh Energy and Nuclear Physics, Division of High Energy
obvious inconsistency. In the end only more experimentaPhysics of the U.S. Department of Energy under Contract
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