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Measurements are reported of the proton and deuteron spin structure functionsg1
p andg1

d at beam energies
of 29.1, 16.2, and 9.7 GeV, andg2

p andg2
d at a beam energy of 29.1 GeV. The integralsGp5*0

1g1
p(x,Q2)dx

and Gd5*0
1g1

d(x,Q2)dx were evaluated at fixedQ253 (GeV/c)2 using the full data set to yieldGp

50.13260.003~stat!60.009~syst! andGd50.04760.00360.006. TheQ2 dependence of the ratiog1 /F1 was
studied and found to be small forQ2.1 (GeV/c)2. Within experimental precision theg2 data are well
described by the twist-2 contribution,g2

WW. Twist-3 matrix elements were extracted and compared to theoret-
ical predictions. The asymmetryA2 was measured and found to be significantly smaller than the positivity limit
AR for both proton and deuteron targets.A2

p is found to be positive and inconsistent with zero. Measurements
of g1 in the resonance region show strong variations withx and Q2, consistent with resonant amplitudes
extracted from unpolarized data. These data allow us to study theQ2 dependence of the integralsGp andGn

below the scaling region.@S0556-2821~98!06919-7#
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I. INTRODUCTION

Inelastic lepton scattering from nucleons has been used
over the past thirty years to obtain an ever increasing knowl-
edge of the distribution of the partons that make up the
nucleon, namely gluons and up, down, strange, and perhaps
charmed quarks. It is one of the great successes of QCD that
the same parton densities can be used to describe the unpo-
larized inelastic structure functionsF1(x,Q2) andF2(x,Q2)
as well as many other physical processes, such as the pro-
duction of jets inpp collisions. The parton densities depend
on the fractional momentum of the partonx5Q2/2Mn,
where2Q2 is the four-momentum transfer squared,M is the
nucleon mass, andn is the lepton energy transfer. The mea-
suredQ2 dependence at fixedx of F1(x,Q2) andF2(x,Q2)
has been shown to be in very good agreement with the QCD-
based evolution equations@1#.

The F1 and F2 structure functions are sensitive to the
helicity-averaged parton densities. Recent improvements in
polarized lepton beams and targets have made it possible to
make increasingly accurate measurements of two additional
structure functions,g1(x,Q2) and g2(x,Q2), which depend
on the difference in parton densities with helicity either
aligned or anti-aligned with the spin of the nucleon. Mea-
surements ofg1

p have been made using electron beams at
SLAC @2–5# and muon beams at CERN@6,7#, while g1

n has
been measured both using polarized deuteron targets at
SLAC @5,8# and CERN @9#, and a 3He target at SLAC
@10,11# and DESY@12#. Measurements have also been made
of g2 for both the proton and deuteron@10,13–15#, although
with limited statistical precision compared to theg1 mea-
surements. This paper reports final results forg1

p , g1
d , g2

p ,
andg2

d from experiment E143 at SLAC, and includes more
details of the analysis procedure, as well as some auxiliary
results not covered in the original short publications
@4,5,8,13,16#.

The earliest experiments@2,3,6# sparked considerable in-
terest in the spin structure functions when it was reported
that, contrary to the quark model expectation, the quarks
contribute very little to the proton’s spin~the so-called ‘‘spin
crisis’’!. Subsequent precision measurements are consistent
with the original experimental results~with improved QCD
corrections applied!, but the theoretical interpretation has be-
come more complex. It is now believed that in addition to
the quarks, the orbital angular momentum and gluons may
contribute significantly to the proton’s spin. There is still the
unanswered question as to how much the gluons alone really
contribute. Theg1 andg2 structure functions are interesting
not only in opening a new degree of freedom with which to
explore the detailed structure of the nucleon, but also for
making a precise test of QCD via the Bjorken sum rule
which is a strict QCD prediction@17#.

In this paper we describe the theory and phenomenology
of spin structure physics, and detail the SLAC experiment
E143, which measured bothAi andA' for proton and deu-
teron targets over a wide range of kinematics. The theory and
experimental apparatus are described in Secs. II and III. The
analysis procedure is detailed in Sec. IV. Results, their inter-

pretation, and a discussion of systematic errors are shown in
Sec. V, and finally we present a summary and conclusions in
Sec. VI.

II. INTERPRETATION AND THEORY

A. Formalism

The structure functionsg1(x,Q2) andg2(x,Q2) are typi-
cally extracted from asymmetry measurements. Longitudi-
nally polarized leptons are scattered from a target that is
polarized either longitudinally or transversely. The longitu-
dinal (Ai) and transverse (A') asymmetries are formed from
combining data taken with opposite beam helicity:

Ai5
s↓↑2s↑↑

s↓↑1s↑↑
, A'5

s↓→2s↑→

s↓→1s↑→
. ~1!

The polarized structure functions can be determined from
these asymmetries:

g1~x,Q2!5
F1~x,Q2!

d8
@Ai1tan~u/2!A'#,

g2~x,Q2!5
yF1~x,Q2!

2d8 FE1E8 cos~u!

E8 sin~u!
A'2AiG ,

~2!

whereE is the incident electron energy,E8 is the scattered
electron energy,u is the scattering angle,y5(E2E8)/
E, d85@(12e)(22y)#/@y„11eR(x,Q2)…#, e215112@1
1g22#tan2(u/2), g52Mx/AQ2, M is the nucleon mass and
R(x,Q2)5sL /sT is the ratio of longitudinal and transverse
virtual photon-absorption cross sections.R(x,Q2) is related
to the spin-averaged~or unpolarized! structure functions
F1(x,Q2) and F2(x,Q2) by R(x,Q2)115(1
1g2)F2(x,Q2)/@2xF1(x,Q2)#.

The virtual photon-absorption asymmetriesA1 andA2 are
related to the measured asymmetries by

Ai5D~A11hA2!,

A'5d~A22zA1!, ~3!

where the photon depolarization factorD5(12E8e/E)/
(11eR), h5eAQ2/(E2E8e), d5DA2e/(11e), and z
5h(11e)/2e. A1 andA2 can be expressed as

A15
s1/2

T 2s3/2
T

s1/2
T 1s3/2

T 5
sTT

sT
5

Ai

D~11hz!
2

hA'

d~11hz!

5
g1~x,Q2!2g2g2~x,Q2!

F1~x,Q2!

A25
2sLT

s1/2
T 1s3/2

T 5
sLT

sT
5

zAi

D~11hz!
1

A'

d~11hz!

5
g@g1~x,Q2!1g2~x,Q2!#

F1~x,Q2!
, ~4!
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where s1/2
T and s3/2

T are the virtual photoabsorption trans-
verse cross sections for total helicity between photon and
nucleon of 1/2 and 3/2 respectively,sLT is the interference
term between the transverse and longitudinal photon-nucleon
amplitudes, sT5(s1/2

T 1s3/2
T )/2, and sTT5(s1/2

T 2s3/2
T )/2.

We see from Eq.~4! that for low x or high Q2 ~where g
!1!, A1'g1 /F1 . Positivity constrainsuA1u<1 and uA2u
<AR(x,Q2). For the case where only the longitudinal asym-
metry is measured, and a model is used forg2 , A1 and g1
can be expressed as

A15
Ai

d8 F11
xMy

E1E8 cos~u!G2
g2

F1
F4xME8 cos2~u/2!

n„E1E8 cos~u!… G ,
g15

AiF1

d8 F E1E8

E1E8 cos~u!G1g2F 2Mx

E1E8 cos~u!G . ~5!

In the resonance region,g1 and g2 are well defined but
are more properly interpreted in terms of the helicity struc-
ture of the resonance transition amplitudes. Theg* NN* ver-
tex for electro-excitation of the resonanceN* is generally
given in terms of three amplitudes,A1/2(Q

2), A3/2(Q
2) and

S1/2(Q
2) @18,19#. Here,A denotes transverse photon polar-

ization andS indicates longitudinal photons. The index 1/2
or 3/2 refers again to the totalg* N helicity. The virtual
photon-nucleon cross sections for an isolated resonance can
then be written in terms of helicity amplitudes as

s1/2
T 5

4p2a

KM S F11g12
2Mx

n
g2D52p

M

W
buA1/2u2,

s3/2
T 5

4p2a

KM S F12g11
2Mx

n
g2D52p

M

W
buA3/2u2,

s1/2
L 5sL5

4p2a

K FF2

n S 11
n2

Q2D2
F1

M G
52p

M

W
b

Q2

q* 2 uS1/2u2,

s1/2
LT5sLT5

4p2a

K

AQ2

Mn
~g11g2!

5p
M

W
&b

Q

q*
S1/2* A1/2, ~6!

in which K is the incoming photon flux which is chosen
using the Hand convention such that the invariant mass
squared of the final state isW25M212MK, b is the reso-
nance line shape~unit area!, and q* 25Q21(W22M2

2Q2)/4W2 is the squared magnitude of the 3-momentum
transfer measured in the resonance rest frame. The electron
scattering cross sections are then written

ds

dE8dV
5GV@sT1esL#,

ds↓↑

dE8dV
2

ds↑↑

dE8dV
52GVD~11eR!@sTT1hsLT#,

ds↓→

dE8dV
2

ds↑→

dE8dV
52GVd~11eR!@sLT2zsTT#,

~7!

where

GV5
a

4p2

K

Q2

E8

E

2

12e
. ~8!

B. The deep-inelastic spin structure functiong1„x,Q2
…

As will be shown below, the first moment of the spin
structure functiong1(x,Q2) is related to the net quark helic-
ity DS which contributes to the proton spin. Angular mo-
mentum conservation requires that

1

2
5

DS

2
1DG1Lz , ~9!

where DG is the net gluon helicity, andLz is the orbital
angular momentum.

1. The quark-parton model

In the naive quark-parton model~QPM! the nucleon is
composed of quarks which have no orbital angular momen-
tum, and there are no polarized gluons present. In this simple
picture, the unpolarized structure functionF1(x,Q2) and the
polarized structure functiong1(x,Q2) can be simply ex-
pressed as the charge-weighted sum and difference between
momentum distributions for quark helicities aligned parallel
(q↑) and antiparallel (q↓) to the longitudinally polarized
nucleon:

F1~x!5 1
2 (

i
ei

2@qi
↑~x!1qi

↓~x!#,

g1~x!5 1
2 (

i
ei

2@qi
↑~x!2qi

↓~x!#[(
i

ei
2Dqi~x!.

~10!

The charge of quark flavoru, d, ands is denoted byei , and
qi
↑(↓)(x) are the quark plus antiquark momentum distribu-

tions. The quantity*0
1Dqi(x)dx5Dqi refers to the helicity

of quark flavori in the proton, andDS5Du1Dd1Ds is the
net helicity of quarks. SinceDG50 andLz50, it follows
from Eq. ~9!, that DS is expected to be unity in this model.
In a relativistic quark-parton model@20–22# ~with no polar-
ized gluons!, the orbital angular momentum contribution is
no longer zero and the quark helicity contributions to the
proton helicity are suppressed by a factor of about 0.75.
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2. Perturbative QCD and the role of the gluons

The quark-parton model is useful for understanding some
properties of the nucleon such as charge and isospin. How-
ever, it fails to adequately describe all properties, and it falls
short in explaining the dynamics of particle interactions. For
this we need a more comprehensive theory such as quantum
chromodynamics~QCD! which can account for gluons and
their interactions with the quarks.

The operator product expansion~OPE! @23–25# is a useful
technique within QCD because it separates the physics into a
perturbative part that is easily treatable and a non-
perturbative part that is parameterized in terms of unknown
matrix elements of Lorentz-covariant operators. At leading
twist the first moment ofg1(x,Q2) can be expressed in terms
of singlet (a0) and nonsinglet~a3 and a8! proton matrix
elements of the axial current:

G1
p~Q2!5E

0

1

g1
p~x,Q2!dx5S 1

12
a31

1

36
a8DCns1

1

9
a0Cs ,

G1
d~Q2!5E

0

1

g1
d~x,Q2!dx5S 12

3

2
vDD

3F 1

36
a8Cns1

1

9
a0CsG , ~11!

wherevD is the D-state probability in the deuteron, and the
factors Cns and Cs are theQ2-dependent non-singlet and
singlet QCD corrections, which are discussed in more detail
below.

Assuming that there are no polarized gluons contributing
to the proton spin, the singlet and nonsinglet proton matrix
elements given in Eq.~11! can be related to the quark helici-
ties:

a05Du1Dd1Ds5DS,

a35Du2Dd5F1D,

a85Du1Dd22Ds53F2D. ~12!

Here,F andD are weak hyperon decay constants which can
be extracted from data assumingSU(3) symmetry@26,27#

F1D5gA51.260160.0025,

3F2D50.58860.033. ~13!

The error quoted above on 3F2D is the experimental error
assuming SU~3! symmetry. It may be an underestimate be-
cause possibleSU(3) symmetry breaking effects could be
significant. There have been a number of attempts to esti-
mate these effects@20,28–32#. According to Ratcliffe@29#,
symmetry breaking effects in the past have always been
found to be at most 10%. Assuming a generous 20% system-
atic error from symmetry breaking combined with the above
error in quadrature yields an error of 0.12 on 3F2D. This
error is somewhat smaller than the range of possible values

~0.40–0.84! presented under various assumptions
@28,29,31,32#, some of which have come under criticism
@29#.

After combining Eq.~11! and Eq.~12! @27# it is straight-
forward to extract the singlet matrix element from the mea-
sured first moments of the proton:

a05
9

Cs
FG1

p~Q2!2
1

18
~3F1D !CnsG , ~14!

and the deuteron:

a05
9

Cs
F G1

d~Q2!

12 3
2 vD

2
1

36
~3F2D !CnsG . ~15!

The nonsinglet QCD correctionCns @33# calculated in the
modified minimal subtraction (MS) scheme to order three
for three quark flavors is given by

Cns512
as~Q2!

p
23.58S as~Q2!

p D 2

220.22S as~Q2!

p D 3

,

~16!

whereas(Q
2) is the strong coupling constant. Fourth order

QCD corrections have been estimated@34# to be small at the
kinematics of this experiment. The singlet QCD correction
exists in two forms@33#, one which yields aQ2-dependent
a0(Q2) in Eqs.~14!–~15! and one which yieldsa0

inv which is
the asymptotic highQ2 limit of a0(Q2). These singlet QCD
corrections have been calculated in theMS scheme@33#:

Cs~Q2!512
as~Q2!

p
21.10S as~Q2!

p D 2

,

Cs
inv5120.3333S as~Q2!

p D20.5495S as~Q2!

p D 2

.

~17!

The contribution ofDG to a0 ~and thus to the first mo-
ment ofg1! is a factorization scheme-dependent quantity. In
a gauge-invariant scheme such as theMS scheme gluons do
not contribute to the first moment ofg1 which means that
a05DS. For chiral-invariant schemes such as the Adler-
Bardeen scheme@35# the gluons do contribute toG1 . The
physical quantityg1(x) is independent of the factorization
scheme, however. In the Adler-Bardeen scheme@35#, the
quantitya0ÞDS, and is instead written as

a05DS2
3

2p
as~Q2!DG~Q2!. ~18!

This contribution ofDG is called the gluon axial anomaly
@36# or the Adler-Bell-Jackiw anomaly~as applied to QCD
from QED!. The productas(Q

2)DG(Q2) is independent of
Q2 in leading order which implies thatDG(Q2) grows inQ2

like 1/as(Q
2), andLz compensates to satisfy Eq.~9!. Physi-

cally, this means that as each quark radiates a gluon with
some preferential helicity the orbital angular momentum of
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the quark-gluon system must increase to conserve the total
angular momentum. Thus, as more gluons are emitted, both
DG andLz will grow, but with opposite signs.

Other quantities of interest are the helicity contributions
from the individual quarks. These quantities can be extracted
from the measureda0 , but may be subject to possible gluon
contributions as in Eq.~18!. Allowing for the possibility of
gluon contributions, these quark helicities are calculated us-
ing

Du5
1

3
~a013F1D !1

1

2p
as~Q2!DG~Q2!,

Dd5
1

3
~a022D !1

1

2p
as~Q2!DG~Q2!, ~19!

Ds5
1

3
~a023F1D !1

1

2p
as~Q2!DG~Q2!.

If we include a contribution ofDG„1 (GeV/c)2
…51.660.9

@37#, and useas(MZ)50.11860.003 @26#, we calculate
asDG/2p50.1360.08 and find good agreement with exist-
ing data. This model along with quark-parton model expec-
tations are summarized in Table I and can be compared with
data from this experiment in Table XXIX. Note that the
value used above forDG agrees well with a theoretical pre-
diction based on QCD sum rules@38# which yields
DG„1 (GeV/c)2

…52.161.0 and on an earlier parametriza-
tion @39# which yieldsDG„1 (GeV/c)2

…51.7.
There are a number of other theoretical models which

attempt to explain how the quark helicity is distributed
within the nucleon. Non-perturbative effects enhancing the
role of intrinsic sea quarks have been proposed by several
authors. Halperin and Zhitnitsky@40# argue that a large por-
tion of the nucleon spin comes from charm quarks by adding
a term 2Dc to theao term in Eq.~11!. Brodsky and Ma@41#
contend that asymmetries in the light quark sea could gener-
ate the observedDS. The Skyrme model@42# predicts that
DS5Du1Dd1Ds50 and DG50 and Lz51/2, and
should be accurate to O(1/Nc) whereNc53, the number of
colors. Within its uncertainty this is consistent with the small
observed value ofDS. Other models include the chiral bag
model @43#, the chiral quark model@32#, calculations based
on QCD spectral sum rules@44#, or Pauli-exclusion prin-
ciples @45#, and also lattice QCD predictions@46–49#.

3. The Bjorken sum rule

This sum rule was originated by Bjorken@17# using cur-
rent algebra and isospin symmetry. It has since been re-
derived in QCD and is a strict prediction made by this
theory. It relates the integral over allx at fixed Q2 of the
difference betweeng1

p(x,Q2) and g1
n(x,Q2) to the well-

measured neutron beta decay coupling constantgA51.2601
60.0025@26#,

G1
p~Q2!2G1

n~Q2!5E @g1
p~x,Q2!2g1

n~x,Q2!#dx

5
1

6
gACns . ~20!

An experimental test of this sum rule provides a test of fun-
damental QCD assumptions. In addition, it is possible to use
the measurement to extract a relatively accurate determina-
tion of as(Q

2) at low Q2 @on the order of 2 to 10 (GeV/c)2#
@50#. A significant difference from otheras(Q

2) determina-
tions could indicate the presence of interesting new physics.

4. The Ellis-Jaffe sum rule

The other sum rules of interest forg1 , although less rig-
orous than the Bjorken sum rule, are the Ellis-Jaffe sum rules
@51# which were derived using SU~3! symmetry and assum-
ing the strange sea in the nucleons is unpolarized. These sum
rules, including the necessary QCD corrections, follow natu-
rally from Eqs. ~11! and ~12! with Ds5DG50 such that
a05a853F2D:

G1
p~Q2!5E

0

1

g1
p~x,Q2!dx

5
1

18
@Cns~3F1D !12Cs~3F2D !#,

G1
n~Q2!5E

0

1

g1
n~x,Q2!dx

5
1

9
@2DCns1Cs~3F2D !#. ~21!

5. Q2 dependence: Evolution and higher twist

The quark-parton model does not inherently include glu-
ons, and it is the interaction between the quarks and gluons
which generates the observedQ2 dependence of both the
polarized and unpolarized nucleon structure functions. The
QCD theory which describes the quark-gluon dynamics
gives predictions about how the parton distribution functions
~and thus structure functions! evolve in Q2 in the perturba-
tive limit of small as . The Q2 evolution of the polarized
parton densities is governed by the Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi ~DGLAP! @1# equations which em-
body the emission of gluons by quarks. This gluon emission
is responsible for the leading logarithmicQ2 dependence. In
addition, there are higher-twist contributions to theQ2 de-
pendence which are suppressed by powers of 1/AQ2. Higher

TABLE I. Quark helicity predictions from the nonrelativistic
quark-parton model~NR QPM! whereDG50 and from the relativ-
istic quark-parton model~R QPM! @21,22# with DG50 and
DG(Q251„GeV/c)2

…51.660.9 @37#.

NR QPM R QPM R QPM1gluons

asDG/2p 0 0 0.1360.08

Du2asDG/2p 1.33 1.0 0.8760.08

Dd2asDG/2p 20.33 20.25 20.3860.08

Ds2asDG/2p 0 0 20.1360.08

a05DS23asDG/2p 1.0 0.75 0.3660.24
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twist corrections tog1 have been estimated to be small@52–
55# while higher twist corrections forg2 have been estimated
to be significant @49,52,56–58#. Fits to Du(x,Q2),
Dd(x,Q2), Ds(x,Q2), and DG(x,Q2) have been made
@35,59# using next-to-leading-order~NLO! DGLAP equa-
tions @60#. The results indicate that NLO fits are more sensi-
tive to the strength of the polarized gluon distribution func-
tion DG(x,Q2) than leading order fits.

C. The deep-inelastic spin structure functiong2„x,Q2
…

1. Physical interpretation

The literature which discusses the interpretation ofg2
within the naive parton model has been confusing and filled
with inconsistencies. Feynman related the quantitygT(x)
5g1(x)1g2(x)5A2F1 /g to the distribution of quark polar-
izations aligned parallel (k↑) and antiparallel (k↓) to that of
a transversely polarized proton@24,61# by the expression

gT~x!5(
i

ei
2 mq

2xM
@ki
↑~x!2ki

↓~x!#, ~22!

wheremq is the quark mass. A more general expression for
Eq. ~22! was presented by Leader and Anselmino@62# for
arbitrary nucleon polarization direction. Jaffe and Ji@24#
pointed out that claims@63,64# that gT is small were gener-
ated by settingmq50 in Eq. ~22!. Another approach has
been to take the quark momenta to be along the longitudinal
direction such thatmq5xM @24,62#, which yields g2(x)
50. Because of Fermi motion, however, the quarks are off-
shell andmqÞxM in general. More importantly, it has since
been recognized@65# that Eq.~22! is not correct forgT , and
gT should be replaced in the formula by the twist-2 structure
functionhT which is the quark transverse polarization distri-
bution. The quantityhT is sometimes denoted ash1 in the
literature@65,66#. It turns out that neithergT nor g2 can be
adequately expressed within the naive quark parton model to
yield a useful physical interpretation. In addition, the naive
parton model does not include transverse momentum or
quark-gluon interactions which are known to be important
for g2 , and does not account forQ2 dependence. Early the-
oretical advances@25,67–69# in the understanding ofg2 help
to solve these problems and serve as a basis for subsequent
theoretical work. Among the more recent work are a light-
cone parton model@70,71# and an OPE analysis@24,72#,
which indicates that there are three components~up to
twist-3! contributing tog2 . These components include the
leading twist-2 partg2

WW(x,Q2) @73#, coming from the same
set of operators that contribute tog1 , another twist-2 part
coming from the quark transverse-polarization distribution
hT(x,Q2), and a twist-3 part coming from quark-gluon in-
teractionsj(x,Q2):

g2~x,Q2!5g2
WW~x,Q2!

2E
x

1 ]

]y S mq

M
hT~y,Q2!1j~y,Q2! D dy

y
.

~23!

The term containinghT(y,Q2) is usually neglected because
it is suppressed by the quark massmq , and theg2

WW expres-
sion of Wandzura-Wilczek@73# is given by

g2
WW~x,Q2!52g1~x,Q2!1E

x

1 g1~y,Q2!

y
dy. ~24!

2. OPE sum rules and the twist-3 matrix element

Keeping terms up to twist-3, the OPE analysis ofg1 and
g2 yields an infinite number of sum rules:

G1
~n!5E

0

1

xng1~x,Q2!dx5
an

2
, n50,2,4,...,

G2
~n!5E

0

1

xng2~x,Q2!dx5
1

2

n

n11
~dn2an!, n52,4,...,

~25!

wherean are the twist-2 anddn are the twist-3 matrix ele-
ments of the renormalized operators. The OPE only gives
information on the odd moments of the spin structure func-
tions. Note that contributions involvingmq /M @see Eq.~23!#
have been left out of Eq.~25! as have target mass effects
discussed below. The twist-3 matrix elements follow from
Eq. ~25!:

dn52E
0

1

xnFg1~x,Q2!1
n11

n
g2~x,Q2!Gdx, n52,4,...,

52E
0

1

xnS n11

n Dg2~x,Q2!dx, n52,4,..., ~26!

where g25g22g2
WW. We see from Eq.~26! that if all dn

50 theng2 is completely determined byg1 because there
are an infinite number of sum rules. This is how the quantity
g2

WW was originally derived.
There are a number of theoretical predictions ford2 for

both proton and neutron targets@49,52,56–58#. Some are
based on bag models@56,57#, others on QCD sum rules
@52,58#, and there is also a lattice QCD calculation@49#.
Many of these models have predicted large values ford2
which means there could be significant twist-3 contributions
to g2 . This makes the study ofg2 particularly interesting.

3. The Burkhardt-Cottingham sum rule

The Burkhardt-Cottingham sum rule@74# for g2 at large
Q2, namely

E
0

1

g2~x!dx50, ~27!

was derived from virtual Compton scattering dispersion re-
lations. This sum rule does not follow from the OPE since
the n50 sum rule is not defined forg2 in Eq. ~25!. The
validity of the Burkhardt-Cottingham sum rule relies ong2
obeying Regge theory at lowx, which may not be a good
assumption. A non-Regge divergence ofg2 at low x would
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invalidate this sum rule@23,24#, although such a divergence
could be very difficult to detect experimentally.

4. Target mass effects

The OPE sum rules as given in Eq.~25! were derived in
the limit M2x2/Q2→0. These target mass effects can be-
come significant whenM2/Q2 is of order unity which is
certainly the case for a subset of the data presented in this
paper. These target mass effects for polarized electroproduc-
tion have been determined@75,76#. The corrected Bjorken
sum rule derived from these formulas is given by@76#

1

9 E
0

1

dx
j2

x2 @514A114M2x2/Q2#@g1
p~x,Q2!

2g1
n~x,Q2!#2

4

3 E
0

1

dx
M2j2

Q2 @g2
p~x,Q2!2g2

n~x,Q2!#

5
1

6
gACNS, ~28!

where the Nachtmann variable j52x/(1
1A114M2x2/Q2). This sum rule is now dependent ong2 .
The size of the target mass effects@77,78# to the uncorrected
Bjorken sum rule formula are estimated to be of the same
magnitude as higher-twist effects which are typically small.
The target mass effects for theg2

WW calculation@missing in
Eq. ~24!# have been investigated and are negligible for our
kinematics@79#.

D. Resonance region polarized structure functions

The values ofA1 in the resonance region are a combina-
tion of the asymmetries for individual resonances and for the
nonresonant background. Resonance helicity amplitudesA1/2
and A3/2 are reasonably well measured atQ250 for the
prominent resonances@26#. Sparse data exist also for virtual
photons@80#. The excitation of theD~1232! resonance~spin-
3
2 ! includes both1

2 and 3
2 spin projections. At lowQ2 the

D~1232! excitation is expected to be primarily a magnetic
dipole transition for whichA3/2/A1/25) and A15(uA1/2u2

2uA3/2u2)/(uA1/2u21uA3/2u2)52 1
2 . For real photons

A3/2/A1/251.064) @26#. Perturbative QCD predicts that the
ratio A3/2/A1/2 should go as 1/Q2 and A1 should approach
unity asQ2→`. However, a recent analysis of pion electro-
production@81# data shows that the magnetic dipole transi-
tion still dominates atQ253.2 (GeV/c)2. On the other
hand, theS11(1535) resonance has no spin-3

2 projection, so
A1 should be unity at allQ2. Data @80# from Bonn, Dares-
bury and DESY have been used to extractA1/2 andA3/2 up to
Q253 (GeV/c)2 for the S11, D13, andF15 resonances. Be-
cause of the large uncertainties of these extractions, our
knowledge of theQ2 dependence of the helicity amplitudes
is still rudimentary. The asymmetriesA1 for both D13 and
F15 make a transition fromA1'21 to A1'1 somewhere in
the range 0,Q2,3 (GeV/c)2 @80#.

Less is known aboutsLT and A2 . The positivity limit
A2,AR(x,Q2) constrainsA2 . The world average value@82#

for R in the resonance region is 0.0660.02 for 1,Q2

,8 (GeV/c)2 andW2,3 GeV2. Since this is smaller by half
than the deep-inelastic fit toR(x,Q2) @83# extrapolated into
the resonance region, one might argue thatR(x,Q2) for the
resonances themselves is small. However, little is known for
Q2,1.3 (GeV/c)2.

A complete mapping ofg1(x,Q2) at low Q2 where the
resonances dominate is useful for two reasons. First, these
data provide important input for radiative corrections of the
deep-inelastic data. Second, the evolution of the integral~de-
fined to exclude elastic scattering! G1(Q2)5*0

1g1(x,Q2)dx
for Q2→0 should be determined by the Gerasimov-Drell-
Hearn~GDH! sum rule@84# for real photons:

E
n th

`

2sTTdn/n52
2p2ak2

M2 ~29!

in which n is the photon energy,n th is the threshold energy
for pion production,k is the nucleon anomalous magnetic
moment, andM is the nucleon mass. A simple change of
variables fromn to x in Eq. ~29! and a reformulation ofsTT
in terms ofg1 andg2 yields

lim
Q2→0

G1~Q2!

Q2 52
k2

8M2 . ~30!

One important feature of Eq.~30! is the sign.G1
p for the

proton is positive forQ2 above 3 (GeV/c)2 as measured in
the deep-inelastic regime. However, the GDH sum rule pre-
dicts thatG1

p should become negative at smallQ2. This im-
plies that somewhere in the region 0,Q2,3 (GeV/c)2, G1

p

must cross zero. Exactly where this occurs depends crucially
on the Q2 evolution of the resonance helicity amplitudes
which are presently not well known. Predictions about how
G1(Q2) goes from the deep-inelastic values to the GDH limit
have taken one of two paths:~1! theoretically motivated in-
terpolation and~2! computations that include all available
knowledge of the resonance behavior. Both need to be
checked with direct measurements ofG1(Q2) at low Q2.

Recent theoretical work@85# indicates that at lowQ2,
G1(Q2) corrected to include the elastic contribution,

G1
el~Q2!5

1

2
F1~Q2!@F1~Q2!1F2~Q2!#, ~31!

provides the twist-4 (1/Q2) corrections to the Ellis-Jaffe sum
rule. F1 and F2 in Eq. ~31! are the Dirac and Pauli elastic
form factors~not the deep-inelastic structure functions!.

III. THE EXPERIMENT

The goal of the E143 experiment was to determine the
longitudinal and transverse cross-section asymmetries via
deep-inelastic scattering of longitudinally polarized electrons
from polarized protons and deuterons. Over a period of three
calendar months data were taken at beam energies of 29.13
GeV ~122 million events!, 16.18 GeV~56 million events!
and 9.71 GeV~58 million events!. The longitudinal asymme-
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try Ai was obtained with the target polarization parallel to
the beam momentum, whereas the transverse asymmetryA'

~at E529.1 GeV only! was obtained with the target polar-
ization transverse to the beam momentum~right or left of the
beam!.

The experimental apparatus employed consisted of five
components: the polarized source, the accelerator and beam
transport, the Mo” ller polarimeter to measure the beam polar-
ization in the end station A~ESA!, the polarized proton and
deuteron target, and the two spectrometer arms to detect the
scattered electrons. These components are discussed in the
sections which follow.

A. The SLAC polarized electron source

A polarized electron source for the SLAC linear accelera-
tor was first developed in the early 1970s for experiments on
the spin structure of the proton. Since 1978 the SLAC polar-
ized electron source has been based on the principle of laser
photoemission from a gallium arsenide~GaAs! photocath-
ode. Strained GaAs photocathodes, which effectively
doubled the polarization obtainable from an unstrained GaAs
photocathode, were developed in 1991@86,87# and first used
in a SLAC experiment in 1993. The design and operational
characteristics of the SLAC polarized electron source are
fully described in Ref.@88#.

Figure 1 is a schematic of the layout of the laser and gun
structure at the SLAC injector. Electrons are photo-emitted
from a GaAs photocathode by illuminating the surface with a
laser. The electrons are polarized with a helicity defined by
the sign of the circular polarization of the incident laser light.
Spin reversals are achieved at the source by reversing the
circular polarization of the laser light with a Pockels cell.
The pattern for the sign of the polarization is chosen to be a
known pseudo-random sequence, permitting validation of the
sign of each pulse in the offline data stream.

The polarization of the electrons is a consequence of the
band structure of GaAs and the angular momentum selection

rules that apply to this system. The presence of strain
changes the lattice constant of the GaAs, shifts the energy
levels, and breaks a spin state degeneracy in the valence
band, changing the theoretical maximum electron polariza-
tion from 50% to 100%. Excitation by circularly polarized
light near the band gap edge (l'850 nm) will then result in
only one set of spin states populating the conduction band
provided the strain is sufficiently large. The strain in the
active GaAs layer is achieved by growing a 100 nm thick
epitaxial layer of GaAs on a substrate of GaAs(12x)Px (x
50.28). The lattice spacing for the GaAsP is about 1%
smaller than for GaAs, and the resulting lattice mismatch
puts the GaAs epitaxial layer under a compressive strain suf-
ficiently high to remove the spin state degeneracy. Under
these conditions one expects that photo-emitted electrons
will have a polarization close to the theoretical limit of
100%. In practice, the electron polarization is less than the
theoretical limit due to effects such as non-ideal photocath-
ode strain and depolarization as the electrons diffuse to the
photocathode surface. The electron polarization averaged
85% for the E143 experiment.

The laser system was designed and built at SLAC. It con-
sisted of a flash-lamp pumped titanium sapphire rod, produc-
ing light pulses which were optically chopped to a 2.3msec
long pulse. The laser beam was transmitted through a lens
system which allowed for steering and focusing on the cath-
ode. For the E143 experiment, the amount of laser power
available was larger than needed, so the power was attenu-
ated to about 10 watts peak, yielding approximately 43109

electrons per pulse. At this low electron intensity, the accel-
erator control system was unable to sense the presence of
beam. To allow the accelerator controls to operate, the beam
was intentionally intensified to about 231010 in one of the
120 pulses generated per second. This ‘‘witness pulse’’ was
then sent into a beam dump before reaching the target, and
the experiment operated on the remaining 119 pulses per
second.

Possible systematic errors associated with reversal of the
electron spin are important to this type of experiment. Cor-
relations between beam current, beam energy, beam posi-
tions, and beam angles on the target were available to the
experimenters on a short time basis from beam monitors. For
this laser-driven photoemission source, the reversal of the
laser polarization is sufficiently free of unwanted effects such
that all systematic errors from the source were negligible.

B. The electron beam

1. Production and transport

The electrons produced by the polarized source were ac-
celerated to energies between 9 and 30 GeV in the linear
accelerator. The electrons were then deflected through an
angle of 24.5° in the A-line beam transport and were di-
rected onto the polarized target in the ESA.

Because of its anomalous magnetic moment, the spin of
the electron precesses by an angle larger than that of the
bend angle of the beam, according to the formula:

FIG. 1. The layout of the lasers and the polarized electron gun at
the accelerator injector is shown schematically. Two types of lasers
are used, one for the SLC, which produces two 2 nsec pulses sepa-
rated by 61 nsec, and one for the fixed target experiments, which
produces one pulse 2msec long.
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Df5pS 24.5°

180°D S g22

2 D S E

mD5S E

3.237Dp, ~32!

whereg is the gyromagnetic ratio,E is the energy~in GeV!,
m is the mass of the electron, andDf is the angle between
the electron spin and the momentum at the target. WhenDf
is an integral multiple ofp, the electron spin is longitudinal
at the target. The experiment was run at energies of 9.71,
16.18 and 29.13 GeV, corresponding to 3p, 5p and 9p re-
spectively. By varying the energy around the nominal value
and measuring the longitudinal polarization in the Mo” ller
polarimeter, we verified that the chosen energy produced the
maximum polarization.

2. Beam monitoring

The incident flux of electrons was measured indepen-
dently in two identical precision toroidal charge monitors in
the ESA. These were frequently calibrated with a known
charge and agreed to better than 1%. The response of the
toroids is independent of the polarity of the beam.

The position of the beam at the target was monitored in
two devices: a traveling-wave radio-frequency beam position
monitor which was non-interfering and was placed just in
front of the target, and a pair of secondary emission foil
arrays with 1 mm spacing located 10.8 m downstream from
the target. The former provided a direct measurement of
beam centroid position, and was used in an automatic feed-
back system to keep the beam on target; the latter allowed a
measurement of both the position and the transverse dimen-
sions of the beam by comparing the charge collected on the
individual foils.

3. Beam rastering

To minimize effects such as target depolarization from
local beam heating and radiation damage, the beam was
moved or ‘‘rastered’’ across the face of the target. The beam
position was changed between pulses by means of a pair of
air-core magnet coils located 67 m upstream of the target.
The lack of iron in these magnets allowed the fields to be
quickly changed under computer control. The beam at the
target was rastered on a grid with a spacing of 1.2 mm inside
a circle of radius 10.8 mm for a total of 253 points. Thus,
each point in the target was illuminated only once every 2.1
seconds. The raster pattern skipped every other point and
row, so that subsequent pulses did not overlap, and the entire
raster pattern was completed in four passes. Because the di-
mensions of the beam~Gaussians of 2 mm horizontally and
1 mm vertically! were comparable to the raster spacing, the
overall illumination of the target was quite uniform inside
the circle of the raster.

4. The beam chicane

For the measurement ofg2 , the target was rotated by 90°
so that the target nucleons were polarized transversely to the
beam direction in the scattering plane. In this configuration,
the electrons in the beam passed through*Bdl51.52 T-m as
they traversed the target. This was enough to deflect them
through an angle of 0.90° at 29.1 GeV and to rotate the

polarization vector through an angle of 60°. As a result, the
beam after the target would have no longer been parallel to
the nominal beam-line, and in fact would have been about 30
cm low at the exit of the ESA. More significantly, the deep-
inelastic scattering would have taken place at a different av-
erage angle and longitudinal polarization than in the parallel
case.

To compensate for the effects of this magnetic field, we
inserted four identical dipole magnets~the chicane! into the
beam-line, three upstream and one downstream of the target.
The first magnet deflected the beam down by 0.45°, and the
second pair bent the beam back up by twice this amount.
This caused the beam to arrive at the center of the target with
both the momentum and polarization vectors horizontal. Af-
ter exiting the target, the beam was tilted downward, and the
fourth magnet returned the beam to the horizontal so that it
left the ESA parallel to the nominal beam-line displaced ver-
tically by only 3.5 cm at 29.1 GeV.

C. Beam polarimetry

A Mo” ller polarimeter was used to measure the beam po-
larization during the E143 experiment. This is a practical and
reliable approach based oneW1eW→e1e scattering, a spin-
dependent QED process with a large cross-section and ana-
lyzing power. The expected cross-section asymmetry can be
calculated with high precision@89# and is not significantly
modified by radiative processes@90#.

For a beam with longitudinal polarizationPB and target
with longitudinal polarizationPT , the beam polarization is
measured by comparing the relative cross-section asymmetry
for beam and target spins aligned parallel~↑↑! and anti-
parallel ~↑↓!:

e5
ds↑↑/dV2ds↑↓/dV

ds↑↑/dV1ds↑↓/dV
5AZZ~u!PBPT . ~33!

The relative cross-sections are determined by detecting either
of the scattered electrons or both in coincidence.

1. Layout

A schematic of the polarimeter is shown in Fig. 2. The
major components are a polarized electron target, an
acceptance-defining collimator, a dipole magnet spectrom-
eter, and two independent detector systems. One system de-
tected the Mo” ller electrons in coincidence, whereas the other
integrated the single electrons over the duration of the beam
spill.

The polarized electron target consisted of six magnetized
ferromagnetic foils of different thickness which could be
moved into the beam. The foils were magnetized to near
saturation by Helmholtz coils providing nearly 100 gauss at
the target center. The permendur~49% Fe, 49% Co, 2% V!
foils were 3 cm wide and varied in thickness from 20mm to
150 mm. The target electron polarization~typically 0.082!
was determined to a relative accuracy of 1.7%@91# from foil
magnetization measurements.

The tungsten collimator which was 20 radiation lengths
thick ~see Fig. 2! had a central opening to allow the main
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beam to pass and wedge shaped apertures of constant azi-
muthal acceptance~0.2 radian top, 0.22 radian bottom! above
and below the beam-line to select Mo” ller electrons scattered
transverse to the bend plane of the downstream dipole mag-
net. The vertical acceptance was 3.6–9 mrad in the lab~cor-
responding to 70–116° in the center-of-mass!. The 2.1 T-m
dipole field separated the scattered electrons according to
momenta. Since Mo” ller scattering is elastic, the x and y po-
sition of the scattered electrons at the detector plane are cor-
related as shown in Fig. 2.

The detector hut was situated 27 m downstream from the
Mo” ller target. The single-arm detector package of three ra-
diation lengths of lead and a single plane of position-
sensitive silicon detectors was placed immediately in front of
the coincidence detectors. The coincidence package con-
sisted of two arrays of seven lead glass blocks~SF-6!, each
with a 10310 cm2 entrance area and 25 cm of depth~;15
radiation lengths!.

2. The measurements

Measurements of the beam polarization were performed
every one to two days. Each measurement period typically
consisted of four runs using two target foils~thin and thick!
and opposite target polarization directions. This made it pos-
sible to look for rate or helicity dependent effects in the data.
For polarization measurements, the beam rastering was
turned off and the beam focus was moved to the Mo” ller
target. Otherwise, the beam conditions were identical to that
of the main experiment. Data were obtained from almost 200
runs over a range of luminosities~more than a factor of 8!
through different combinations of foil thickness and beam
current. The coincidence polarimeter obtained a typical sta-
tistical precision of 0.010~absolute! per run whereas the
single arm polarimeter achieved 0.019 per run. Both detector
systems took data at 29.1 and 16.2 GeV. The single arm
collected data with the 9.7 GeV beam.

3. The coincidence polarimeter

The segmented lead glass arrays provided good energy
and timing information and made it possible to accommodate
the high instantaneous rates of several 10 s of MHz charac-
teristic of the low duty factor (1024) at SLAC. The combi-
nation of Čerenkov light in the glass blocks, fast photomul-
tiplier tubes, and a clipping circuit resulted in signal pulse
widths as narrow as five nanoseconds. The signals were fed
into an Ortec 935 constant fraction discriminator with the
threshold set at 30–40% of typical Mo” ller signal amplitude.
The discriminator output was then fed into a fast multiplex-
ing circuit with a fanout to three or four time to digital con-
verter~TDC! channels. The time of each event was recorded
by a LeCroy 2277 multi-hit TDC which has a least signifi-
cant bit time of one nanosecond. The multiplexor was re-
quired to decrease the dead-time and increase the maximum
hit capability of the individual TDC channels. A laser pulser,
triggered randomly<1/spill, was fed into each detector
block simultaneously through fibers to provide both time
calibration and detector dead-time information for the analy-
sis.

The data were recorded on tape on a spill-by-spill basis as
a series of event times and corresponding TDC channels.
The analysis identified coincidence events by the arrival of
single event times within a predefined time window of
64 ns, determined by the resolution of the TDC’s. Fre-
quently, the analysis encountered ambiguous coincidence
pair combinations where a single event of one detector could
be combined with events in two or more other detectors.
Such ambiguities arose as a result of cross-talk between ad-
jacent detectors due to shower sharing or due to random
coincidences, particularly at higher luminosities. In the case
of ambiguities, the cluster of all possible coincidences was
subjected to a decision making routine which selected the
most probable combinations of events. In the case of cross-
talk events the full weight of the single coincidence event
was shared with the adjacent coincidence pairs. Background
contributions consisted of random coincidences between
Mo” ller or Mott type electron events. Their contribution, typi-
cally <1% was estimated from the product of the singles
rates in each conjugate detector.

The dead-time measurement was obtained using the laser
pulser system which sent a known pulse to all 14 detectors
simultaneously. The efficiency at which both detectors of a
pair saw the pulser event yielded the live-time for that pair. It
was also necessary to correct for the possibility of two
Mo” ller events occurring in a given pair within the same co-
incidence window. In such a case the system is only capable
of seeing one of the pairs, an inefficiency which would be
unaccounted for in the dead-time correction. To correct for
this effect an estimate of the number of Mo” ller coincidence
events occurring during the pulser event was added to the
known number of pulser events for each pair.

A typical Mo” ller coincidence time difference spectrum is
shown in Fig. 3~a!. Two views of a typical distribution of
coincidence events in the two detector arms are given in
Figs. 3~b!–~c! for a run at 29 GeV. True Mo” ller events were
kinematically restricted to occur only in 11~9 for the 16 GeV

FIG. 2. The layout of the Mo” ller polarimeter systems used in the
E143 experiment~not to scale!.
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data! of the possible (737) 49 pairs. Radiative effects did
allow some true Mo” ller coincidences to occur on the low
momentum side of the ridge seen in Fig. 3~c!, but these
events were not considered in the total event yield due to
poor signal-to-noise ratio and greater uncertainties in the
analyzing powers.

The beam polarization for each coincidence pair was de-
termined from the asymmetry in the yield corrected for back-
ground, dead-time, charge asymmetry, the effective analyz-
ing power of each pair, the target polarization and the target
angle. The polarization for a run was taken from the
weighted average over all the pairs.

A Monte Carlo analysis@92# was used to determine the
effective analyzing powers of each coincidence pair and to
evaluate the sensitivity of the analyzing powers to possible
systematic influences such as the atomic motion of the target
electrons@93# and typical shifts in the beam position or fo-
cus. The analyzing powers were found to range from 0.776
to 0.690 for the different pairs. The effect of the target elec-
tron motion was to increase the average analyzing power by
,0.5%. Typical beam parameter shifts resulted in changes
to the average analyzing power within60.6%. Since only
one set of analyzing powers was used at each beam energy,
the 60.6% variation was included as a source of systematic

error. The large acceptance of the detectors reduced the sen-
sitivity of the analyzing powers to these systematic influ-
ences.

The possibility of rate dependence was investigated in
two studies. One study compared low and high luminosity
runs taken during a run set where little variation in polariza-
tion was expected during the set. In this study the internal
agreement between all measurements of a run set was very
good, resulting in an averagex2 per degrees of freedom~DF!
of 1.1 for all the run sets. Another study tested the effective-
ness of the analysis routine in dealing with ambiguities in the
data which were most prevalent at high luminosity. Data
taken from subsequent spills of a low luminosity run were
artificially superimposed to create a fictitious spill of high
luminosity. After imposing the detector dead-time on the
single events the data were analyzed as a normal run, and the
yields could be compared with the original luminosity analy-
sis. In both studies it was possible to rule out a rate depen-
dence at better than60.5%.

Despite the excellent agreement of the polarization results
within a run set, a large fluctuation in the average polariza-
tion values obtained from each coincidence pair was ob-
served. Although the sources of these fluctuations likely can-
cel in the average, their origins are not clear. As a result a
maximum error contribution of 1.3% was included. This
contribution reduced thex2 per DF of the pair-dependent
polarization distribution to unity. This uncertainty was com-
bined in quadrature with the uncertainties estimated for the
analyzing powers and the limit on a possible rate dependence
to obtain a total systematic uncertainty of 1.5% for the coin-
cidence polarimeter measurement.

4. The single-arm polarimeter

The single arm detectors had four silicon pad detectors
above and below the beam height. A lead converter absorbed
soft photon backgrounds and amplified the Mo” ller signal.
Each detector consisted of two 4~x! by 6 ~y! cm silicon
devices approximately 300mm thick. Each device was seg-
mented into 7 pads~channels! 8.70 mm wide and 40 mm
long. Only 12 contiguous channels were instrumented in
each detector. The detectors were tilted by210.5° ~top! and
111.0° ~bottom! to align the channels along the Mo” ller scat-
tered electron stripe. Since each detector was formed from
two silicon devices there was a 5.3 mm gap between chan-
nels seven and eight.

The silicon detector channels were connected to 96 charge
sensitive preamplifiers which integrated over the entire 2300
ns beam pulse. The preamplifier outputs were brought into
analogue to digital converters~ADCs! to measure the peak of
the preamplifier signal and were recorded together with the
sign of the beam polarization for each beam pulse.

The Mo” ller analysis proceeded through two steps. The
first-pass analysis calculated average pedestal subtracted
pulse heights and errors for each channel from the pulse-by-
pulse data. Separate averages were made for pulses tagged
by right ~R! and left ~L! handed polarization bits. Correla-
tions between channels were calculated and recorded. A very
loose beam current requirement was made before including
the pulse in the overall averages. A summary file containing

FIG. 3. ~a! A typical Mo” ller coincidence event time difference
spectrum.~b!–~c! Two views of the distribution of coincidence
events in the 737549 possible combinations.~c! shows the hidden
back-side of~b!. True Mo” ller events were constrained to occur in
the crest.
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the ADC averages and errors as well as useful beam and
polarimeter parameters was written for each run. A second-
pass analysis read the summary file, applied channel by
channel gain corrections, and formed sum (R1L) and differ-
ence (R2L) averages and errors for each channel. Typical
(R1L) and (R2L) line-shapes are shown in Fig. 4 for data
at 29.1 GeV.

The background~B! under the unpolarized (R1L) Mo” ller
scatters was estimated by fitting the (R1L) line-shape to an
arbitrary quadratic background plus the line-shape expected
from unpolarized Mo” ller scattering. The technique for esti-
mating the unpolarized line-shape used the observed (R2L)
line-shape and angular smearing functions@91# to generate a
predicted (R1L) line-shape for Mo” ller scatters. The ob-
served (R1L) distribution was then fit by this predicted line-
shape and a quadratic background. Since the observed~R–L!
line-shape is already broadened by multiple scattering in the
target material, beam windows, air, and helium, only correc-
tions to the line-shape which are different@93# for scatters
from polarized and unpolarized target electrons are included
in the smearing function.

An analyzing power for each detector was calculated from
the target polarization and the expected Mo” ller asymmetry
determined by Monte Carlo simulations of the scattering pro-
cess@92# and detector response. The effect of the target elec-
tron momentum distribution@93# was to modify the expected
asymmetries by 1.4%. The measured asymmetry for each
detector was calculated from the ADC averages by

Ameas.5
( i~R2L ! i2( i~B!R2L

( i~R1L ! i2( i~B!R1L
, ~34!

where the sum is over the central five channels including the
Mo” ller peak. The (R2L) background was estimated by av-
eraging the channels far from the Mo” ller peak. The (R1L)
background subtraction increased the measured asymmetry
by 17–24%. The full covariance matrix calculated from the
pulse-by-pulse data was used to determine the statistical er-
ror of Ameas. The beam polarization was calculated from the
measured asymmetry divided by the analyzing power.

To check for possible systematic biases in the single arm
analysis, both the number of channels included in the sum
over the Mo” ller peak and the shape of the background fit to

the unpolarized (R1L) line shapes were varied. From the
observed spread in calculated polarizations, the sensitivity of
the single arm analysis to the choice of fit parameters was
estimated to be 1.3%. The polarization determined individu-
ally by each detector agreed with the overall mean within
statistical errors. The total systematic error of the single arm
analysis includes contributions from the detector analyzing
power, known to'0.5%, possible nonlinearities in the pre-
amplifier and ADC response which could change the com-
puted polarization by<1.0%, and the sensitivity to analysis
parameters, 1.3% as discussed above. The total systematic
error of the single arm analysis is estimated to be 1.7%.

5. Results

The polarization values measured by the single and coin-
cidence arm polarimeters were in good agreement, although
the results from the coincidence system were on average
0.6% lower than the single arm. This difference is well
within the independent systematic errors of the two polarim-
eters. Both systems measured the same polarization depen-
dence on the quantum efficiency of the polarized source,
resulting in a linear decrease of source polarization with in-
creasing quantum efficiency. The polarized source quantum
efficiency time history is shown in Fig. 5. The variations in
polarized source quantum efficiency were related to the fre-
quent cesiation treatments which were applied to the source
in order to maintain the source quantum efficiency at an ac-
ceptable level.

To obtain the beam polarization for the main analysis, the
average polarization value for each run set was computed
separately for each polarimeter. The results from both pola-
rimeters are shown in Fig. 6 plotted as a function of source
quantum efficiency. The plotted errors are a combination of
the computed statistical errors and an additional 0.8% sys-
tematic error to account for non-statistical fluctuations in the
data.

A linear fit to the single arm and coincidence data as a
function of polarized source quantum efficiency~QE! yields:

PB5~0.86620.343QE!60.00360.022, ~35!

where the first error term is statistical while the second and
dominant term is systematic. The systematic error includes a
contribution of60.8%, as discussed above, a61.6% con-
tribution from the average of the single arm and coincidence

FIG. 4. Typical measured single-arm Mo” ller line-shapes in de-
tector 7 at 29.1 GeV. The (R1L) data ~points!, (R1L) fit ~histo-
gram!, and (R1L) background~shaded region! are plotted in~a!
versus the relative y position of the channel. The (R2L) data
~points! and (R2L) background~shaded region! are plotted in~b!.

FIG. 5. Variation of the quantum efficiency~QE! of the polar-
ized source over the course of the E143 experiment.
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Mo” ller systematic errors, and a61.7% contribution from the
uncertainty assigned to the target foil polarization. The re-
sultant systematic error is62.5%.

D. The polarized target

The polarized target required a high-power4He evapora-
tion refrigerator operating near 1 K, and a 5 Tsuperconduct-
ing split pair magnet.1 The target material, frozen15N am-
monia, was polarized using dynamic nuclear polarization
~DNP!. A schematic diagram of the target is shown in Fig. 7
@94#. The magnet is shown with its field direction along the
beam momentum direction. The refrigerator is positioned
vertically and along the axis of the magnet. It is connected to
a large Roots blower pumping system. The target insert lies
along the central axis of the refrigerator. This insert was slid
up and down to position any one of four targets in the beam.
The targets were~from the top position! 15ND3,

15NH3, an
empty cell, and either carbon or aluminum. A fifth position
having no target was also available. The target insert also
carried coaxial cables for the NMR measurement, a wave-
guide to transmit microwaves to the target~s! for DNP, and
various temperature sensors. A diagram of the target insert is
shown in Fig. 8.

1. DNP and ammonia

The DNP process for polarizing protons, deuterons, or
any nucleus possessing a magnetic moment, requires tem-
peratures of;1 K or less and large magnetic holding fields.
For thermal equilibrium at 1 K and 5 T, the proton polariza-
tion is only about 0.5%. However, the polarization of the
‘‘free’’ electrons, associated with the paramagnetic radicals
introduced into the target material, is greater than 99%. The
electron polarization can be transferred to the proton through
a hyperfine transition by irradiating the target with micro-
waves at appropriate frequencies. The two polarization direc-
tions for the proton are reached by irradiation at frequencies
slightly above or below the electron Larmor frequency,
'140 GHz at 5 T. Details of the DNP process can be found
in the literature, e.g., Abragam and Goldman@95# or

Borghini @96#. In our case the magnetic field was held at 4.87
T to match the frequency range~136–137 GHz! of the mi-
crowave tube2 being used.

Ammonia was chosen as the target material because of its
relatively large dilution factor compared to most other polar-
ized target materials, its high polarizability, and its resistance
to radiation damage. Furthermore,15N ammonia ~spin 1

2 !
was chosen over14N ~spin 1! because in15N the spin is
carried by an unpaired proton, in contrast to14N where the
spin is carried by a proton-neutron pair. Using15NH3 reduces
the systematic errors on the proton spin structure functions
by eliminating unwanted contributions from the neutron
asymmetry. In addition, the15N polarization is easier to mea-
sure.

The 15NH3 and 15ND3 targets were both prepared in the
same way: First, the ammonia gas was slowly frozen in a test
tube; the resulting solid lump of ammonia ice was crushed
while immersed in liquid nitrogen and sifted to select gran-
ules of approximately 2 mm size. Smaller pieces were re-
cycled in the same apparatus.

The paramagnetic radicals necessary for DNP were intro-
duced by irradiation using various electron beams. Each
sample was immersed in liquid argon and given a dose of
about 3 – 531016 electrons cm22. Targets for E143 were ir-
radiated at Bates~at an electron energy of 350 MeV!, at the
Naval Postgraduate School, Monterey~65 MeV!, and at the
High Energy Physics Laboratory at Stanford~30 MeV!.
Samples of14N ammonia were irradiated at Saskatoon~250

1Oxford Instruments, Eynsham, UK. 2CPI, Georgetown, Ontario, Canada.

FIG. 6. Beam polarization versus QE for the the single~circles!
and double-arm~squares! polarimeter systems.

FIG. 7. E143 target schematic.
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MeV! for the initial tests. All irradiated samples were packed
into thin walled~0.0127 cm! torlon cylinders with 0.0025 cm
aluminum end-cap windows. Each cylinder was 3 cm long
and 2.5 cm in diameter, and contained two NMR coils made
from 70/30 Cu/Ni tubing of 0.5 mm outer diameter and
0.0178 cm wall thickness. A straight piece of tubing was
used to measure the proton polarization in the NH3 cell and
the residual proton polarization in the ND3 cell. A coil of
three to four turns with a 1 cmdiameter measured the deu-
teron polarization and15N polarization in the ND3 target,
while a similar one measured the15N polarization in the NH3
cell. During the course of E143 only the proton and deuteron
polarizations were measured; the15N and residual proton
polarizations were checked after the experiment.

2. Polarization measurement and performance

The polarization was measured via NMR with a series-
tuned Liverpool Q-meter@97#. Each spin species in the tar-
gets was measured with its own separately tuned Q-meter.
Only one Q-meter could measure at a given time, taking one
polarization measurement per minute. The Q of the tuned
circuit is changed by the presence of the appropriate polar-

ized nuclei, and the integral of this response is proportional
to the polarization. The response function was determined by
subtracting the Q-curve measured when the magnetic field
was moved off resonance from the Q-curve obtained when
the magnetic field was moved on resonance. The integral is
normalized by comparing to the signal area at thermal equi-
librium ~TE! where the polarization (PTE) can be calculated.
For the proton, PTE5tanh@mB/kT#, wherem is the magnetic
moment of the proton andk is Boltzmann’s constant. There-
fore, PTE50.0034 forB55 T andT51.5 K.

The TE signal for the proton is relatively easy to observe
and measure, but the deuteron TE signal is about 500 times
smaller than this, and thus requires advanced techniques of
noise and drift suppression and signal averaging for a cred-
ible measurement@98#. Measurements were made of the pro-
ton TE signal area to a precision of about 0.2%, but repeated
measurements, over a period of many weeks, showed con-
siderable fluctuations in the mean value. Including this scat-
ter, the overall precision of measuring the TE polarization
was62.5%. For the deuteron the precision of measuring the
TE signal area was63% and64% overall. The fluctuation
in signal area was attributed to small changes in the distri-
bution of ammonia granules around the NMR coils. Typical
TE signals for polarized protons and deuterons are shown in
Fig. 9.

In our initial measurements of15N ammonia, the proton
polarization performance was similar to that seen previously
@99# (.90%), but the deuteron only reached 13%. The
maximum deuteron polarization was expected to increase
with in situ irradiation @100#. Figure 10, which verifies this
expectation, shows how the proton and deuteron polariza-
tions performed as a function of beam dose for 5

FIG. 8. Target insert schematic.

FIG. 9. Typical TE signals measured from polarized~a! protons
and ~b! deuterons. The spikes in the deuteron signal are an artifact
of the synthesized signal generator that was used. The deuteron
double-peaked line shape results from a splitting effect due to the
interaction between the deuteron quadrupole moment and ammonia
crystal electric field gradients. Similar lineshapes are seen in many
other deuterated materials.
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31011 electrons/sec rastered over the face of a target.
The polarization decayed with beam dose as the ammonia

became radiation-damaged. Once the polarization fell below
a predetermined value, the other target was put into the beam
until its polarization dropped to a specified level. Then both
targets were annealed by warming them up to a temperature
between 80 and 90 K. The sequence of polarization, irradia-
tion and annealing affected15NH3 and15ND3 differently. For
the proton, annealing brings the target back to its starting
polarization, and there was no evidence of change over the
period of irradiation. On the other hand, the deuteron polar-
ization improved after each anneal, ultimately reaching a po-
larization of 42%. This value was obtained with frequency
modulation of the microwave source. Previously, at CERN,
in the Spin Muon Collaboration~SMC! experiment@101#,
frequency modulation had been found to improve the polar-
ization of deuterated butanol by almost a factor of two. In
deuterated ammonia the gain is more modest, with a factor of
two improvement in the rate of polarization which leads to a
gain in absolute polarization of 3–5%. The level of proton
polarization in Fig. 10 is lower than the expected maximum
of more than 90% seen in the early measurements. This was
because the NH3 target was situated below the ND3 target
which absorbed some fraction of the microwave power.

After the experiment the15N polarizations were measured
as a function of both proton and deuteron polarizations. Re-
sidual proton polarizations were measured in the deuteron
case. In addition, the protons in the torlon target cups be-
came polarized once the electron beam created paramagnetic
centers in that material. This led to a 3% correction of the
proton polarization. The polarization values were also cor-
rected for effects arising from inhomogeneities in target po-
larization due to local beam heating as discussed below.

The average polarizations for the entire experiment were
0.70 with a relative precision of 2.5% for the proton and 0.25
with a relative precision of 4% for the deuteron.

3. Beam heating corrections

As the beam passes through the polarized target, the tem-
perature of the ammonia granules increases, and the polar-
ization drops. By rastering the beam over the face of the
target, this depolarization effect is greatly reduced. The av-
erage polarization measured by the standard NMR technique
is generally not the same as what the beam sees locally. One
reason for this is that ammonia granules outside the raster
radius do not experience the same depolarization from beam
heating as the granules inside the raster radius. The measured
polarization, however, reflects a combined polarization of all
the target granules. Another reason is that the polarization
during the beam spill may be lower than during the time
between spills when no beam heats the target. This latter
effect has been studied in detail@102# and has been shown to
be very small. Hence, it has been neglected in the present
analysis.

If z is the relative contribution of the rastered granules to
the NMR signal, then

Pm5zPT1~12z!Pi , ~36!

wherePi is the initial polarization with no incident beam,Pm
is the measured polarization with incident beam, andPT is
the true polarization of the rastered granules. We define a
correction to the measured polarizationCheat as

12Cheat[PT /Pm5
Pm2~12z!Pi

zPm
. ~37!

The parameterz depends on the geometry of the NMR coils,
which is different for NH3 and ND3 targets, and on the di-
rection of the target polarization~longitudinal or transverse!.
Values forPi , Pm , PT , z, andCheat and the corresponding
errors are given in Table II for a maximum beam intensity of
43109 electrons/pulse. The errors onz include uncertainties
for the target granule settling effect and for the rastering
radius due to the finite size of the beam spot. For the ND3
targets there is an additional uncertainty in the diameter of
the 4 turns of the NMR coil. The corresponding corrections
at other beam intensities can be extracted using the knowl-
edge that the measured target depolarization is proportional
to beam intensity.

E. Spectrometers

Two large acceptance spectrometers@103#, situated at
4.5° and 7.0°, were used to detect the electrons scattered
from the polarized target. The momentum acceptance of each
spectrometer arm ranged from 7 to 20 GeV/c. Each spec-
trometer contained two dipole magnets, bending in opposite
directions in the vertical plane, two gas threshold Cˇ erenkov
detectors, two scintillation hodoscope packages, each con-
sisting of several planes, and an array of lead glass total

FIG. 10. The polarization history over the course of a few days
is shown as a function of received charge for~a! proton and~b!
deuteron targets.
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absorption shower counters which were 24 radiation lengths
in depth. The 4.5° spectrometer also contained a quadrupole
magnet which was needed to spread the scattered electrons
over a larger detector area. A schematic of the spectrometers
is shown in Fig. 11.

The two-bend design was chosen to have maximum ac-
ceptance over a wide momentum range, and to shield the
detectors from the considerable photon background produced
by the electron beam interacting in the thick target. The Cˇ er-
enkov detectors allowed discrimination against a large pion
background. The hodoscopes were used to reconstruct the
trajectory of each particle, which in turn could be used to
determine the momentum and other kinematic variables. Fi-
nally the shower array provided the energy measurement as
well as particle identification information.

The spectrometers were almost identical to those used in
the E142 experiment@10#. The magnets, however, were op-
erated at somewhat higher fields to accommodate the larger
momenta of scattered electrons due to the higher beam en-
ergy. Also, the hodoscopes were modified to handle a higher
instantaneous rate.

The two scintillator hodoscope arrays provided the track
information of the incident particles for each spectrometer,
and consisted of horizontal (y), vertical (x), and slanting
(u) planes of fingers. The upstream hodoscope array con-
tained four planes:u, x, and twoy; the downstream hodo-
scope array contained anx, y, andu plane. The firsty plane
in each hodoscope array consisted of scintillator elements of
3.0 cm width, while the elements of the secondy plane in the

upstream hodoscopes were 4.76 cm wide. The elements in
the firstx plane of the 4.5° spectrometer were 2.0 cm wide,
and the remainingx plane elements were 3.0 cm wide. Theu
planes contained elements that were 4.5 cm and 7.5 cm wide
for the front and back hodoscopes respectively. Within each
plane the hodoscope fingers overlapped by 1/3 of the width
on both edges, resulting in a bin width of 1/3 of the element
width. The moderately fine hodoscope segmentation~;210
scintillator elements per spectrometer! was chosen to tolerate
the large photon and neutron backgrounds and to reconstruct
with sufficient resolution the trajectory of the scattered par-
ticles. The signal from each finger was discriminated and fed
into a multi-hit TDC which recorded all signals in a 100 ns
window around each trigger.

The separation of the two hodoscopes was 5.0 m in the
4.5° spectrometer arm and 5.1 m in the 7.0° arm. The scat-
tering angle resolution at the target in the non-bend plane
was 0.3 mrad for both spectrometers, whereas for the bend
plane, it was60.9 mrad for the 4.5° arm and60.3 mrad for
the 7.0° arm. The ideal momentum resolution was dependent
on the absolute value of momentum and varied from60.3%
to 63.2% for the 4.5° arm and from60.6% to63.8% for
the 7.0° arm.

The upstream Cˇ erenkov counters were 2.24 m long alu-
minum tanks filled with nitrogen gas at a pressure of 6.3 psi
for a pion threshold of 9 GeV, and the downstream counters
were 4.3 m tanks containing nitrogen at 3.0 psi for a 13 GeV
pion threshold. Pions below these threshold momenta did not
emit Čerenkov light. The shorter tanks had inner radii of 60
cm and effective radiator lengths of 2.0 m, while the larger
tanks had inner radii of 80 cm to cover the large spectrom-
eter acceptances, and had effective radiator lengths of 4.0 m.
To minimize d-ray production and multiple scattering ef-
fects, thin tank entrance/exit windows were made from 1 mm
thick aluminum.

Inside the tanks, spherical mirrors were positioned to re-
flect all of the emitted Cˇ erenkov light back onto a single
Hamamatsu R1584-01 five-inch photomultiplier tube coated
with a p-terphenyl wavelength shifter and maintained at a
base voltage of22600 V. The mirrors had a radius of cur-
vature of 1.63 m and 1.2 m for the large and small counters,
respectively, and had reflectivity close to 90%. The large
counters contained three mirrors vertically stacked and
mounted on an adjustable frame for focusing purposes, and
the small counters contained two mirrors mounted similarly.
Signals from each photomultiplier tube were discriminated at
four levels corresponding to 0.6, 1.5, 3, and 4 photoelectrons
and fed into four channels of multi-hit TDC’s as well as an
ADC.FIG. 11. A schematic of the E142/E143 spectrometer layout.

TABLE II. Beam heating correction results at beam intensity of 43109 electrons/pulse.

Target NH3 NH3 ND3 ND3

Polarization Long. Tran. Long. Tran.

Pi ~%! 7561.9 7561.9 3061.2 3061.2

Pm ~%! 68.361.7 68.561.7 24.961.0 24.861.0

z 0.92460.029 0.90360.033 0.91260.023 0.93160.021

PT ~%! 67.761.7 67.861.7 24.461.0 24.461.0

Cheat 0.008160.0036 0.010360.0040 0.019760.0064 0.015760.0053
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An electromagnetic shower calorimeter was positioned at
the downstream end of each spectrometer. Each detector
consisted of two hundred 6.236.2375.0 cm Schott type F2
lead glass blocks stacked 10 wide and 20 high in a fly’s eye
configuration. The glass had a radiation length of 3.17 cm
and refractive index of 1.58. The incident electrons created
showers via bremsstrahlung ande1/e2 pair production in
the lead glass. Electrons~and positrons! produced Cˇ erenkov
light in an amount proportional to the incident energy. The
light was collected by phototubes attached to the back of the
glass. To monitor the blocks, a high intensity Xe flash lamp
system~Hamamatsu L2360! was installed in each calorim-
eter. The lamp delivered a luminous signal to each block via
plastic optical fibers. The signal from one of the fibers, as
well as that from a241Am source, was read out by a moni-
toring photomultiplier tube and sent to ADCs to detect pos-
sible Xe lamp intensity fluctuations and to monitor ADC
gain changes by looking at shifts in averaged signals.

F. Trigger

The trigger consisted of a triple coincidence between dis-
criminated signals from the two Cˇ erenkov counters and the
analogue sum of the shower counter elements. The shower
discriminator threshold was set to be greater than 99% effi-
cient for the lowest energy electrons and the Cˇ erenkov
thresholds were set to be efficient for one photoelectron sig-
nals. Up to four triggers could be generated in each beam
spill. Each shower and Cˇ erenkov counter signal was fanned
out to four separate ADCs, and each trigger gated a different
set of these ADCs. The detector signals to the multi-hit
TDC’s were filtered by a sub-trigger to reduce noise hits.
Additional triggers were used to record a small fraction of
the pions and to measure detector efficiencies.

G. Data acquisition

The data acquisition~DAQ! was distributed over a num-
ber of computers linked together by an ethernet-based net-
work which implemented DECnet for communications. The
distributed nature of the DAQ allowed us to build a system
which could service interrupts at 120 Hz, read typically 3 KB
of data for each interrupt, write data to tape at a sustained
rate of nearly 300 KB/sec, control the electron beam position
on target on a pulse-to-pulse basis, and analyze a substantial
fraction of the event data online.

A VAX4000.200 qbus computer, referred to as real time
front end~RTFE!, was interrupted at 120 Hz, read data from
three CAMAC branches, built an event, and then sent it via
network to the data logger computer, a VAX4000.60 work-
station. The RTFE ran an application which was developed
with DEC’s VAXeln development toolkit. The VAXeln ap-
plication was able to access hardware resources more effi-
ciently than usually possible under the DEC VMS operating
system. Also, task scheduling was under programmer con-
trol. The data logger computer controlled two SCSI
EXB8500 Exabyte tape drives. Event data received from the
RTFE were packed into record-size buffers~approximately
32 KB in size! and written to tape. The data logger computer
also distributed a sample of the event data via network to two

VAX4000.60 workstations, one for online data analysis in
each spectrometer. The event data were analyzed and various
histograms and tables were presented for viewing in X11/
Motif windows. Special purpose analyses could be per-
formed by other VAX workstations which connected to the
network. The electron beam was monitored and controlled
by a microVAX II computer which, like the RTFE, was
loaded with a VAXeln application specially developed for
this task. A VAX cluster boot node, VAX4000.300 com-
puter, was used to control, monitor, and log information on
the spectrometer magnets and their power supplies, detector
high voltage power supplies, NIM and CAMAC crate volt-
ages, scalers, target parameters, pedestals, etc.

IV. DATA ANALYSIS

A. Event selection

Events which produced a trigger were further analyzed to
identify electrons amid a background of mostly pions, and to
determine the energy, momentum, and scattering angle. Raw
asymmetries were then formed from the number of scattered
electrons coming from each of the two states of incident
electron polarization directions. These asymmetries are a
function of x, Q2, and beam energy.

Particle tracking was performed using the spatial and tim-
ing information provided by the hodoscopes and shower
counter. Once a track was found, the particle’s momentum
and scattering angle were reconstructed. The efficiency of
the hodoscope package was found to be 91% for the 4.5°
spectrometer and 96% for the 7.0° spectrometer. The track-
ing efficiency was about 98% for the 4.5° and 99% for the
7° spectrometer. The hodoscope and tracking efficiencies
were worse for the small angle spectrometer due to the
higher count rate.

The shower counter was used to measure the energy de-
posited by the incident particle and to provide electron iden-
tification. In order to use the shower counter for energy mea-
surements, it was necessary to calibrate each block for
differences in phototube, lead glass, and ADC channel re-
sponses to the electrons. This was achieved using clean elec-
tron events which were selected using knowledge from the
other detectors. In an iterative process, a set of calibration
constants for the glass blocks was determined by requiring
that the total energy of the cluster be equal, on average, to
the momentum of the event.

Once calibrated, the shower counter was used to select
electrons by comparing the energy of the particle as mea-
sured by the shower counter (E8) to the momentum of the
particle as measured by the hodoscope tracking system (P).
Rejection of pions was achieved since typically electrons de-
posit all of their energy in the shower counter while pions do
not. Thus, the electron events had anE8/P peak centered
around unity, whereas theE8/P values for pions were in
general much less than one. By making a cut around the
electron peak of 0.8,E8/P,1.25, we were able to reject the
majority of pion contaminants left in our data sample. The
E8/P requirement was approximately 96% efficient for elec-
trons, and left a pion contamination of less than 1%. A
sample plot ofE8/P for this experiment is shown in Fig. 12.
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Electrons could also be identified over pions using the
spatial profile of the shower formed by the incident particle.
These profiles vary significantly depending on the type of
incident particle. In particular, pion shower clusters are much
smaller than electron clusters, and many of them are fully
contained in one block. Electron clusters are typically con-
tained in nine glass blocks. For electrons, the central block
contained 50% to 90% of the energy and the eight neighbors
contained the rest. We used a shower counter neural network
algorithm @104# which modeled a typical electron cluster
profile to determine which events were electron events and
which were background. The neural network was approxi-
mately 98% efficient for identifying electrons and left a pion
contamination of about 0.5%.

To further ensure a clean electron sample, spatial, timing,
and pulse height cuts were made. A cut requiring a minimum
Čerenkov ADC pulse height of 40~more than two photoelec-
trons! was made yielding an efficiency of 95–99 % for the
four counters. Next, we required that the track used for the
momentum measurement was within 40 mm, horizontally
and vertically, of the cluster from the shower counter that
was used for the energy measurement. The track and the
cluster were required to be within 10 ns of each other, and
the track was required to point back to the target to within 13
mm to eliminate bad tracks. In addition, the few events with
clusters on the outer edges of the shower counter were re-
jected due to the possibility of energy leakage from the sides
of the counter.

B. Asymmetries and corrections

Electrons passing the event selection cuts were binned in
x such that the resolution inx was slightly finer than the
binning. The electrons were also tagged according to their
relative target and beam helicity states,N↑↓(↑↑), and which
spectrometer they entered. The asymmetriesAi andA' were
formed:

TABLE III. Proton Ai andA' results with statistical errors for
E529.1 GeV at the measuredQ2 in (GeV/c)2. Also shown are the
radiative correctionsArc

i andArc
' which were applied to the data.

x ^Q2& Ai Arc
i A' Arc

'

u54.5°
0.028 1.17 20.02660.054 0.014 0.03160.063 0.004
0.031 1.27 0.04860.026 0.014 0.01060.032 0.004
0.035 1.40 0.09160.019 0.013 0.01260.024 0.004
0.039 1.52 0.06060.016 0.012 0.00760.020 0.004
0.044 1.65 0.07660.015 0.011 0.00460.018 0.004
0.049 1.78 0.08360.014 0.010 0.00860.017 0.004
0.056 1.92 0.08260.013 0.009 0.00360.016 0.004
0.063 2.07 0.08260.012 0.008 0.01460.015 0.004
0.071 2.22 0.08660.011 0.007 0.01260.014 0.004
0.079 2.38 0.10260.012 0.006 20.00960.014 0.004
0.090 2.53 0.08160.012 0.005 20.00660.014 0.004
0.101 2.69 0.11460.012 0.004 0.00460.014 0.004
0.113 2.84 0.10860.013 0.004 20.01260.015 0.004
0.128 3.00 0.09760.013 0.003 0.01060.015 0.004
0.144 3.15 0.08660.013 0.003 20.03160.015 0.004
0.162 3.30 0.11360.013 0.003 0.02360.016 0.004
0.182 3.45 0.11060.014 0.002 20.02160.016 0.004
0.205 3.59 0.09760.014 0.002 0.04360.017 0.004
0.230 3.73 0.11860.015 0.002 20.00560.018 0.004
0.259 3.85 0.10760.015 0.002 0.01760.019 0.004
0.292 3.98 0.09660.016 0.002 20.05560.020 0.004
0.329 4.09 0.11060.018 0.002 20.00560.022 0.004
0.370 4.20 0.08060.020 0.002 0.01260.024 0.003
0.416 4.30 0.14060.023 0.002 0.00260.028 0.003
0.468 4.40 0.14060.026 0.002 20.04860.032 0.003
0.526 4.47 0.13460.031 0.002 20.03760.038 0.002
0.592 4.55 0.06660.037 0.003 20.02960.045 0.002
0.666 4.63 0.07560.045 0.000 20.01360.055 0.002
0.749 4.70 0.12860.062 20.007 20.11460.074 0.004

u57.0°
0.071 2.91 0.26160.095 0.018 20.12260.102 0.006
0.079 3.17 0.15960.043 0.015 20.00260.049 0.006
0.090 3.48 0.11560.029 0.012 0.04060.034 0.006
0.101 3.79 0.14360.024 0.010 20.01660.027 0.006
0.113 4.11 0.15860.022 0.008 0.01160.025 0.006
0.128 4.43 0.16460.021 0.006 20.02660.023 0.006
0.144 4.78 0.15960.020 0.005 0.00760.022 0.006
0.162 5.13 0.17160.019 0.004 0.01860.021 0.006
0.182 5.49 0.19260.019 0.003 0.05260.021 0.006
0.205 5.86 0.21560.019 0.003 0.01260.021 0.006
0.230 6.24 0.15060.019 0.002 0.00760.022 0.006
0.259 6.60 0.25060.020 0.002 0.00160.022 0.006
0.292 6.97 0.19760.021 0.002 20.02360.023 0.005
0.329 7.34 0.19560.022 0.002 20.01260.025 0.005
0.370 7.69 0.19060.024 0.002 20.01860.027 0.005
0.416 8.04 0.24460.026 0.002 20.00960.030 0.004
0.468 8.37 0.22360.030 0.002 0.00560.034 0.004
0.526 8.68 0.23360.034 0.002 20.01560.039 0.003
0.592 8.99 0.22460.041 0.002 20.01160.047 0.003
0.666 9.26 0.15560.051 0.002 20.09360.063 0.002
0.749 9.53 0.22360.069 0.005 20.09760.094 0.001

FIG. 12. Sample plot of events versus the ratio of energy to
momentum as measured by the shower counter and tracking, re-
spectively. The electron events are peaked at unity. The lower en-
ergy background pion events are removed when all cuts are applied
to the data.
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TABLE IV. Proton Ai results with statistical errors for
E516.2 GeV at the measuredQ2 in (GeV/c)2. Also shown are the
radiative correctionsArc

i which were applied to the data.

x ^Q2& Ai Arc
i

u54.5°
0.022 0.47 0.02360.024 0.005
0.024 0.51 0.06660.019 0.005
0.027 0.55 0.05860.018 0.005
0.031 0.59 0.05460.016 0.005
0.035 0.64 0.03660.015 0.005
0.039 0.68 0.04160.014 0.005
0.044 0.73 0.05160.013 0.005
0.049 0.78 0.07460.012 0.005
0.056 0.83 0.05260.012 0.004
0.063 0.88 0.06860.012 0.004
0.071 0.92 0.04360.012 0.004
0.079 0.97 0.04660.012 0.003
0.090 1.01 0.06260.012 0.003
0.101 1.06 0.07160.012 0.003
0.113 1.10 0.04960.012 0.003
0.128 1.14 0.06060.012 0.002
0.144 1.18 0.05660.012 0.002
0.162 1.22 0.06860.013 0.002
0.182 1.26 0.05160.013 0.002
0.205 1.29 0.06060.013 0.002
0.230 1.32 0.04760.014 0.002
0.259 1.35 0.04160.014 0.002
0.292 1.38 0.05560.015 0.002
0.329 1.40 0.04360.016 0.003
0.370 1.43 0.05560.017 0.003
0.416 1.45 0.07960.019 0.000
0.468 1.46 0.09460.021 0.003
0.527 1.48 0.08260.024 0.010
0.593 1.49 0.08960.028 0.004
0.668 1.51 0.05260.031 20.009
0.752 1.52 0.25860.449 20.029

u57.0°
0.044 0.98 0.07260.390 0.012
0.049 1.06 0.05560.078 0.012
0.056 1.16 0.09160.043 0.011
0.063 1.26 0.03460.031 0.010
0.071 1.37 0.09260.026 0.009
0.079 1.47 0.08260.023 0.008
0.090 1.58 0.11360.022 0.007
0.101 1.69 0.10160.021 0.006
0.113 1.80 0.10860.019 0.005
0.128 1.91 0.11560.018 0.005
0.144 2.03 0.12060.018 0.004
0.162 2.14 0.10360.017 0.003
0.182 2.26 0.10560.018 0.003
0.205 2.36 0.11660.018 0.003
0.230 2.47 0.13660.018 0.002
0.259 2.57 0.16560.019 0.002
0.292 2.67 0.15960.019 0.002
0.329 2.76 0.12760.020 0.002
0.370 2.85 0.15760.022 0.002
0.416 2.94 0.14260.023 0.003
0.468 3.02 0.15060.025 0.003
0.527 3.08 0.12760.029 0.004
0.593 3.15 0.07060.032 20.001
0.668 3.21 0.13660.038 0.003
0.752 3.27 20.28060.242 0.009

TABLE V. Proton Ai results with statistical errors for
E59.7 GeV at the measuredQ2 in (GeV/c)2. Also shown are the
radiative correctionsArc

i which were applied to the data.

x ^Q2& Ai Arc
i

u54.5°
0.028 0.28 0.02160.046 0.003
0.031 0.30 0.02160.022 0.002
0.035 0.31 0.04860.019 0.002
0.039 0.33 0.01160.017 0.002
0.044 0.35 0.04660.016 0.001
0.049 0.36 0.04360.016 0.001
0.056 0.38 0.04060.015 0.001
0.063 0.40 0.02660.015 0.001
0.071 0.41 0.03060.015 0.001
0.080 0.43 0.03260.015 0.001
0.090 0.44 0.01860.014 0.000
0.101 0.45 0.02460.014 0.000
0.113 0.47 0.04160.013 0.000
0.128 0.48 0.00260.013 0.000
0.144 0.49 0.00260.013 0.000
0.162 0.50 0.01860.013 0.000
0.182 0.51 0.02460.013 20.002
0.205 0.52 0.01560.013 20.008
0.231 0.53 0.05460.014 20.004
0.259 0.53 0.04760.014 0.015
0.292 0.54 0.05160.016 0.014
0.329 0.55 0.02060.018 0.001
0.370 0.55 20.00260.019 20.007
0.417 0.56 20.00460.021 20.015
0.469 0.56 20.03460.021 20.020
0.527 0.57 0.00760.029 20.034
0.594 0.57 20.01360.064 20.043
0.669 0.57 0.01060.179 20.039
0.753 0.58 0.02160.214 20.036
0.847 0.58 0.03160.257 20.032

u57.0°
0.063 0.60 20.01360.093 0.003
0.071 0.64 0.03160.038 0.003
0.080 0.69 0.07660.025 0.003
0.090 0.74 0.06460.019 0.003
0.101 0.78 0.05760.016 0.003
0.113 0.82 0.07360.015 0.003
0.128 0.86 0.04860.015 0.003
0.144 0.90 0.04760.014 0.002
0.162 0.93 0.06560.013 0.002
0.182 0.97 0.08760.013 0.002
0.205 1.00 0.06860.013 0.002
0.231 1.03 0.08460.013 0.002
0.259 1.06 0.07060.013 0.003
0.292 1.09 0.05560.013 0.004
0.329 1.12 0.08860.014 0.005
0.370 1.14 0.08860.014 20.004
0.417 1.16 0.08260.016 0.001
0.469 1.18 0.08460.016 0.018
0.527 1.21 0.08660.018 0.010
0.594 1.22 20.00160.018 20.004
0.669 1.23 0.02260.018 20.026
0.753 1.25 20.04460.047 20.061
0.847 1.26 20.01860.149 20.064
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TABLE VI. DeuteronAi and A' results with statistical errors
for E529.1 GeV at the measuredQ2 in (GeV/c)2. Also shown are
the radiative correctionsArc

i and Arc
' which were applied to the

data.

x ^Q2& Ai Arc
i A' Arc

'

u54.5°
0.028 1.17 20.04260.075 20.004 20.13860.175 0.002
0.031 1.27 0.03560.030 20.004 20.11460.146 0.002
0.035 1.40 0.00460.021 20.004 0.06060.083 0.002
0.039 1.52 0.04360.019 20.004 0.03860.046 0.002
0.044 1.65 20.01160.017 20.004 0.05060.038 0.002
0.049 1.78 20.00960.016 20.004 0.02260.034 0.002
0.056 1.92 0.01260.015 20.003 20.04360.031 0.002
0.063 2.07 0.01060.014 20.003 20.04060.029 0.002
0.071 2.22 0.01460.013 20.003 0.00960.028 0.002
0.079 2.38 0.02360.013 20.003 20.00960.029 0.002
0.090 2.53 0.03860.014 20.003 0.03260.029 0.002
0.101 2.69 0.02860.014 20.003 20.03160.030 0.002
0.113 2.84 0.03760.015 20.002 0.01260.031 0.002
0.128 3.00 0.07960.015 20.002 20.00160.032 0.002
0.144 3.15 0.05360.016 20.002 20.02360.033 0.002
0.162 3.30 0.04660.016 20.001 0.04360.035 0.002
0.182 3.45 0.05460.017 20.001 20.04260.036 0.002
0.205 3.59 0.04960.017 0.000 20.01360.038 0.002
0.230 3.73 0.02060.019 0.000 0.00860.040 0.002
0.259 3.85 0.02160.020 0.000 0.09560.043 0.002
0.292 3.98 0.05460.021 0.001 20.01660.047 0.002
0.329 4.09 0.07860.023 0.001 20.02560.052 0.002
0.370 4.20 0.07260.026 0.001 20.02660.059 0.002
0.416 4.30 0.06360.030 0.001 20.05060.068 0.001
0.468 4.40 0.01060.036 0.001 20.07160.081 0.001
0.526 4.47 0.06560.043 0.001 0.07760.098 0.001
0.592 4.55 0.05760.052 0.001 20.11660.120 0.001
0.666 4.62 0.02360.066 20.002 0.16060.150 0.002
0.749 4.70 20.19060.091 20.006 0.15060.203 0.004

u57.0°
0.071 2.91 0.04460.108 20.004 0.08860.237 0.003
0.079 3.17 20.02060.049 20.004 0.08160.094 0.003
0.090 3.48 0.04460.033 20.004 20.02460.062 0.003
0.101 3.79 0.04460.027 20.004 0.07560.050 0.003
0.113 4.11 0.02360.025 20.004 20.03660.046 0.003
0.128 4.44 0.05360.023 20.003 20.01460.043 0.003
0.144 4.78 0.11060.023 20.003 20.03860.041 0.003
0.162 5.13 0.05160.022 20.003 20.02760.041 0.003
0.182 5.49 0.13360.022 20.002 0.03560.040 0.003
0.205 5.86 0.06760.022 20.002 20.08560.041 0.003
0.230 6.23 0.08860.023 20.001 20.05660.043 0.003
0.259 6.60 0.05160.024 0.000 0.06560.045 0.003
0.292 6.97 0.10260.026 0.000 20.02860.048 0.003
0.329 7.33 0.10860.028 0.001 20.03460.052 0.002
0.370 7.69 0.14360.030 0.001 20.02460.057 0.002
0.416 8.03 0.08960.034 0.001 20.01860.064 0.002
0.468 8.37 0.12560.039 0.000 20.00360.073 0.002
0.526 8.67 0.17260.046 0.000 20.02360.086 0.002
0.592 8.98 0.09460.056 20.001 0.23560.108 0.002
0.666 9.26 0.08660.070 20.001 20.12560.147 0.002
0.749 9.52 0.19360.096 0.000 20.06860.212 0.002

TABLE VII. Deuteron Ai results with statistical errors for
E516.2 GeV at the measuredQ2 in (GeV/c)2. Also shown are the
radiative correctionsArc

i which were applied to the data.

x ^Q2& Ai Arc
i

u54.5°
0.022 0.47 20.01860.064 20.006
0.024 0.51 20.03560.049 20.006
0.027 0.55 20.01260.045 20.005
0.031 0.59 0.01260.041 20.005
0.035 0.64 20.00960.038 20.004
0.039 0.68 0.05660.034 20.004
0.044 0.73 20.02160.028 20.004
0.049 0.78 0.04660.026 20.003
0.056 0.83 0.00360.025 20.003
0.063 0.87 0.02160.025 20.003
0.071 0.92 0.02660.025 20.003
0.079 0.97 20.01660.025 20.002
0.090 1.01 0.03860.025 20.002
0.101 1.06 0.01960.025 20.002
0.113 1.10 0.01660.025 20.001
0.128 1.14 0.06360.025 20.001
0.144 1.18 0.05060.025 20.001
0.162 1.22 20.02560.025 20.001
0.182 1.25 0.04360.026 0.000
0.205 1.29 0.04260.027 0.000
0.230 1.32 0.01660.027 0.000
0.259 1.35 0.02260.029 0.001
0.292 1.37 0.06260.031 0.001
0.329 1.40 0.02360.033 0.001
0.370 1.42 20.03160.036 0.001
0.416 1.44 0.01360.040 20.001
0.468 1.46 0.08960.045 0.001
0.527 1.48 0.01460.053 0.003
0.593 1.49 0.07160.063 20.002
0.668 1.50 0.03760.076 20.013

u57.0°
0.049 1.06 20.07560.201 20.005
0.056 1.16 0.06260.106 20.005
0.063 1.26 20.00360.075 20.004
0.071 1.36 0.05460.060 20.004
0.079 1.47 20.07360.054 20.004
0.090 1.58 0.12160.049 20.004
0.101 1.69 0.05460.046 20.003
0.113 1.80 0.02760.041 20.003
0.128 1.91 0.01860.038 20.002
0.144 2.03 0.03960.036 20.002
0.162 2.14 0.06060.036 20.002
0.182 2.25 0.09760.036 20.001
0.205 2.36 0.04560.036 20.001
0.230 2.47 0.04160.038 0.000
0.259 2.57 0.04160.039 0.000
0.292 2.67 0.11560.040 0.001
0.329 2.76 0.16060.042 0.001
0.370 2.85 0.03960.045 0.001
0.416 2.93 0.05560.049 0.001
0.468 3.01 0.16860.054 0.001
0.527 3.08 0.13960.062 0.001
0.593 3.15 0.05560.073 20.002
0.668 3.21 20.01360.088 20.001
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Ai~or A'!5C1S 1

f PbPt

NL2NR

NL1NR
2C2D1Arc . ~38!

Here f is the dilution factor,Pb and Pt are the beam and
target polarizations,Arc is the radiative correction to the
asymmetry, andC1(2) are the corrections needed due to the
presence of nitrogen in the targets, withC2 disappearing for
the proton target. These corrections are discussed in more
detail below. HereNL(R) is the number of left or right-
handed helicity events corrected as

NL~R!5NL~R!
~raw!

dL~R!

QL~R!
~39!

where dL(R) is the appropriate dead time correction and
QL(R) is the appropriate incident charge.

1. Polarized nitrogen and residual proton corrections

In measuring the proton and the deuteron asymmetries, it
was necessary to correct for events which scattered from
other polarizable nuclei in the target aside from the desired
protons or deuterons@105#. The targets were made of15NH3
and15ND3, and both the15N and the'2% contamination of
14N were polarizable. In addition, the15ND3 target contained
'1.5% of unsubstituted or residual polarizable protons from
15NH3.

The polarization of15N and the residual protons was mea-
sured after the experiment. The unpaired proton in15N con-
tributes to the measured proton asymmetry proportionally to
the nitrogen polarization and with a negative sign because of
the negative magnetic moment of15N. For the target material
15NH3, the following fit was used to express the15N polar-
ization PN in terms of the polarization of the protonsPp :

PN50.136Pp20.183Pp
210.335Pp

3'0.12. ~40!

The correctionC1
p to the proton asymmetry (C2

p50) which
is referred to in Eq.~38! is given by

C1
p512

1

3

1

3

PN

Pp
gEMC~x!'0.98. ~41!

HeregEMC(x) is the correction for the European Muon Col-
laboration~EMC! effect @106# taken at atomic mass number
15. The first factor2 1

3 comes from Clebsch-Gordan coeffi-
cients involving the nitrogen wave function. The second fac-
tor 1

3 reflects the fact that ammonia has three hydrogen atoms
for each nitrogen atom. The error on the second term inC1

p

was estimated to be about 20% relative which yields a sys-
tematic error of 0.004 onC1

p . Here the contribution of14N to
the asymmetry was neglected.

For the target material15ND3, the corrections were more
complicated because they account for both the residual pro-
tons and the unpaired proton in the15N. For each case, the
correction involved the measured proton asymmetry.

The 15N polarizationPN is given by

PN520.40Pd , ~42!

TABLE VIII. Deuteron Ai results with statistical errors for
E59.7 GeV at the measuredQ2 in (GeV/c)2. Also shown are the
radiative correctionsArc

i which were applied to the data.

x ^Q2& Ai Arc
i

u54.5°
0.028 0.28 0.05360.069 20.005
0.031 0.30 20.06760.034 20.005
0.035 0.31 20.01460.028 20.004
0.039 0.33 0.01760.025 20.004
0.044 0.35 0.00160.024 20.004
0.050 0.36 0.02260.023 20.004
0.056 0.38 20.01760.022 20.003
0.063 0.40 20.00260.021 20.003
0.071 0.41 0.03260.022 20.003
0.080 0.43 20.00460.022 20.003
0.090 0.44 0.00860.021 20.002
0.101 0.45 0.03860.020 20.002
0.113 0.47 20.00260.019 20.002
0.128 0.48 20.01760.019 20.002
0.144 0.49 20.00460.019 20.002
0.162 0.50 0.01560.019 20.002
0.182 0.51 0.02860.019 20.002
0.205 0.52 0.01260.020 20.005
0.231 0.53 0.01660.021 20.003
0.259 0.53 0.00960.022 0.005
0.292 0.54 0.02860.024 0.005
0.329 0.55 0.03160.026 20.004
0.370 0.55 20.03260.027 20.009
0.417 0.56 0.02960.030 20.014
0.469 0.56 20.03960.032 20.019
0.527 0.57 20.00560.045 20.029
0.594 0.57 20.00860.074 20.036
0.669 0.57 20.02160.110 20.039
0.753 0.58 0.00160.117 20.042
0.847 0.58 0.01060.142 20.046

u57.0°
0.063 0.60 0.11660.133 20.005
0.071 0.64 20.03660.054 20.005
0.080 0.69 0.01360.037 20.004
0.090 0.74 20.01360.028 20.003
0.101 0.78 0.01660.024 20.003
0.113 0.82 0.02460.022 20.003
0.128 0.86 0.05260.021 20.002
0.144 0.90 0.01260.020 20.002
0.162 0.93 0.03660.020 20.001
0.182 0.97 0.02760.019 20.001
0.205 1.00 0.00560.019 0.000
0.231 1.03 0.04460.019 0.000
0.259 1.06 0.01960.020 0.001
0.292 1.09 0.02160.020 0.002
0.329 1.12 0.03460.021 0.002
0.370 1.14 0.03660.022 20.003
0.417 1.16 0.06860.023 20.001
0.469 1.19 0.02060.025 0.007
0.527 1.21 0.02460.029 0.001
0.594 1.22 0.02260.033 20.011
0.669 1.24 0.02860.039 20.029
0.753 1.25 0.00060.068 20.054
0.847 1.26 20.01860.118 20.066
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TABLE IX. Results forg1 /F1 in the DIS region (W2>4 GeV2). There is an additional normalization uncertainty due to beam and target
polarization shown in Table XV.

x ^Q2& E~GeV! g1
p/F1

p6stat6syst g1
d/F1

d6stat6syst g1
n/F1

n6stat6syst

0.024 0.51 16.2 0.09260.02760.014 20.04860.06860.009 20.20560.15360.023
0.027 0.55 16.2 0.08660.02660.013 20.01860.06560.009 20.13160.14660.022
0.027 1.17 29.1 20.03260.06860.010 20.05860.09260.009 20.09960.22560.020
0.031 0.59 16.2 0.08460.02660.012 0.01960.06560.008 20.04860.14460.020
0.031 1.27 29.1 0.06460.03460.009 0.04160.04060.008 0.02160.09560.019
0.035 0.31 9.7 0.09660.03760.018 20.02760.05560.008 20.16160.12560.024
0.035 0.64 16.2 0.05960.02460.011 20.01560.06260.007 20.09760.13960.018
0.035 1.40 29.1 0.12360.02560.008 0.00860.02960.007 20.11560.06960.017
0.039 0.33 9.7 0.02460.03760.018 0.03560.05360.008 0.05060.12260.024
0.039 0.68 16.2 0.07260.02460.011 0.09960.06060.007 0.14060.13660.017
0.039 1.52 29.1 0.08360.02360.008 0.06260.02660.007 0.04960.06360.016
0.044 0.35 9.7 0.10660.03760.019 0.00360.05460.008 20.10960.12660.024
0.044 0.73 16.2 0.09660.02360.011 20.03860.05260.006 20.19160.12060.017
0.044 0.98 16.2 0.09760.52060.010 20.94361.29660.008 22.22262.96460.019
0.044 1.65 29.1 0.11060.02160.008 20.01360.02560.006 20.15060.06060.014
0.049 0.36 9.7 0.10860.03960.020 0.05560.05760.008 0.00360.13460.025
0.049 0.78 16.2 0.14760.02460.011 0.09260.05260.006 0.04560.12160.016
0.049 1.06 16.2 0.07860.10960.010 20.10460.28060.008 20.32160.64660.018
0.049 1.78 29.1 0.12560.02060.008 20.01360.02460.005 20.16860.05860.013
0.056 0.38 9.7 0.10860.04160.021 20.04560.05960.008 20.22160.14160.027
0.056 0.57 9.7 20.21461.89160.014 2.99262.46560.007 7.02865.97760.020
0.056 0.83 16.2 0.11060.02560.011 0.00760.05460.006 20.10660.12760.016
0.056 1.16 16.2 0.13260.06360.010 0.09160.15360.007 0.06060.35760.017
0.056 1.92 29.1 0.13060.02060.008 0.01660.02360.005 20.10960.05860.012
0.063 0.40 9.7 0.07860.04360.022 20.00660.06260.009 20.10160.14960.029
0.063 0.60 9.7 20.02460.17760.014 0.22160.25260.007 0.53160.60960.019
0.063 0.87 16.2 0.15760.02760.012 0.04960.05760.005 20.06460.13560.016
0.063 1.26 16.2 0.05260.04660.009 20.00460.11260.006 20.06860.26260.015
0.063 2.07 29.1 0.13860.02060.008 0.01460.02360.004 20.12360.05760.011
0.063 2.69 29.1 1.13860.83360.009 20.44662.06060.006 22.31864.85760.016
0.071 0.41 9.7 0.09660.04960.023 0.10460.07060.011 0.12960.17160.032
0.071 0.64 9.7 0.06460.07760.014 20.07260.10960.006 20.24060.26760.019
0.071 0.92 16.2 0.10760.02960.012 0.06460.06160.005 0.02660.14560.016
0.071 1.36 16.2 0.14460.04160.009 0.08560.09560.005 0.03360.22560.014
0.071 2.22 29.1 0.15060.02060.008 0.02560.02360.004 20.11460.05960.011
0.071 2.91 29.1 0.32460.12160.010 0.06360.13960.006 20.22360.35360.015
0.079 0.43 9.7 0.11360.05360.025 20.01460.07560.014 20.16160.18560.038
0.079 0.69 9.7 0.16460.05360.014 0.02960.07860.006 20.12160.19460.019
0.079 0.97 16.2 0.12260.03160.013 20.04360.06660.005 20.24260.15960.016
0.079 1.47 16.2 0.13560.03960.009 20.11960.08860.005 20.43660.21260.013
0.079 2.38 29.1 0.18860.02160.009 0.04160.02560.004 20.12160.06360.012
0.079 3.17 29.1 0.20960.05760.010 20.02060.06560.005 20.28960.16760.014
0.090 0.44 9.7 0.06960.05560.027 0.03160.07860.018 20.00860.19360.045
0.090 0.74 9.7 0.14560.04360.014 20.02860.06260.007 20.23660.15660.019
0.090 1.01 16.2 0.17860.03460.013 0.11060.07160.006 0.05460.17360.017
0.090 1.58 16.2 0.19660.03760.009 0.20960.08560.004 0.26860.20760.013
0.090 2.53 29.1 0.15960.02360.010 0.07760.02760.004 20.00360.07060.013
0.090 3.48 29.1 0.15760.04060.010 0.05760.04560.004 20.04960.11760.013
0.101 0.45 9.7 0.10260.05760.030 0.15860.08160.023 0.25260.20360.054
0.101 0.78 9.7 0.13860.04060.014 0.03960.05860.007 20.07060.14760.021
0.101 1.06 16.2 0.22160.03760.012 0.05860.07760.006 20.12160.18960.017
0.101 1.69 16.2 0.18460.03760.009 0.09860.08360.004 0.01660.20560.012
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TABLE IX. (Continued).

x ^Q2& E~GeV! g1
p/F1

p6stat6syst g1
d/F1

d6stat6syst g1
n/F1

n6stat6syst

0.101 2.69 29.1 0.23760.02560.010 0.05660.03060.004 20.14860.07860.013
0.101 3.79 29.1 0.19660.03360.010 0.06760.03860.004 20.07560.09960.013
0.113 0.47 9.7 0.18560.05960.033 20.00860.08660.027 20.23760.21560.064
0.113 0.82 9.7 0.19160.04060.015 0.06360.05760.009 20.07660.14760.023
0.113 1.10 16.2 0.16860.04160.012 0.05460.08360.007 20.07160.20860.018
0.113 1.80 16.2 0.20860.03760.009 0.05260.07860.004 20.12660.19660.012
0.113 2.84 29.1 0.23960.02860.012 0.08260.03360.005 20.09060.08760.015
0.113 4.11 29.1 0.22560.03160.010 0.02960.03660.004 20.20360.09460.013
0.128 0.48 9.7 0.01160.06460.036 20.08260.09260.031 20.20960.23360.072
0.128 0.86 9.7 0.13560.04160.015 0.14660.05960.010 0.19160.15260.026
0.128 1.14 16.2 0.22160.04560.013 0.23060.09060.008 0.29360.22760.020
0.128 1.91 16.2 0.23460.03760.010 0.03760.07760.005 20.19760.19460.013
0.128 3.00 29.1 0.23060.03060.013 0.18660.03660.005 0.17160.09660.017
0.128 4.44 29.1 0.23760.03060.010 0.07760.03560.004 20.10660.09360.013
0.144 0.90 9.7 0.14160.04260.016 0.03660.06060.012 20.08760.15860.029
0.144 1.18 16.2 0.22260.04960.013 0.20060.09960.009 0.21760.25160.022
0.144 2.03 16.2 0.25960.03860.011 0.08560.07860.005 20.11460.19860.015
0.144 3.15 29.1 0.21360.03360.014 0.13260.03960.006 0.05760.10660.018
0.144 4.78 29.1 0.24260.03060.010 0.16360.03460.004 0.09760.09360.013
0.162 0.93 9.7 0.21260.04360.017 0.11760.06360.014 0.02460.16660.032
0.162 1.22 16.2 0.29360.05460.013 20.10760.10860.011 20.63960.27960.025
0.162 2.14 16.2 0.23760.04060.012 0.13760.08260.007 0.03960.21160.018
0.162 3.30 29.1 0.30660.03660.014 0.12860.04460.007 20.07560.11960.020
0.162 5.13 29.1 0.27260.03060.010 0.07860.03560.005 20.15960.09660.014
0.182 0.97 9.7 0.30360.04560.018 0.09560.06760.015 20.15160.17860.035
0.182 1.25 16.2 0.23960.06060.014 0.20160.12160.012 0.19660.31560.028
0.182 2.25 16.2 0.25760.04360.014 0.23660.08760.008 0.26160.22760.021
0.182 3.45 29.1 0.31360.04060.014 0.15260.04860.008 20.03060.13460.021
0.182 5.49 29.1 0.32060.03160.011 0.22260.03660.006 0.13660.10160.016
0.205 1.00 9.7 0.25360.04860.017 0.01760.07160.016 20.29160.19260.036
0.205 1.29 16.2 0.30460.06660.015 0.21160.13560.014 0.13560.35560.031
0.205 2.36 16.2 0.30160.04660.015 0.11660.09460.009 20.11060.25060.023
0.205 3.59 29.1 0.30360.04460.015 0.15060.05460.009 20.02660.15160.023
0.205 5.86 29.1 0.37160.03260.012 0.10760.03860.007 20.23560.10860.018
0.230 1.03 9.7 0.33260.05060.018 0.17560.07560.017 0.00160.20560.039
0.230 1.32 16.2 0.25560.07360.017 0.08660.15060.015 20.12660.40160.034
0.230 2.47 16.2 0.37660.05060.015 0.11260.10460.010 20.23060.28160.026
0.230 3.73 29.1 0.38960.04960.015 0.06660.06260.010 20.37460.17660.025
0.230 6.23 29.1 0.27360.03560.012 0.15360.04260.009 0.01460.12060.021
0.259 1.35 16.2 0.23660.08260.018 0.13060.16960.015 0.01160.45960.036
0.259 2.57 16.2 0.48560.05560.016 0.12160.11460.012 20.37860.31560.028
0.259 3.85 29.1 0.38460.05560.016 0.08960.07160.011 20.32160.20560.027
0.259 6.60 29.1 0.47760.03860.014 0.10560.04660.010 20.42260.13760.024
0.292 1.37 16.2 0.34060.09160.020 0.38560.19260.015 0.53860.53060.036
0.292 2.67 16.2 0.49860.06160.017 0.35960.12660.013 0.23260.35560.031
0.292 3.98 29.1 0.36160.06360.017 0.20560.08260.013 0.01460.24360.031
0.292 6.97 29.1 0.39560.04360.015 0.20260.05360.012 20.05160.15860.028
0.329 2.76 16.2 0.41960.06860.021 0.53360.14260.017 0.83060.40960.040
0.329 4.09 29.1 0.45660.07560.018 0.31760.09760.014 0.16860.29760.034
0.329 7.33 29.1 0.41860.04860.020 0.22760.06060.013 20.03160.18660.033
0.370 2.85 16.2 0.55360.07760.023 0.13560.16160.014 20.51160.47760.037
0.370 4.20 29.1 0.36260.08960.020 0.31960.11860.016 0.32160.37160.037
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wherePd is the polarization of the deuterons. The residual
proton polarization is expressed as

Pp
res50.19110.683Pd for Pd.0.16

51.875Pd for Pd<0.16. ~43!

The polarization of14N was obtained from the measured15N
polarization by assuming that the polarization was equal and
opposite in sign to that of15N. The corrections used in Eq.
~38! for the 15ND3 target are given by:

C1
d5

1

12hp1Dn /~121.5vD!
'1.02,

C2
d5

UpF2
p

UdF2
d ~Dn2Dp!~Ap2Arc!

'20.03~Ap2Arc!. ~44!

Ap is the final proton~Born! asymmetryAi or A' , and by
subtracting the appropriate proton radiative correctionArc
we are left with the radiated asymmetry.Up andUd are the
radiative corrections to the unpolarized cross-sections. The
remaining factors are defined as

hp5
number of protons

number of deuterons1number of protons
'0.015,

Dn5hN

PN

Pd

g
EMC

~x!

9
,

~45!

Dp5hp

Pp
res

Pd
1~2hN21!

PN

Pd

g
EMC

~x!

9
,

hN5
number of 14N

number of 14N1number of 15N
'0.02.

The error onC1
d was neglected since this value was very

small and stable. The factorC2
d contains the proton asymme-

try and was calculated for eachx-bin using the measured
proton asymmetry and its error.

2. Background subtraction of positrons and pions

The data collected in each of the spectrometers included
background events coming from a small number of misiden-
tified pions and from electrons produced in pair-symmetric
processes~mostly p0→2g, g→e21e1!. This background
~mostly pair-symmetric! was responsible for up to 10% of
the events in the lowestx-bin, but close to zero events for
x.0.3. To measure the background, data were taken with
the spectrometer magnets’ polarity flipped to measurep1

ande1. The same cuts were applied to eliminate the major-
ity of pions as in the electron runs. A positive particle asym-
metry A1 was formed and was corrected just as in the case
of the electron asymmetryA2 for varying experimental con-
ditions such as beam and target polarizations. This positive
particle asymmetry was found to be consistent with zero.
The background-corrected electron asymmetry was deter-
mined by

A5A2

N2

N22N1
2A1

N1

N22N1
, ~46!

where N2 , N1 are the number of events per incoming
charge for electron and positron runs. The misidentified pion
background was subtracted along with that of the positron
background sinceA1 also contained a measure of the misi-
dentified pions and assumingAp1;Ap2.

3. False asymmetries

It is important to make sure that our experimental data are
free from significant false asymmetries which could system-
atically shift the data. During the experiment, data were
taken ~either longitudinal or transverse! with the target B-
field pointing in either one of the two possible directions. For
each field direction, two different target polarization direc-
tions were used, parallel or antiparallel to the B-field. We
then had four different configurations, and approximately the

TABLE IX. (Continued).

x ^Q2& E~GeV! g1
p/F1

p6stat6syst g1
d/F1

d6stat6syst g1
n/F1

n6stat6syst

0.370 7.69 29.1 0.43260.05560.022 0.32560.07060.015 0.21760.22560.038
0.416 2.93 16.2 0.52960.08760.020 0.20460.18660.014 20.29760.56960.035
0.416 4.30 29.1 0.67660.10860.021 0.29560.14560.017 20.29860.47460.039
0.416 8.03 29.1 0.59760.06560.021 0.21660.08360.017 20.41360.27860.040
0.468 3.01 16.2 0.59060.10160.027 0.66960.21660.013 0.99060.68960.038
0.468 4.40 29.1 0.71360.13660.022 0.03760.18560.017 21.20560.62860.040
0.468 8.37 29.1 0.58460.07860.023 0.32860.10260.019 20.07760.35660.044
0.526 4.47 29.1 0.73160.16960.022 0.37560.23760.015 20.22460.83860.038
0.526 8.67 29.1 0.65260.09660.024 0.47860.12960.020 0.25760.47160.047
0.592 4.55 29.1 0.38260.21760.021 0.31060.31060.012 0.24361.12960.032
0.592 8.98 29.1 0.67060.12360.025 0.32560.16860.021 20.33160.64060.048
0.666 9.26 29.1 0.47860.16560.026 0.25160.22660.019 20.19260.87660.046
0.749 9.52 29.1 0.74460.23760.031 0.64660.33160.033 0.56961.23360.073
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TABLE X. Results forA1 in the DIS region (W2>4 GeV2). There is an additional normalization uncertainty due to beam and target
polarization shown in Table XV.

x ^Q2& E~GeV! A1
p6stat6syst A1

d6stat6syst A1
n6stat6syst

0.024 0.51 16.2 0.09160.02760.014 20.04960.06860.009 20.20560.15360.023
0.027 0.55 16.2 0.08560.02660.013 20.01860.06560.009 20.13160.14660.022
0.027 1.17 29.1 20.03460.06860.010 20.04860.09260.009 20.07360.22560.020
0.031 0.59 16.2 0.08460.02660.012 0.01960.06560.008 20.04860.14460.020
0.031 1.27 29.1 0.06360.03460.009 0.05060.04060.008 0.04460.09560.019
0.035 0.31 9.7 0.09360.03760.018 20.02760.05560.008 20.15960.12560.024
0.035 0.64 16.2 0.05860.02460.011 20.01560.06260.007 20.09760.13960.018
0.035 1.40 29.1 0.12260.02560.008 0.00260.02860.007 20.12660.06960.017
0.039 0.33 9.7 0.02260.03760.018 0.03560.05360.008 0.05360.12260.024
0.039 0.68 16.2 0.07260.02460.011 0.09860.06060.007 0.14060.13660.017
0.039 1.52 29.1 0.08360.02360.008 0.05960.02660.007 0.04160.06360.016
0.044 0.35 9.7 0.10360.03760.019 0.00360.05460.008 20.10660.12660.025
0.044 0.73 16.2 0.09560.02360.011 20.03960.05260.006 20.19160.12060.017
0.044 0.98 16.2 0.09660.52060.010 20.94461.29660.008 22.22262.96460.019
0.044 1.65 29.1 0.11060.02160.008 20.01960.02560.006 20.16260.06060.014
0.049 0.36 9.7 0.10360.03960.020 0.05460.05760.008 0.00760.13560.026
0.049 0.78 16.2 0.14660.02460.011 0.09160.05260.006 0.04560.12160.016
0.049 1.06 16.2 0.07760.10960.010 20.10460.28060.008 20.32160.64660.018
0.049 1.78 29.1 0.12560.02060.008 20.01660.02460.005 20.17360.05860.013
0.056 0.38 9.7 0.10360.04160.021 20.04660.05960.009 20.21760.14160.027
0.056 0.57 9.7 20.21761.89160.014 2.99162.46560.007 7.03165.97860.020
0.056 0.83 16.2 0.10960.02560.011 0.00760.05460.006 20.10660.12760.016
0.056 1.16 16.2 0.13160.06360.010 0.09060.15360.007 0.06160.35860.017
0.056 1.92 29.1 0.12960.02060.008 0.02160.02360.005 20.09560.05860.012
0.063 0.40 9.7 0.07160.04360.022 20.00760.06260.010 20.09660.14960.029
0.063 0.60 9.7 20.02760.17760.014 0.22060.25260.007 0.53260.60960.020
0.063 0.87 16.2 0.15560.02760.012 0.04860.05760.005 20.06460.13560.016
0.063 1.26 16.2 0.05060.04660.010 20.00560.11260.006 20.06860.26260.016
0.063 2.07 29.1 0.13660.02060.008 0.02060.02360.004 20.10760.05860.012
0.063 2.69 29.1 1.14660.83460.009 20.30962.06360.006 22.00964.86460.016
0.071 0.41 9.7 0.08860.04960.023 0.10260.07060.012 0.13560.17160.033
0.071 0.64 9.7 0.06060.07760.014 20.07460.10960.007 20.23960.26760.019
0.071 0.92 16.2 0.10560.02960.012 0.06360.06160.006 0.02660.14560.017
0.071 1.36 16.2 0.14360.04160.009 0.08460.09560.005 0.03360.22560.014
0.071 2.22 29.1 0.14960.02060.008 0.02360.02360.004 20.11560.05960.011
0.071 2.91 29.1 0.34060.12260.010 0.05260.13960.006 20.26760.35360.015
0.079 0.43 9.7 0.10260.05360.025 20.01660.07560.015 20.15460.18660.039
0.079 0.69 9.7 0.16060.05360.014 0.02760.07860.007 20.12060.19460.019
0.079 0.97 16.2 0.12060.03160.013 20.04460.06660.006 20.24160.15960.017
0.079 1.47 16.2 0.13460.03960.009 20.12060.08860.005 20.43760.21260.014
0.079 2.38 29.1 0.19160.02160.009 0.04360.02560.004 20.11960.06460.012
0.079 3.17 29.1 0.21060.05760.010 20.03160.06560.005 20.31660.16760.014
0.090 0.44 9.7 0.05760.05560.027 0.02860.07860.018 0.00060.19360.046
0.090 0.74 9.7 0.14060.04360.014 20.03060.06260.007 20.23560.15660.020
0.090 1.01 16.2 0.17560.03460.013 0.10960.07160.006 0.05460.17360.018
0.090 1.58 16.2 0.19460.03760.010 0.20860.08560.005 0.26860.20760.013
0.090 2.53 29.1 0.16060.02360.010 0.07060.02760.004 20.02260.07160.013
0.090 3.48 29.1 0.15260.04060.010 0.06160.04560.004 20.03360.11760.014
0.101 0.45 9.7 0.08760.05760.030 0.15460.08160.023 0.26260.20360.055
0.101 0.78 9.7 0.13260.04060.014 0.03760.05860.008 20.06960.14760.021
0.101 1.06 16.2 0.21760.03760.012 0.05760.07760.006 20.12160.18960.018
0.101 1.69 16.2 0.18360.03760.009 0.09760.08360.004 0.01660.20560.012
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TABLE X. (Continued).

x ^Q2& E~GeV! A1
p6stat6syst A1

d6stat6syst A1
n6stat6syst

0.101 2.69 29.1 0.23760.02660.011 0.06460.03060.004 20.12960.07960.014
0.101 3.79 29.1 0.19960.03360.010 0.05560.03860.004 20.10660.09960.013
0.113 0.47 9.7 0.16760.05960.033 20.01260.08660.028 20.22660.21560.064
0.113 0.82 9.7 0.18560.04060.015 0.06160.05760.009 20.07560.14760.023
0.113 1.10 16.2 0.16460.04160.013 0.05260.08360.007 20.07160.20860.019
0.113 1.80 16.2 0.20660.03760.009 0.05160.07860.004 20.12660.19660.012
0.113 2.84 29.1 0.24360.02860.012 0.07960.03360.005 20.10360.08860.016
0.113 4.11 29.1 0.22460.03160.010 0.03560.03660.004 20.18760.09460.013
0.128 0.48 9.7 20.01060.06460.036 20.08760.09260.031 20.19660.23360.072
0.128 0.86 9.7 0.12960.04160.015 0.14360.05960.011 0.19360.15260.026
0.128 1.14 16.2 0.21760.04560.013 0.22960.09060.008 0.29460.22760.021
0.128 1.91 16.2 0.23360.03760.010 0.03760.07760.005 20.19760.19460.014
0.128 3.00 29.1 0.22860.03160.013 0.18760.03760.006 0.17660.09860.018
0.128 4.44 29.1 0.24360.03160.010 0.08060.03560.005 20.10660.09360.014
0.144 0.90 9.7 0.13460.04260.016 0.03360.06060.012 20.08560.15860.029
0.144 1.18 16.2 0.21860.04960.013 0.19960.09960.009 0.21860.25160.023
0.144 2.03 16.2 0.25860.03860.011 0.08560.07860.006 20.11460.19860.016
0.144 3.15 29.1 0.22760.03360.014 0.14160.04160.007 0.06460.10960.020
0.144 4.78 29.1 0.24260.03060.010 0.17160.03560.005 0.11860.09460.014
0.162 0.93 9.7 0.20560.04360.017 0.11560.06360.014 0.02760.16660.033
0.162 1.22 16.2 0.29060.05460.014 20.10860.10860.011 20.63860.27960.026
0.162 2.14 16.2 0.23760.04060.013 0.13760.08260.007 0.03960.21160.019
0.162 3.30 29.1 0.29760.03760.015 0.10960.04560.008 20.11260.12460.021
0.162 5.13 29.1 0.26960.03060.011 0.08460.03560.005 20.13860.09760.015
0.182 0.97 9.7 0.29860.04560.018 0.09460.06760.016 20.14860.17860.036
0.182 1.25 16.2 0.23760.06060.014 0.20060.12160.012 0.19860.31560.029
0.182 2.25 16.2 0.25860.04360.014 0.23760.08760.008 0.26160.22760.022
0.182 3.45 29.1 0.32660.04160.015 0.17560.05160.009 0.01360.14060.023
0.182 5.49 29.1 0.30960.03160.011 0.21460.03760.006 0.13260.10260.017
0.205 1.00 9.7 0.25160.04860.017 0.01760.07160.016 20.28560.19060.037
0.205 1.29 16.2 0.30560.06660.016 0.21360.13560.014 0.13760.35560.032
0.205 2.36 16.2 0.30460.04660.015 0.11760.09460.010 20.10960.25060.024
0.205 3.59 29.1 0.27860.04560.015 0.15960.05760.010 0.03260.16060.025
0.205 5.86 29.1 0.37060.03360.012 0.13260.03960.008 20.16760.11060.019
0.230 1.03 9.7 0.33560.05060.018 0.17860.07560.017 0.00560.20460.039
0.230 1.32 16.2 0.26060.07360.017 0.09060.15060.015 20.12360.40160.035
0.230 2.47 16.2 0.38160.05060.016 0.11660.10460.011 20.22860.28160.027
0.230 3.73 29.1 0.39660.05160.016 0.06160.06760.011 20.39860.18960.027
0.230 6.23 29.1 0.27260.03660.013 0.17360.04360.009 0.06760.12360.022
0.259 1.35 16.2 0.24960.08260.019 0.13860.16960.016 0.01460.45760.037
0.259 2.57 16.2 0.49660.05560.017 0.12760.11460.012 20.37360.31260.029
0.259 3.85 29.1 0.37260.05760.017 0.00560.07860.012 20.52960.22560.029
0.259 6.60 29.1 0.48060.03960.014 0.08160.04860.011 20.49160.14160.025
0.292 1.37 16.2 0.36260.09160.020 0.39860.19260.015 0.54060.52960.037
0.292 2.67 16.2 0.51560.06160.017 0.36960.12660.013 0.23460.35560.031
0.292 3.98 29.1 0.42360.06760.018 0.22560.09360.014 20.02660.27360.033
0.292 6.97 29.1 0.40960.04360.016 0.21660.05560.012 20.03360.16460.029
0.329 2.76 16.2 0.44660.06860.021 0.54860.14260.018 0.82960.40860.041
0.329 4.09 29.1 0.46860.07960.019 0.35260.11460.015 0.24860.34360.036
0.329 7.33 29.1 0.42860.04960.021 0.24760.06360.014 0.00960.19660.035
0.370 2.85 16.2 0.59460.07760.024 0.15760.16160.015 20.51560.47660.038
0.370 4.20 29.1 0.34960.09660.021 0.36260.14360.017 0.46960.44360.040
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same amount of data were taken for each configuration, thus
canceling out the electroweak contributions to our measure-
ment so that no correction to the data was necessary. The
asymmetries in each configuration were compared by look-
ing at thex2 distributions of the asymmetry differences. For
the proton, thex2 distributions were all nicely centered at
one, and the mean value of the asymmetry differences was
approximately one standard deviation from zero. For the
deuteron the results were slightly worse, yet still very rea-
sonable. Thex2 distributions were centered around one with
a few points greater than two, and the mean values of the
asymmetry differences were within two standard deviations
of zero. We conclude that there were no significant system-
atic effects on the asymmetry due to changes in target B-field

or target enhancement field directions. Also, no statistically
significant variation of the asymmetry was found for either
NH3 or ND3 targets as a function of raster position.

4. Dilution factor

In general, incident electrons will scatter both from polar-
ized target nucleons and unpolarized nuclei that are part of
the target assembly. These unpolarized materials include liq-
uid helium,15N, NMR pick-up coils, and vacuum windows.
Scattering from unpolarized materials will dilute the mea-
sured asymmetry, and a correction must be applied. The di-
lution factor f is a function ofx andQ2, and is defined as the
ratio of the total event rate from polarizable nucleons, to the

FIG. 13. g1
p/F1

p as a function ofQ2 for 8 differentx bins. The
data are from this experiment~solid circle!, SMC @7# ~open circle!,
EMC @6# ~squares!, SLAC E80@2# ~triangle!, and SLAC E130@3#
~diamond!. The dashed and solid curves correspond to global fits II
~g1 /F1 Q2-independent! and III ~g1 /F1 Q2-dependent! in Table
XI, respectively. The E154 NLO pQCD fit@125# is shown as the
dot-dashed curve.

FIG. 14. g1
d/F1

d as a function ofQ2 for 8 differentx bins. The
data are from this experiment~solid circles! and SMC@7# ~open
circles!. The dashed and solid curves correspond to global fits II
(g1 /F1 Q2-independent! and III ~g1 /F1 Q2-dependent! in Table
XI, respectively. The E154 NLO pQCD fit@125# is shown as the
dot-dashed curve.

TABLE X. (Continued).

x ^Q2& E~GeV! A1
p6stat6syst A1

d6stat6syst A1
n6stat6syst

0.370 7.69 29.1 0.44860.05760.023 0.34360.07560.016 0.24360.23960.040
0.416 2.93 16.2 0.58960.08760.021 0.23560.18660.015 20.31060.56960.037
0.416 4.30 29.1 0.68160.11860.023 0.39060.18460.018 20.02060.58860.043
0.416 8.03 29.1 0.61160.06760.022 0.23260.09160.018 20.39260.30060.043
0.468 3.01 16.2 0.67760.10160.028 0.71060.21660.015 0.96260.68960.040
0.468 4.40 29.1 0.82860.15160.024 0.19060.24660.019 20.94060.81460.044
0.468 8.37 29.1 0.58960.08260.025 0.33560.11360.020 20.06460.39260.048
0.526 4.47 29.1 0.84160.19460.025 0.18260.33560.018 21.06361.15060.044
0.526 8.67 29.1 0.67860.10260.028 0.50860.14760.022 0.30460.53060.053
0.592 4.55 29.1 0.47960.25560.026 0.67260.46460.016 1.24961.63960.042
0.592 8.98 29.1 0.69560.13360.031 0.06560.19860.024 21.28360.74460.057
0.666 9.26 29.1 0.61260.18260.033 0.42360.28460.024 0.11261.07860.059
0.749 9.52 29.1 0.91460.27360.041 0.76960.44360.039 0.61361.60560.088
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TABLE XI. Coefficients for fits to all available data withQ2>Qmin
2 of the form axa(11bx1cx2)@1

1C f(Q2)#, along with thex2 for the indicated number of degrees of freedom, calculated with the statistical
errors only. Fits I to IV are tog1 /F1 , while fit V is to A1 .

Fit to Qmin
2 f(Q2) a a b c C x2 DF

I. g1
p/F1

p 0.3 none 0.62 0.641 2.231 22.666 0.000 145 117

II. g1
p/F1

p 1.0 none 0.64 0.749 1.466 21.982 0.000 112 106

III. g1
p/F1

p 0.3 1/Q2 0.62 0.762 1.434 21.917 20.160 116 116

IV. g1
p/F1

p 0.3 2 ln(Q2) 0.66 0.728 0.850 21.384 20.100 120 116

V. A1
p 0.3 1/Q2 0.66 0.898 0.595 20.371 20.180 118 116

I. g1
d/F1

d 0.3 none 1.52 2.439 21.718 0.867 0.000 122 111

II. g1
d/F1

d 1.0 none 1.46 2.222 21.666 0.829 0.000 115 100

III. g1
d/F1

d 0.3 1/Q2 1.44 2.342 21.724 0.902 20.260 119 110

IV. g1
d/F1

d 0.3 2 ln(Q2) 1.48 2.030 21.812 0.979 20.100 120 110

V. A1
d 0.3 1/Q2 1.46 2.493 21.915 1.376 20.260 119 110

TABLE XII. Results for averagedg1 /F1 for Q2>1 (GeV/c)2.

x ^Q2& g1
p/F1

p6stat6syst g1
d/F1

d6stat6syst g1
n/F1

n6stat6syst

0.031 1.27 0.06460.03460.009 0.04160.04060.008 0.02160.09560.019

0.035 1.40 0.12360.02560.008 0.00860.02960.007 20.11560.06960.017

0.039 1.52 0.08360.02360.008 0.06260.02660.007 0.04960.06360.016

0.044 1.65 0.11060.02160.008 20.01360.02560.006 20.15060.06060.014

0.049 1.78 0.12460.02060.008 20.01460.02460.005 20.16960.05860.013

0.056 1.91 0.13060.01960.008 0.01760.02360.005 20.10560.05760.012

0.063 2.04 0.12560.01860.008 0.01360.02260.004 20.12160.05660.012

0.071 2.19 0.15360.01860.008 0.02960.02260.004 20.10860.05660.011

0.079 2.41 0.17960.01860.009 0.02460.02260.004 20.16360.05760.012

0.090 2.55 0.16960.01660.011 0.08460.02160.004 0.01260.05560.013

0.101 2.85 0.21560.01660.010 0.06360.02260.004 20.11060.05660.013

0.113 3.13 0.21760.01660.011 0.05760.02260.005 20.13560.05860.014

0.128 3.41 0.23260.01760.011 0.12860.02360.005 0.02560.06160.015

0.144 3.71 0.23560.01860.012 0.14660.02460.005 0.06860.06460.016

0.162 4.03 0.27660.01960.012 0.09060.02560.006 20.13960.06860.017

0.182 4.34 0.29660.02060.013 0.20060.02760.007 0.10260.07460.019

0.205 4.15 0.31960.02060.014 0.10960.02760.009 20.16560.07560.023

0.230 4.37 0.32260.02160.015 0.13060.02960.011 20.10360.08360.026

0.259 5.26 0.43460.02660.015 0.10360.03660.011 20.36960.10460.026

0.292 5.53 0.40560.02960.016 0.22760.04160.012 0.02960.12160.029

0.329 6.01 0.42760.03560.020 0.28460.04860.014 0.13060.14760.034

0.370 6.29 0.45160.04060.022 0.30060.05660.015 0.13960.17860.038

0.416 6.56 0.59260.04760.021 0.23260.06760.017 20.37160.22160.039

0.468 6.79 0.60860.05660.024 0.31960.08360.018 20.12660.28260.042

0.526 7.72 0.67160.08360.024 0.45560.11360.019 0.14160.41160.045

0.592 7.97 0.60060.10760.025 0.32260.14860.019 20.19160.55760.045

0.666 9.26 0.47860.16560.026 0.25160.22660.019 20.19260.87660.046

0.749 9.52 0.74460.23760.031 0.64660.33160.033 0.56961.23360.073
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total event rate from all target materials. The measured
asymmetry is then corrected for unpolarized events by divid-
ing by the dilution factor.

For a material of densityr and thicknessz, the event rate
from Born processes was calculated as follows:

r ~x,Q2!5rz@ZF2
p~x,Q2!1NF2

n~x,Q2!#gEMC~x,Q2!,
~47!

whereZ andN are the number of protons and neutrons in the
nucleus.F2

p andF2
n are unpolarized proton and neutron deep-

inelastic structure functions. They were obtained from a pa-
rameterization of the NMC data@107#. The factorg corrects
for the ‘‘EMC effect’’ which accounts for the difference in
nucleon cross sections for free and bound nucleons.

With this model for rates, the dilution factor can then be
calculated as follows:

f ~x,Q2!5S r pol~x,Q2!

r pol~x,Q2!1( i r i~x,Q2! D3r c , ~48!

where we are summing the rates from all unpolarized mate-
rials which contribute to the overall event rate. The factorr c
corrects the dilution factor for radiative effects and was typi-
cally less than a 5% correction.

The target material was in the form of frozen granules
which were tightly packed into a target cell. The volume
fraction of the target cell which the target material occupied
is known as the packing fraction, and was determined inde-
pendently by three different methods. The first consisted of
studying the difference in event rates for empty, carbon, and
full target cells. The second method was a measurement of
the attenuation of a mono-energetic X-ray beam as it passed
through the target material. The attenuation of the incident
beam is directly related to the thickness and attenuation co-
efficient of material it passes through, and was therefore sen-
sitive to the packing fraction. Finally, the target material was
weighed, and the packing fraction was determined using the
known volume of the target cell. The measured packing frac-
tion was different for each target used, and varied from 0.57
to 0.64.

Over the kinematic range of interest, the dilution factor
typically varied from 0.15– 0.19 for the NH3 target and from

TABLE XIII. Results for averagedA1 for Q2>1 (GeV/c)2.

x ^Q2& A1
p6stat6syst A1

d6stat6syst A1
n6stat6syst

0.031 1.27 0.06360.03460.009 0.05060.04060.008 0.04460.09560.019

0.035 1.40 0.12260.02560.008 0.00260.02860.007 20.12660.06960.017

0.039 1.52 0.08360.02360.008 0.05960.02660.007 0.04160.06360.016

0.044 1.65 0.11060.02160.008 20.01960.02560.006 20.16260.06060.014

0.049 1.78 0.12360.02060.008 20.01660.02460.005 20.17560.05860.013

0.056 1.91 0.13060.01960.008 0.02360.02360.005 20.09160.05760.012

0.063 2.04 0.12360.01860.008 0.01960.02260.004 20.10560.05660.012

0.071 2.19 0.15260.01860.009 0.02860.02260.004 20.11060.05660.012

0.079 2.41 0.18060.01860.009 0.02460.02260.004 20.16560.05760.012

0.090 2.55 0.16860.01660.011 0.08060.02260.004 0.00460.05560.014

0.101 2.85 0.21460.01660.011 0.06360.02260.004 20.11060.05760.014

0.113 3.13 0.21760.01760.011 0.05860.02260.005 20.13560.05960.015

0.128 3.41 0.23260.01760.011 0.12860.02360.005 0.02560.06160.016

0.144 3.71 0.23860.01860.012 0.15460.02460.006 0.08160.06560.017

0.162 4.03 0.27260.01960.012 0.08660.02660.007 20.14260.06960.018

0.182 4.34 0.29460.02060.013 0.20460.02760.008 0.11560.07560.020

0.205 4.15 0.31460.02060.014 0.12360.02760.010 20.12260.07660.024

0.230 4.37 0.32560.02260.015 0.14260.03060.011 20.07560.08560.027

0.259 5.26 0.43760.02660.016 0.07160.03860.011 20.45760.10860.027

0.292 5.53 0.43260.03060.017 0.24560.04360.013 0.03660.12760.031

0.329 6.01 0.44160.03660.021 0.30860.05260.015 0.18060.15760.036

0.370 6.29 0.47160.04160.023 0.31960.06160.016 0.16260.19260.040

0.416 6.56 0.61660.04960.022 0.25860.07460.018 20.31460.24260.042

0.468 6.79 0.65460.05960.026 0.38360.09360.019 0.01960.31460.046

0.526 7.72 0.71360.09060.027 0.45660.13560.022 0.06460.48160.051

0.592 7.97 0.64960.11860.030 0.15960.18260.023 20.85160.67760.054

0.666 9.26 0.61260.18260.033 0.42360.28460.024 0.11261.07860.059

0.749 9.52 0.91460.27360.041 0.76960.44360.039 0.61361.60560.088
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0.23– 0.25 for the ND3 target, with relative errors of 2% and
1.5%, respectively. The error on the dilution factor comes
from several sources. The packing fraction was known to 4%
for both targets. The relative error from the cross-section
ratio sn /sp was 1.0%@108#. This was one of the dominant
errors for the NH3 target and did not contribute to the ND3
target. The ratio of nuclear to deuterium cross sections, the
EMC effect, is known to 1.5% relative and was another large
source of error. This effect has a 1% overall normalization
and another 1% uncorrelated error@106#. The small mass of
the NMR coil (;0.1 gm) was known to 20% but did not
contribute significantly to the overall error.

5. Dead time

All the signals from various detectors went through dis-
criminators before forming the various triggers. These dis-
criminators have an output pulse width of 25 ns and a double
pulse resolution of 8 ns. They were operated in an updating
mode such that a second signal entering the discriminator
after 8 ns and before 25 ns produced a single output pulse
with an extended width. The effective dead time was 32 ns
instead of 25 ns, due to slight mis-timing between various
signals and signal jitter, especially from the shower counters.
Rates measured with each beam helicity were corrected sepa-
rately.

Using a Monte Carlo simulation, the probability matrix
M ( i , j ) for observingi hits when there were reallyj hits was
generated using a typical spill length of 2200 ns and a dead

time of 32 ns as inputs. The observed trigger frequency dis-
tribution To( i ) is related to the true distribution~without
dead time! Tt( i ) by

To~ i !5(
j

M ~ i , j !3Tt~ j !. ~49!

Since there are practically no hits beyond 10, the sum is
safely truncated atj 516. The matrixM is inverted to solve
for Tt( i ), and the dead time correction factord to the mea-
sured rates is defined as

d5
( i 51

16 iTt~ i !

( i 51
4 iTo~ i !14( i 55

16 To~ i !
. ~50!

Here, the sum overTo is split into two parts because only
four triggers could be recorded per beam spill.

The correction factor varies smoothly from 1 at very low
rates to 1.07 at an average rate of 2 events/pulse. The sys-
tematic error on the corrections was calculated assuming up-
per and lower limits to the beam width of 2600 ns and 1800
ns. The dead time was found to be accurate to a few parts in
1000, and the error for the corrected asymmetry by applying
these factors is found to be less than 231025, which is
completely negligible. No uncertainty in the dead time itself
was considered because only the ratio of the beam spill
length to the dead time is important.

6. Radiative corrections

Our experimental goal was to measure a single photon
exchange process~Born! at specific kinematics. In reality
there are higher order contributing processes~internal!, and
the actual scattering kinematics can change due to energy
losses in materials along the electrons’ paths~external!. The
radiative corrections account for these unwanted effects.

The radiative correction calculation is different for the
unpolarized (su) and polarized (sp) components of the
helicity-dependent cross sections which are given bys↑↓ and
s↑↑ for a longitudinally polarized target, ands→↓ ands→↑

for a transversely polarized target. The longitudinal and
transverse asymmetries can be written as

Ai5
s↑↓2s↑↑

s↑↓1s↑↑
5

~su1sp↑!2~su2sp↑!

~su1sp↑!1~su2sp↑!
5

sp↑

su ,

A'5
s→↓2s→↑

s→↓1s→↑
5

~su1sp→!2~su2sp→!

~su1sp→!1~su2sp→!
5

sp→

su ,

~51!

which is equally valid for Born, internally radiated, or fully
radiated cross sections and asymmetries. For the remainder
of the radiative correction discussion, quantities which are
Born, internally radiated, or fully radiated are subscripted
with 0, r , andR respectively. Also, for simplicity, references
to a particular target polarization are dropped such thatA
could be eitherAi or A' , and sp could be eithersp↑ or
sp→.

Calculation of the polarization-dependent internal correc-
tions was done using code based on the work of Kuchto,

FIG. 15. g1 /F1 averaged over all beam energies and spectrom-
eter angles as a function ofx. The solid circles are atQ2

>1 (GeV/c)2, while the diamonds are atQ2<1 (GeV/c)2 for x
<0.03. The data from SMC@7# ~squares! are shown for proton and
deuteron, and the data from E154@11# ~open circles! are shown for
neutron. The curves are NLO pQCD fits by Altarelli, Ball, Forte,
and Ridolfi@37# ~solid! and Glück, Reya, Stratmann, and Vogelsang
@59# ~dashed!.
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Shumeiko, and Akusevich@109#, who are also responsible
for the development of their own codePOLRAD. The two
codes were carefully compared and found to be completely
equivalent when the same input models were used. The cal-
culation of the internally radiated cross sections can be de-
composed into components:

s r
p5s0

p~11dv!1sel
p 1sq

p1s in
p ,

s r
u5s0

u~11dv!1sel
u 1sq

u1s in
u , ~52!

where dv includes corrections for the electron vertex and
vacuum polarization contributions, as well as a term that is
left after the infrared-divergent contributions are cancelled
out. The vacuum polarization correction includes contribu-
tions from both leptons and light quarks. The termssel , sq ,
ands in are the radiative tails due to internal bremsstrahlung
~occurring within the field of the scattering nucleon! for elas-
tic, quasielastic, and inelastic scattering processes.

The nuclear elastic tail for the deuteron was evaluated
using fits to data@110# over a large range inQ2. The elastic

tail for the proton~and quasielastic for the deuteron! were
evaluated using various form factor models@111# which
agree well with existing data over the kinematic region. Note
that some of these models agree well with data for some of
the four elastic form factors and not others, so different mod-
els were combined for the best representation of all four
nucleon elastic form factors. Quasielastic cross sections were
Fermi-smeared only for corrections to our resonance data
since this smearing has a negligible impact on the radiative
correction in the deep-inelastic region. Unpolarized cross
sections were modeled using fits to structure function data in
the deep-inelastic region@107,83#, and fits to cross sections
in the resonance region@112,113#. The polarized component
to the deep-inelastic cross sections was modeled using
Q2-dependent fits toA1 as given in this paper. The polarized
resonance region model was based on parametrizations of
previous data and data presented here. For the transverse
contributions, we usedg25g2

WW @73# or g250 which are
both consistent with our data.

The external corrections account for bremsstrahlung ra-
diative effects which occur as the electrons pass through ma-

TABLE XIV. Results for g1 obtained from averageg1 /F1 for Q2>1 „(GeV/c)2
…. Not included in the

systematic errors listed are normalization uncertainties shown in Table XV.

^x& x range ^Q2& g1
p6stat6syst g1

d6stat6syst g1
n6stat6syst

0.031 0.029–0.033 1.27 0.24860.13260.034 0.15060.14760.030 0.07760.34560.074

0.035 0.033–0.037 1.40 0.43660.08960.032 0.02760.09760.025 20.37860.22760.063

0.039 0.037–0.042 1.52 0.26960.07360.025 0.19160.08060.021 0.14560.18860.054

0.044 0.042–0.047 1.65 0.32260.06260.022 20.03660.06860.017 20.40160.16060.043

0.049 0.047–0.053 1.78 0.32760.05360.019 20.03460.05960.013 20.40560.13960.036

0.056 0.053–0.059 1.91 0.30960.04560.017 0.03960.05260.010 20.22460.12160.029

0.063 0.059–0.067 2.04 0.26660.03960.015 0.02760.04560.008 20.23060.10660.023

0.071 0.067–0.075 2.19 0.29460.03460.014 0.05360.04160.006 20.18260.09560.021

0.079 0.075–0.084 2.41 0.31060.03160.014 0.03960.03760.005 20.24560.08660.019

0.090 0.084–0.095 2.55 0.26060.02460.012 0.12360.03160.005 0.01560.07360.019

0.101 0.095–0.107 2.85 0.29960.02260.012 0.08260.02960.004 20.13060.06760.017

0.113 0.107–0.120 3.13 0.27260.02160.011 0.06760.02660.003 20.14260.06160.015

0.128 0.120–0.136 3.41 0.26260.01960.010 0.13560.02460.004 0.02360.05760.017

0.144 0.136–0.153 3.71 0.23960.01860.010 0.13860.02260.004 0.05660.05260.017

0.162 0.153–0.172 4.03 0.25360.01760.010 0.07560.02160.003 20.10060.04960.014

0.182 0.172–0.193 4.34 0.24360.01660.009 0.14760.02060.005 0.06460.04660.018

0.205 0.193–0.218 4.15 0.23160.01460.009 0.07060.01760.005 20.08860.04060.015

0.230 0.218–0.245 4.37 0.20660.01460.008 0.07260.01660.005 20.04760.03860.014

0.259 0.245–0.276 5.26 0.24260.01460.008 0.04960.01760.004 20.14060.04060.013

0.292 0.276–0.310 5.53 0.19260.01460.007 0.08960.01660.004 0.00960.03760.013

0.329 0.310–0.349 6.01 0.16860.01460.006 0.09160.01560.004 0.03260.03660.013

0.370 0.349–0.393 6.29 0.14460.01360.005 0.07660.01460.004 0.02660.03460.011

0.416 0.393–0.442 6.56 0.14860.01260.005 0.04560.01360.003 20.05160.03060.009

0.468 0.442–0.497 6.79 0.11460.01160.004 0.04560.01260.002 20.01260.02760.007

0.526 0.497–0.559 7.72 0.08460.01060.003 0.04360.01160.002 0.00960.02560.006

0.592 0.559–0.629 7.97 0.04860.00960.002 0.01960.00960.001 20.00760.02160.003

0.666 0.629–0.708 9.26 0.02160.00760.001 0.00860.00760.001 20.00460.01760.001

0.749 0.708–0.791 9.52 0.01560.00560.001 0.00960.00560.001 0.00560.01160.001
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terial in their path. Ionization effects were completely negli-
gible at our kinematics. At any given interaction point within
the target the radiative correction depends on the amount of
material ~in radiation lengths! the electron sees before (tb)
and after (ta) scattering. Because the radiation lengths before
and after scattering did not vary significantly over the beam
raster area, it was not necessary to integrate the external
corrections over the raster area. Also, it was an excellent
approximation to replace the target integration over the
length of the target with the evaluation of the external radia-
tive corrections at one point, namely the center of the target.
At this point,tb50.026,ta50.047 for the 4.5° spectrometer,
and ta50.040 for the 7° spectrometer. These radiation
lengths, which are valid for both our proton and deuteron
polarized target, are dominated by the target material, but
also include contributions from various windows which are
not part of the polarized target itself. The external corrections
were thus calculated using@114#

sR
p~E0 ,EF8 ,u!5E

Emin

Eo E
EF8

Emax8
I b~E0 ,E,tb!s r

p~E,E8,u!

3I b~E8,EF8 ,ta!@12D~E0 ,E,Z!#dEdE8

sR
u~E0 ,EF8 ,u!5E

Emin

Eo E
EF8

Emax8
I b~E0 ,E,tb!s r

u~E,E8,u!

3I b~E8,EF8 ,ta!dEdE8 ~53!

whereE0 is the electron initial energy,EF8 is the final scat-
tered electron momentum, andEmin andEmax8 are the mini-
mum incident energy and maximum scattered energy as de-
fined by elastic scattering.I b(E1 ,E2 ,t) is the probability

@114# that a particle with initial energyE1 ends up with
energyE2 after passing through a radiator of thicknesst, and
D(E0 ,E,Z) is the electron depolarization correction@115#
which corrects for the depolarization of the electron beam
due to the bremsstrahlung emission of polarized photons.
This correction depends weakly on theZ of the target mate-
rial.

An additive correctionArc to the data was formed by
taking the difference between the fully radiated and Born
model asymmetries

Arc5A02AR5
s0

p

s0
u 2

sR
p

sR
u . ~54!

Our fits toA1 and the radiative corrections were iterated until
they converged. For the purposes of statistical error propa-
gation on our measured asymmetries, a ‘‘radiative correction
dilution factor’’ f rc was evaluated. This dilution factor is
simply a ratio of events coming from deep-inelastic pro-
cesses to all events and multiplies the usual dilution factor in
Eq. ~38!. We only usedf rc for the error propagation and not
for correcting the data directly. Systematic uncertainties were
estimated by varying input models within reasonable limits
and measuring how much the radiative correction changed.
These uncertainties for the various models were then com-
bined in quadrature for eachx bin. Results forArc are listed
with data in Tables III–VIII, XVI–XIX, and XXXVI–
XXXVII.

C. Analysis of resonance region data

The resonance data@116# were taken with a 9.7 GeV
beam. The spectrometer angles of 4.5° and 7° corresponded
to Q2.0.5 and 1.2 (GeV/c)2 in the resonance region (W2

,5 GeV2), respectively. We have extractedg1 from the
measured asymmetriesAi , and from the absolute cross-
section differences given in Eq.~7!. Each method has its own
set of systematic errors. The difference method requires good
knowledge of spectrometer acceptances, the number density
of polarizable protons or deuterons in the target, and detector
efficiencies. The asymmetry method requires knowledge of
the dilution factor for the resonance region, which means an
accurate model of the rapidly varying unpolarized cross sec-
tions is needed. We found that the two methods agreed to
within a fraction of the statistical errors on each point~typi-
cally better than 3%!. In our previous report@16# we have
used the difference method. The current reanalysis uses the
asymmetry method, since we now believe that the systematic

FIG. 16. xg1(x,Q2) evaluated at the average measuredQ2 at
eachx.

TABLE XV. Normalization systematic uncertainties~%!.

Parameter Proton Deuteron

Beam polarization 2.4 2.4

Target polarization 2.5 4.0

Dilution factor 1.2 1.4

Nitrogen correction 0.4

Total 3.7 4.9
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TABLE XVI. Significant systematic errors forg1
d for E529 GeV. The beam and target polarization errors

are each completely correlated and theF2 error includes a correlated normalization error of;1%.

x Q2 f F2 R PB PT Arc Total

u54.5°

0.031 1.30 0.0010 0.0009 0.0016 0.0018 0.0030 0.0298 0.0301

0.035 1.40 0.0010 0.0009 0.0014 0.0018 0.0030 0.0249 0.0252

0.050 1.80 0.0011 0.0012 0.0011 0.0020 0.0033 0.0130 0.0137

0.080 2.30 0.0013 0.0015 0.0007 0.0023 0.0038 0.0044 0.0066

0.125 2.90 0.0014 0.0017 0.0005 0.0025 0.0041 0.0024 0.0058

0.175 3.40 0.0014 0.0018 0.0003 0.0025 0.0042 0.0031 0.0062

0.250 3.80 0.0013 0.0017 0.0001 0.0023 0.0038 0.0039 0.0063

0.350 4.10 0.0009 0.0014 0.0001 0.0017 0.0029 0.0037 0.0053

0.500 4.40 0.0005 0.0008 0.0000 0.0009 0.0015 0.0018 0.0027

u57.0°

0.080 3.40 0.0013 0.0016 0.0029 0.0024 0.0040 0.0067 0.0089

0.125 4.40 0.0014 0.0017 0.0016 0.0026 0.0044 0.0027 0.0064

0.175 5.30 0.0014 0.0018 0.0009 0.0026 0.0044 0.0028 0.0063

0.250 6.40 0.0013 0.0017 0.0005 0.0023 0.0039 0.0035 0.0061

0.350 7.50 0.0009 0.0013 0.0003 0.0017 0.0028 0.0032 0.0048

0.500 8.60 0.0004 0.0006 0.0001 0.0007 0.0012 0.0018 0.0024

0.700 9.30 0.0001 0.0001 0.0000 0.0002 0.0003 0.0003 0.0005

TABLE XVII. Significant systematic errors forg1
d/F1

d for E529 GeV. The beam and target polarization
errors are each completely correlated.

x Q2 f R PB PT Arc Total

u54.5°

0.031 1.30 0.0003 0.0005 0.0005 0.0008 0.0080 0.0081

0.035 1.40 0.0003 0.0006 0.0005 0.0009 0.0074 0.0075

0.050 1.80 0.0004 0.0009 0.0008 0.0013 0.0052 0.0055

0.080 2.30 0.0008 0.0020 0.0014 0.0023 0.0027 0.0044

0.125 2.90 0.0013 0.0040 0.0023 0.0039 0.0023 0.0066

0.175 3.40 0.0018 0.0053 0.0033 0.0055 0.0041 0.0095

0.250 3.80 0.0025 0.0063 0.0046 0.0077 0.0080 0.0138

0.350 4.10 0.0032 0.0077 0.0059 0.0099 0.0124 0.0189

0.500 4.40 0.0037 0.0084 0.0068 0.0114 0.0139 0.0213

u57.0°

0.080 3.40 0.0008 0.0017 0.0014 0.0023 0.0039 0.0051

0.125 4.40 0.0013 0.0030 0.0024 0.0039 0.0024 0.0061

0.175 5.30 0.0019 0.0041 0.0034 0.0056 0.0035 0.0087

0.250 6.40 0.0026 0.0060 0.0047 0.0078 0.0071 0.0132

0.350 7.50 0.0032 0.0082 0.0060 0.0099 0.0115 0.0185

0.500 8.60 0.0037 0.0099 0.0069 0.0114 0.0166 0.0238

0.700 9.30 0.0037 0.0101 0.0069 0.0115 0.0132 0.0217
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TABLE XVIII. Significant systematic errors forg1
p for E529 GeV. The beam and target polarization

errors are each completely correlated and theF2 error includes a correlated normalization error of;1%.

x Q2 f F2 R PB PT Arc Total

u54.5°

0.031 1.30 0.0052 0.0062 0.0104 0.0071 0.0074 0.0320 0.0361

0.035 1.40 0.0053 0.0061 0.0085 0.0070 0.0073 0.0269 0.0310

0.050 1.80 0.0051 0.0059 0.0049 0.0068 0.0071 0.0156 0.0206

0.080 2.30 0.0047 0.0056 0.0023 0.0064 0.0067 0.0094 0.0153

0.125 2.90 0.0043 0.0055 0.0014 0.0060 0.0063 0.0060 0.0128

0.175 3.40 0.0041 0.0054 0.0008 0.0057 0.0060 0.0047 0.0117

0.250 3.80 0.0036 0.0050 0.0003 0.0052 0.0054 0.0038 0.0104

0.350 4.10 0.0028 0.0039 0.0001 0.0041 0.0043 0.0033 0.0083

0.500 4.40 0.0016 0.0022 0.0000 0.0024 0.0025 0.0017 0.0047

u57.0°

0.080 3.40 0.0046 0.0059 0.0095 0.0066 0.0069 0.0130 0.0202

0.125 4.40 0.0046 0.0057 0.0042 0.0064 0.0067 0.0070 0.0143

0.175 5.30 0.0043 0.0056 0.0022 0.0060 0.0063 0.0043 0.0122

0.250 6.40 0.0037 0.0050 0.0012 0.0053 0.0055 0.0027 0.0102

0.350 7.50 0.0027 0.0037 0.0006 0.0040 0.0041 0.0020 0.0076

0.500 8.60 0.0014 0.0018 0.0002 0.0020 0.0021 0.0012 0.0039

0.700 9.30 0.0003 0.0005 0.0000 0.0005 0.0005 0.0004 0.0010

TABLE XIX. Significant systematic errors forg1
p/F1

p for E529 GeV. The beam and target polarization
errors are each completely correlated.

x Q2 f R PB PT Arc Total

u54.5°

0.031 1.30 0.0013 0.0030 0.0018 0.0019 0.0082 0.0092

0.035 1.40 0.0015 0.0034 0.0020 0.0021 0.0076 0.0089

0.050 1.80 0.0019 0.0040 0.0026 0.0027 0.0059 0.0083

0.080 2.30 0.0027 0.0062 0.0037 0.0039 0.0055 0.0102

0.125 2.90 0.0037 0.0095 0.0052 0.0055 0.0052 0.0138

0.175 3.40 0.0048 0.0111 0.0068 0.0071 0.0055 0.0165

0.250 3.80 0.0062 0.0122 0.0089 0.0093 0.0066 0.0199

0.350 4.10 0.0079 0.0146 0.0114 0.0119 0.0091 0.0251

0.500 4.40 0.0096 0.0175 0.0140 0.0146 0.0100 0.0301

u57.0°

0.080 3.40 0.0025 0.0051 0.0036 0.0038 0.0072 0.0106

0.125 4.40 0.0038 0.0073 0.0053 0.0055 0.0057 0.0126

0.175 5.30 0.0048 0.0086 0.0069 0.0071 0.0049 0.0148

0.250 6.40 0.0063 0.0115 0.0090 0.0094 0.0045 0.0190

0.350 7.50 0.0079 0.0156 0.0115 0.0120 0.0057 0.0248

0.500 8.60 0.0096 0.0206 0.0142 0.0148 0.0081 0.0317

0.700 9.30 0.0100 0.0229 0.0149 0.0156 0.0129 0.0355

K. ABE et al. PHYSICAL REVIEW D 58 112003

112003-34



errors are slightly better in this case. Other improvements on
Ref. @16# include better modeling of the resonance region for
radiative and resolution effects.

The resonance asymmetries were calculated as specified
in Sec. IV B for the deep-inelastic analysis. In the present
case, we have determined the dilution factorf using a Monte
Carlo routine as described below. The termArc also included
a resolution correction in the resonance region.

We developed a Monte Carlo code which simulated all
relevant aspects of the experiment. It was used to predict
total count rates and count rate differences from a set of
tables of cross sections and asymmetries generated by the
radiative corrections routine. The unpolarized cross sections
came from parametrizations for the resonance region@112#
and the deep-inelastic region@107,83#. The asymmetries con-
tain both resonant and non-resonant contributions. The reso-
nance contribution was calculated using the codeAO @117#,
which includes parametrizations of all of the existing reso-
nance data; however, the helicity amplitudesA1/2 and A3/2
for S11 andD13 were tuned to agree with our data. The non-

resonant part came from a parameterization of all existing
deep-inelastic data~fit III of Ref. @5#!, which was extrapo-
lated into the resonance region. Specifically, forW2

,2.5 GeV2, A1 was given by the tunedAO result alone;
aboveW253.0 GeV2, A1 was taken as the sum of theAO

resonant contribution and the fit III inelastic background; and
in the region 2.5,W2,3.0 GeV2 the two extremes were lin-
early interpolated.A2 was calculated usingg2

WW, which
yields values close to zero. The model-dependence of this
choice forA2 was determined by alternately consideringg2
50 andA250.

The observed raw parallel asymmetryAi
raw is propor-

tional to the combination of photon asymmetriesA11hA2 .
Therefore, we first extractedA11hA2 from the data, and
then deducedg1 from this using various assumptions about
g2 . The following steps were required to produceA11hA2
andg1 :

~1! The radiative corrections code was run with the options
as specified above to create the Born cross sections, the

TABLE XX. Deuteron results forg1 at fixedQ2 of 2, 3, and 5 (GeV/c)2 evaluated assumingg1 /F1 is
independent ofQ2. In addition to the systematic errors shown, there are normalization uncertainties shown in
Table XV.

x g1
d(Q252)6stat6syst g1

d(Q253)6stat6syst g1
d(Q255)6stat6syst

0.031 0.16660.16260.033 0.18060.17660.036 0.19860.19460.040

0.035 0.02960.10460.027 0.03160.11260.029 0.03460.12460.032

0.039 0.20260.08460.022 0.21860.09160.024 0.23960.10060.027

0.044 20.03860.07160.017 20.04060.07660.019 20.04460.08360.020

0.049 20.03560.06060.014 20.03760.06460.014 20.04060.07060.016

0.056 0.04060.05260.011 0.04260.05660.011 0.04660.06160.012

0.063 0.02760.04560.008 0.02860.04860.008 0.03160.05260.009

0.071 0.05360.04060.006 0.05660.04260.007 0.06060.04660.007

0.079 0.03860.03660.005 0.04060.03860.005 0.04460.04160.006

0.090 0.12060.03060.005 0.12560.03260.005 0.13560.03460.005

0.101 0.07960.02860.004 0.08360.02960.004 0.08960.03160.004

0.113 0.06460.02560.003 0.06760.02660.004 0.07260.02860.004

0.128 0.12860.02360.004 0.13360.02460.004 0.14160.02560.004

0.144 0.13060.02160.004 0.13560.02260.004 0.14260.02360.004

0.162 0.07160.02060.003 0.07360.02060.004 0.07660.02160.004

0.182 0.14160.01960.004 0.14360.01960.004 0.14860.02060.005

0.205 0.06860.01760.005 0.06960.01760.005 0.07060.01760.005

0.230 0.07160.01660.005 0.07160.01660.005 0.07260.01660.005

0.259 0.04960.01760.004 0.04960.01760.004 0.04960.01760.004

0.292 0.09460.01760.004 0.09260.01660.004 0.09060.01660.004

0.329 0.10060.01760.004 0.09660.01660.004 0.09260.01660.004

0.370 0.08960.01760.004 0.08360.01660.004 0.07860.01560.004

0.416 0.05760.01660.004 0.05160.01560.003 0.04760.01460.003

0.468 0.06460.01760.004 0.05560.01460.003 0.04860.01260.002

0.526 0.07460.01960.004 0.06060.01560.003 0.04960.01260.002

0.592 0.04360.02060.002 0.03160.01460.002 0.02360.01160.001

0.666 0.02660.02460.002 0.01760.01660.001 0.01160.01060.001

0.749 0.04860.02560.002 0.02860.01460.001 0.01660.00860.001
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Born asymmetries, and the predicted values ofA1 , A2 ,
g1 andg2 for both NH3 and ND3 targets at E143 kine-
matics.

~2! The radiative corrections code was run to create tables of
cross sections and asymmetries over a wide range of
kinematics, fully internally radiated, to use as input to
the Monte Carlo generator.

~3! The Monte Carlo routine was run for both polarized pro-
tons and deuterons alone, and for full ND3 and NH3

targets. This simulation included external radiation,
spectrometer acceptance, resolution, multiple scattering
and Fermi motion, as well as the reconstructed kinematic
variables and raw asymmetries.

~4! The raw data was corrected for efficiencies, polarization,
polarized nitrogen and polarized protons in ND3 using
the standard E143 procedure. Then, the data was cor-
rected by the dilution factor~the ratio of Monte Carlo
events from polarizable protons or deuterons to those
from all target components!, and the additive radiative

correction termArc ~obtained from the difference be-
tween fully radiated Monte Carlo results and the model
Born asymmetry! was applied in order to generate the
fully corrected values ofAi .

~5! The ratios (A11hA2)/Ai andg1 /Ai were used as calcu-
lated in the Born version of the radiative correction rou-
tine to findg1 andA11hA2 for our data.

This extraction method required that the Monte Carlo rou-
tine provide a detailed and realistic simulation of the data,
including resolution effects which are very important in the
resonance region. Therefore, we performed a series of tests
to insure that the Monte Carlo simulation described the data
well, and provided radiative and resolution corrections with
sufficient precision compared to the statistical accuracy of
our data. Without any normalization factors, the generated
unpolarized counts versusW2 agree with the data to better
than 2.2%~3.4%! in the 4.5° (7°) spectrometer. The shape
as a function ofW2 is in even better agreement in the region

TABLE XXI. Proton results forg1 at fixed Q2 of 2, 3, and 5 (GeV/c)2 evaluated assumingg1 /F1 is
independent ofQ2. In addition to the systematic errors shown, there are normalization uncertainties shown in
Table XV.

x g1
p(Q252)6stat6syst g1

p(Q253)6stat6syst g1
p(Q255)6stat6syst

0.031 0.27260.14560.037 0.29460.15760.040 0.32260.17260.044

0.035 0.46860.09660.032 0.50460.10360.035 0.55260.11360.041

0.039 0.28360.07760.026 0.30460.08360.028 0.33360.09160.031

0.044 0.33460.06560.022 0.35760.06960.024 0.39060.07560.027

0.049 0.33460.05460.019 0.35760.05860.020 0.38960.06360.023

0.056 0.31260.04660.017 0.33260.04960.018 0.36260.05360.020

0.063 0.26760.03960.014 0.28360.04160.016 0.30860.04560.017

0.071 0.29260.03460.013 0.30960.03660.014 0.33660.03960.016

0.079 0.30560.03060.013 0.32260.03260.014 0.34960.03460.015

0.090 0.25760.02460.011 0.27060.02560.012 0.29260.02760.013

0.101 0.29260.02260.011 0.30660.02360.012 0.33060.02560.013

0.113 0.26460.02060.010 0.27660.02160.011 0.29660.02260.011

0.128 0.25360.01960.010 0.26360.01960.010 0.28160.02160.010

0.144 0.22960.01760.009 0.23860.01860.009 0.25260.01960.009

0.162 0.24260.01660.009 0.25060.01760.009 0.26360.01860.009

0.182 0.23260.01660.008 0.23860.01660.008 0.24860.01760.009

0.205 0.22560.01460.008 0.22960.01460.008 0.23660.01460.009

0.230 0.20260.01360.008 0.20460.01360.008 0.20860.01460.008

0.259 0.24160.01460.008 0.24160.01460.008 0.24260.01460.008

0.292 0.19760.01460.007 0.19560.01460.007 0.19260.01460.007

0.329 0.17960.01560.006 0.17460.01460.006 0.16960.01460.006

0.370 0.16160.01460.005 0.15360.01460.005 0.14660.01360.005

0.416 0.17760.01460.005 0.16460.01360.005 0.15160.01260.005

0.468 0.15160.01460.005 0.13460.01260.004 0.11860.01160.004

0.526 0.13960.01760.004 0.11560.01460.003 0.09560.01260.003

0.592 0.10560.01960.003 0.07860.01460.002 0.05960.01160.002

0.666 0.07060.02460.002 0.04660.01660.001 0.03060.01060.001

0.749 0.08060.02560.002 0.04660.01460.001 0.02660.00860.001
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of the resonances. This provides confidence that the accep-
tance and resolution of the spectrometer are properly mod-
eled. In addition, we have found that the measured and simu-
lated count-rate differences agree well with each other.
These rates were integrated over the~quasi-!elastic region
(W2,1 GeV2) where model uncertainties are minimal be-
cause of reasonably good knowledge of elastic form factors
and radiative corrections. The overallx2 for the four degrees
of freedom corresponding to p(4.5°), p(7°), d(4.5°) and
d(7°) is 3.85.

V. RESULTS AND COMPARISON TO THEORY

Table III gives the results forAi
p andA'

p with the proton
target for the beam energy of 29.1 GeV and for the 4.5° and
7° spectrometers, respectively, along with the total radiative
corrections to each point. Tables IV–V give the results for
Ai

p and radiative corrections for the beam energies of 16.2
and 9.7 GeV and for the two spectrometers. Tables VI–VIII
give the corresponding results for the deuteron target. Since
the 29 GeV data include bothAi andA' , Eqs.~4! are used
to determine the asymmetriesA1 and A2 , and Eqs.~2! are

used to determine the structure functionsg1 andg2 and the
ratio of structure functionsg1 /F1 . The NMC fit @107# was
used forF2 . The SLAC global analysis@83# was used forR.
While the fit toR was made to data with a limitedQ2 range
and x>0.1, it is consistent with recent measurements at
lower x @118,119# and differentQ2 @120#. Estimated errors
on these unpolarized structure functions are given in Sec.
V B. The neutron spin structure function can be extracted
from the deuteron and proton results in a manner similar to
that used for the unpolarized structure functions. For bothg1
andg2 we use the relation:

gn~x,Q2!52gd~x,Q2!/~121.5vD!2gp~x,Q2!, ~55!

where vD is the probability that the deuteron will be in a
D-state. We usevD50.0560.01 @121# given by N-N poten-
tial calculations. No other nuclear contributions tovD are
included. In the measuredx range of this experiment, a con-
stantvD is adequate, although at higher and lowerx more
refined corrections become important@122–124#. The neu-
tron asymmetries can then be calculated using Eqs.~4!.

TABLE XXII. Neutron results forg1 at fixed Q2 of 2, 3, and 5 (GeV/c)2 evaluated fromg1
p and g1

d

assumingg1 /F1 is independent ofQ2. In addition there is a normalization uncertainty common to all data of
2.4% due to beam polarization.

x g1
n(Q252)6stat6syst g1

n(Q253)6stat6syst g1
n(Q255)6stat6syst

0.031 0.08560.37860.081 0.09160.40860.088 0.10060.44860.097
0.035 20.40660.24460.067 20.43760.26260.072 20.47960.28760.080
0.039 0.15360.19760.056 0.16460.21260.060 0.18060.23260.066
0.044 20.41560.16660.044 20.44460.17760.048 20.48560.19460.053
0.049 20.41360.14160.036 20.44060.15160.039 20.48060.16460.043
0.056 20.22560.12260.029 20.24060.13060.030 20.26160.14260.033
0.063 20.22960.10660.023 20.24360.11260.024 20.26460.12260.027
0.071 20.18060.09460.019 20.19060.09960.021 20.20660.10760.022
0.079 20.24060.08460.017 20.25260.08860.018 20.27360.09560.020
0.090 0.01560.07160.017 0.01660.07460.018 0.01760.08060.019
0.101 20.12560.06460.015 20.13160.06760.016 20.14160.07260.017
0.113 20.13660.05860.013 20.14160.06160.014 20.15160.06560.015
0.128 0.02260.05460.015 0.02360.05660.016 0.02460.05960.017
0.144 0.05360.05060.015 0.05560.05160.016 0.05860.05460.016
0.162 20.09560.04760.012 20.09860.04860.012 20.10260.05060.013
0.182 0.06160.04460.016 0.06260.04560.016 0.06460.04660.017
0.205 20.08660.03960.014 20.08760.03960.014 20.08960.04060.014
0.230 20.04760.03860.014 20.04760.03860.014 20.04760.03860.014
0.259 20.14460.04160.012 20.14160.04060.012 20.14060.04060.012
0.292 0.00960.04060.013 0.00960.03960.013 0.00960.03860.013
0.329 0.03660.04160.013 0.03460.03960.013 0.03260.03760.012
0.370 0.03160.04060.012 0.02960.03760.011 0.02760.03560.011
0.416 20.06760.04060.010 20.06060.03660.009 20.05460.03260.009
0.468 20.01860.04060.009 20.01560.03460.008 20.01360.02960.007
0.526 0.01660.04760.009 0.01360.03760.008 0.01060.02960.006
0.592 20.01860.05160.007 20.01260.03660.005 20.00960.02660.004
0.666 20.01560.06760.005 20.00960.04160.003 20.00660.02660.002
0.749 0.03460.07360.007 0.01860.03960.004 0.00960.02160.002
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A. A1 and g1

For beam energies of 16.2 and 9.7 GeV there are noA'

data available. We have assumed thatg2(x,Q2) is given by
eitherg2

WW or g250, both of which are consistent with our
g2 data at 29 GeV. These different assumptions lead to very
similar results. We have then determinedA1 and g1 using
Eq. ~5!.

Tables IX and X show the values ofg1 /F1 and A1 for
deep-inelastic scattering (W2>4 GeV2) for all three beam
energies and both spectrometers usingg25g2

WW for the 16.2
and 9.7 GeV data andAi and A' for the 29.1 GeV data.
Figures 13 and 14 showg1 /F1 for proton and deuteron as
functions ofQ2 averaged into 8x bins. Data from EMC@6#,
SMC @7,9,14#, SLAC E80@2#, and SLAC E130@3# are also
included. The results are consistent withg1 /F1 andA1 being
independent ofQ2 for Q2>1 (GeV/c)2. We fit all the deu-
teron and proton data~including the SMC data atQ2<1),
with the empirical parametrizationaxa(11bx1cx2)@1
1C f(Q2)#. The coefficients of the fit are shown in Table
XI, and the fits are shown in Figs. 13 and 14. We chose three
forms for f (Q2) shown in column 3 of the table. They are

f (Q2)50: no Q2 dependence,
f (Q2)51/Q2: higher twist behavior,
f (Q2)5 ln(1/Q2): pQCD behavior.
The minimumQ2 of the fits is shown in column 2 and is

either 0.3 or 1.0 (GeV/c)2. For the proton data, thex2 per
DF is less than unity for all the fits except fit I, indicating
that there isQ2 dependence forQ2<1 (GeV/c)2. Fit II in-
dicates that there is no need for anyQ2-dependent term for
Q2>1 (GeV/c)2, which is our cut-off for deep-inelastic
scattering. For the deuteron data, the fits are not as good, but
still have a confidence level of about 10%. Fit V, which has
Qmin

2 50.3 (GeV/c)2, is used to evaluateg2
WW and to iterate

the radiative corrections described above.
Also shown in Figs. 13 and 14 are the results from the

E154 @125# leading order pQCD evolution fit to world data
including preliminary results from this experiment. It is in
good agreement with the data, including the data forQ2

<1 (GeV/c)2 which was not used in the fit. However, for
the proton it does have an exaggeratedQ2 dependence at the
highestx. Sinceg1 /F1 andA1 are both consistent with being
independent ofQ2 for Q2>1 (GeV/c)2, we choose to com-
bine our data at fixedx by averaging them over all measured
values forQ2>1 (GeV/c)2. Tables XII and XIII and Fig. 15
show these averaged values as a function ofx. The band at
the bottom of Fig. 15 represents the size of the systematic
errors. Also shown are results from other experiments
@6,7,9,14# averaged in a similar way. The various experi-
ments are in agreement with each other. Results forg1 /F1
and A1 are similar at lowx and diverge slightly at highx.
For the proton, bothg1 /F1 andA1 are small and positive at
low x and rise steeply toward unity asx→1. For the deu-
teron, bothg1 /F1 and A1 are close to zero at lowx and
increase slowly with increasingx. For the neutron, both
g1 /F1 andA1 are negative over most of thex region, show-
ing almost no indication of becoming positive at highx as
expected from earlier predictions@27#.

Table XIV showsg1 at the averaged measured value of
Q2 obtained from the average value ofg1 /F1 . The quantity
g1

n was obtained using Eq.~55!. Figure 16 showsxg1 as a
function of logx. The area between the data and zero is the
integral forming the sum rules*0

1g(x)dx5*2`
0 xg(x)d ln x.

B. Systematic errors

The systematic errors were calculated forg1 /F1 , A1 , and
g1 . Only the systematic error due toAi was considered since
the systematic errors due toA' were negligible compared to
the statistical errors. Some of the errors were multiplicative
and independent ofx while others werex-dependent. The
errors due to multiplicative factors~beam and target polar-
ization! are shown in Table XV. The errors ong1 andg1 /F1
from these normalizations were obtained using a smoothed
fit to g1 /F1 . The breakdown of the major sources of error
for a sample of ourx bins is shown in Tables XVI–XIX for
deuteron and proton targets for bothg1 and g1 /F1 . The
radiative correction error dominated at lowx. The errors due
to multiplicative factors were only significant when eitherg1
or g1 /F1 were large at middle and highx, respectively.
Multiplicative systematic errors:

~1! The error of the beam polarizationPB was estimated to
be 0.024~relative!. See Section III C 5.

~2! The error of the target polarizationPT had a relative
systematic error of 0.025 for protons and 0.04 for deu-
terons. The error was assumed to be 100% correlated
between runs, since the systematic error was obtained
from the spread of the thermal equilibrium measurement
results, each of which provided the calibration constants
for large groups of runs. See Sec. III D 2.

~3! The proton in nitrogen correction@see Eq.~41!# contrib-
uted with a 0.004 relative systematic error since the cor-

FIG. 17. g1(x,Q2) evaluated atQ253 (GeV/c)2 ~assuming
g1 /F1 is independent ofQ2! as a function ofx.
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rection C1 was always around 0.02, while the relative
error onC1 was estimated to be 0.2.

Systematic errors dependent onx:

~1! The error of the dilution factorf came from several
sources. The component dependent on our experimental
setup ~the amount of ammonia in the target cell! was
known to 4% for both targets. The relative error from the
cross-section ratiosn /sp was 1%@108#. It was one of
the dominant errors for the NH3 target and did not con-
tribute for the ND3 target. The ratio of nuclear to deute-
rium cross sections, the EMC effect, is known to 1.5%
relative and was another large error source. It has a 1%
overall normalization and another 1% of uncorrelated
error @106#. The small mass of the NMR coil was known
to 20% but did not contribute significantly to the overall
error. This leads to an average error onf of 2% for NH3

and 1.5% for ND3.
~2! The nitrogen correction was applied via two factors,C1

and C2 @see Eq.~44!#. The error onC1 was neglected
since this value was very small and stable. The factorC2

~ND3 only! contained the proton asymmetry and was cal-
culated for eachx bin using our measured proton asym-
metry and its error.

~3! The systematic error on the radiative corrections was cal-
culated for eachx bin by varying several classes of input
models. See Section IV B 6 for details. It is shown in
Tables XVI-XIX for typical values ofx at 29 GeV beam
energy forg1 andg1 /F1 .

~4! The error due to the structure functionR(x,Q2) contrib-
uted tog1 /F1 and g1 quite differently due to the rela-
tionship betweenF1 and F2 . For g1 the effect ofR is
negligible whereas forg1 /F1 it is one of the significant
errors. Its systematic error was taken from the SLAC
global analysis@83# and ranged from 3% to about 7.5%.
While this fit to R was made to data with a limitedQ2

range andx>0.1, it is consistent with recent measure-
ments at lowerx @118,119# and differentQ2 @120#.

~5! The error in the structure functionF2 was obtained from
the NMC fit @107#. The error returned from the fit was
taken as completely correlated point-to-point.

~6! Pion and charge-symmetric backgrounds were treated as
statistical errors from the measurement with spectrom-

eters set at opposite polarity. No systematic error was
assigned to the model of charge symmetry.

When averagingg1 /F1 over spectrometers and beam en-
ergies, the weight of each data point included statistical and
point-to-point uncorrelated systematic errors. For the system-
atic error of the neutron structure functiong1

n as well as of
the differenceg1

p2g1
n , the beam polarization error and the

dilution factor errors due to the unpolarized cross sections
were assumed to be 100% correlated, while the other errors
were assumed to be uncorrelated.

The systematic error on the integral was calculated using
the separated correlated and uncorrelated systematic errors.
The systematic errors of the low-x and high-x extrapolations
were added together with the systematic error for the data
region. The sum was then quadratically combined with the fit
errors for the low- and high-x extrapolations to yield the total
systematic error on the integral.

C. Integrals

The Ellis-Jaffe @Eq. ~21!# and Bjorken @Eq. ~20!# sum
rules involve integrals over all values ofx at a fixedQ2. The
experimental results do not cover allx at any singleQ2. In
the measured region ofx we must either interpolate or ex-
trapolate our results from the measuredQ2 to some fixed
Qo

2 . In the regions ofx above and below the measured re-
gion, we use model-dependent extrapolations.

1. Measured region

Several methods have been used to determineg1 at fixed
Q0

2 .

TABLE XXIII. * .03
.8 g1(x)dx at differentQ2 by different methods. The first error is statistical and the

second is systematic. There are additional normalization uncertainties shown in Table XV.

Method Q252(GeV/c)2 Q253(GeV/c)2 Q255(GeV/c)2

Deuteron g1 /F1 0.05060.00460.003 0.04660.00360.003 0.04360.00360.002

Deuteron A1 0.04760.00560.003 0.04460.00460.003 0.04360.00360.002

Proton g1 /F1 0.12960.00460.006 0.12160.00360.006 0.11760.00360.006

Proton A1 0.12060.00460.006 0.11660.00360.006 0.11660.00360.006

Neutron g1 /F1 20.02260.01160.006 20.02360.00860.006 20.02560.00760.006

Neutron A1 20.01960.01360.005 20.02160.00960.005 20.02360.00760.005

TABLE XXIV. Systematic errors on the measured integral at
Q253 (GeV/c)2.

Source Deuteron Proton Neutron p-n

F2 0.001 0.003 0.001 0.003

R 0.000 0.001 0.000 0.001

Arc 0.001 0.002 0.003 0.005

f 0.001 0.002 0.001 0.003

PB 0.001 0.003 0.001 0.003

PT 0.002 0.003 0.005 0.007

Total 0.003 0.006 0.006 0.010
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~1! Assumeg1 /F1 is independent ofQ2 and determineg1

from g1(x,Qo
2)5g1 /F13F1(x,Qo

2).
~2! AssumeA1 is independent ofQ2 and determineg1 from

@g1(x,Qo
2)5A1(x)3F1(x,Q0

2)1go
2g2

WW(x,Q2)#.
~3! Fit the data to a functional form which has semi-

empirical dependencies onx and Q2 such as the fits
described above.

~4! Do a pQCD fit to determine the quark and gluon distri-
butions and then calculate the change ing1 going from
the measured to the desired kinematics.

In this paper we will pursue the first two options with
emphasis on the first. We note that the pQCD fits indicated
in Figs. 13 and 14 show littleQ2 dependence~compared to
the errors of the experiments! for g1 /F1 at x<0.5 in the

relevantQ2 range. Forx>0.6, theoretical papers often use
approximations in defining the relationship betweenF2 and
F1 and sometimes use pQCD fits toF2 instead of empirical
fits to the data. Atx50.75 typical pQCD fits@59,125,126#
show g1

p/F1
p differing by 30–50% between the measured

Q2;9.5 (GeV/c)2 and Q253(GeV/c)2, but these predic-
tions are questionable due to the assumptions used.

Tables XX–XXII list g1 as a function ofx at fixed Q2

values of 2, 3, and 5 (GeV/c)2 for proton, deuteron, and
neutron. These results were evaluated by method 1~g1 /F1
independent ofQ2!. Figure 17 shows the corresponding
method 1 results forg1 at Q253 (GeV/c)2. Results for
*0.03

0.8 g1(x)dx using methods 1 and 2~A1 independent ofQ2,
g2

WW! at the same three values ofQ2 are given in Table
XXIII. Method 1 yields slightly larger results in magnitude

TABLE XXV. Estimates of*0
0.03g1(x,Q2)dx at Q253 (GeV/c)2 using various hypotheses. Columns 3–5

have the Regge formg15bxa fitted to g1(x,Q2) at theQ2 shown in the second row, witha shown in the
first row, in the range 0.03<x<xcut shown in column 2. Column 6 has a fit of the form ln(1/x). Column 7
has results of global fit II of Table XI. The last column is the integral of the SMC data with flat Regge
extrapolation (a50) belowx50.003.

xcut a50 a50 a50.5 ln(1/x) global II SMC

Q253 Q251 Q253 Q253 Q253 Q253

Deuteron 0.10 0.002 0.002 0.001 0.003 0.001 20.00560.003

Proton 0.10 0.009 0.010 0.004 0.015 0.018 0.01460.003

Neutron 0.10 20.005 20.006 20.002 20.009 20.016 20.02560.007

p-n 0.10 0.014 0.016 0.006 0.024 0.034 0.03960.009

Deuteron 0.06 0.001 0.001 0.000 0.002

Proton .06 0.010 0.011 0.005 0.015

Neutron .06 20.008 20.009 20.004 20.012

p-n .06 0.018 0.020 0.010 0.026

TABLE XXVI. Integral of g1 in the measured region as well as extrapolations to high and lowx as
described in the text. Slight differences between the measured targets and derived targets, n and p-n, are due
to correlations among systematic errors. The structure functiong1 was calculated at fixedQ2 assuming
g1 /F1 independent ofQ2.

^Q2& Measured Highx Low x Total

(GeV/c)2 * .03
.8 g1 * .8

1 g1 *0
.03g1 *0

1g1

Deuteron 2 0.05060.00460.003 0.00060.001 0.00160.006 0.05160.00460.006

Proton 2 0.12960.00460.006 0.00160.001 0.01160.007 0.14060.00460.010

Neutron 2 20.02260.01160.006 0.00160.001 20.00960.016 20.03060.01160.017

p-n 2 0.14960.01260.011 0.00160.001 0.02060.019 0.16960.01260.022

Deuteron 3 0.04660.00360.003 0.00060.001 0.00160.006 0.04760.00360.006

Proton 3 0.12160.00360.006 0.00160.001 0.01160.007 0.13360.00360.009

Neutron 3 20.02360.00860.006 0.00160.001 20.01060.015 20.03260.00860.016

p-n 3 0.14360.00960.010 0.00160.001 0.02160.018 0.16460.00960.021

Deuteron 5 0.04360.00360.002 0.00060.001 0.00160.006 0.04460.00360.006

Proton 5 0.11760.00360.006 0.00160.001 0.01260.008 0.12960.00360.010

Neutron 5 20.02560.00760.006 0.00160.001 20.01060.015 20.03460.00760.016

p-n 5 0.14160.00860.010 0.00160.001 0.02260.017 0.16460.00860.020
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than method 2, but the difference is smaller than the total
error for all targets at fixedQ2>3 (GeV/c)2. The compo-
nents of the systematic error on the integral are shown in
Table XXIV. The correlated systematic errors due to beam
and target polarization andF2 dominate. The radiative cor-
rection errors tend to be anti-correlated between low and
high x and thus partly cancel in the integral.

2. Low x

The evaluation of*0
0.03g1(x,Qo

2)dx can be done by sev-
eral methods.

~1! Using Regge trajectory-type behavior,g15xag1
0 at fixed

Q2 and lowx. The differenceg1
p2g1

n has isospin 1 and
only one Regge trajectory contributes. The value ofa is
in the general range 0.5>a>0 @127–129#. For the indi-
vidual proton and deuteron targets there may be more
than one pole contributing@127#. There also may be
even more complex behavior of the singlet term.

~2! Using SMC data from 0.003<x<0.03 and Regge ex-
trapolations belowx50.003.

~3! Using the formg1} ln(1/x) @129,130#.
~4! Using the parametrization II from Table XI~the form is

Regge inspired at lowx!.
~5! Using pQCD fits.

The Regge method requires a choice ofx range to deter-
mine the pole parameter and a choice of other possible
Regge trajectories. In addition, ifg1 has Regge behavior at a
given Q2, it will not have Regge behavior at otherQ2 since
g1 evolves withQ2 differently at different values ofx. Table
XXV shows the results of various options, including using
the Regge form atQ251 and 3 (GeV/c)2. Constraininga
50 gives good fits at bothQ251 and 3 (GeV/c)2. How-
ever, requiringa50.5 gives a rather poor fit (x2/d f'2) for
the proton. We take the average of the four fits in Table
XXV with a50 as the central value of the lowx extrapola-
tion. The error encompasses all the other models indicated.
These averages are shown in Table XXVI. The values of the
integral for proton, deuteron, neutron, and proton-neutron
~p-n! may not add up exactly due to the non-linearity of the
fits.

TABLE XXVII. Comparison of integrals from this experiment and E142@10# and SMC@7,9#. Note that
the SMC and E143 results usedg1 /F1 independent ofQ2 and E142 usedA1 independent ofQ2 to evaluate
g1 at fixedQ2 from measurements at differentQ2, and that the different experiments had different meanQ2.

Q2 Method x range This experiment ← Other experiments→

Proton 5 g1 /F1 0.03<x<0.7 0.11560.006 SMC 0.12860.006

0<x<1 0.12960.010 0.14060.011

Deuteron 5 g1 /F1 0.03<x<0.7 0.04160.004 SMC 0.04360.007

0<x<1 0.04460.007 0.03960.008

Neutron 2 A1 0.03<x<0.6 20.02160.009 E142 20.02860.008

0<x<1 20.03060.020 20.03160.011

TABLE XXVIII. Experimental value ofG1 compared to the Ellis-Jaffe sum rule and Bjorken sum rule
~p-n!. For the theoretical input we takeas(MZ)50.11860.003 and 3F2D50.58 with uncertainties of either
0.032 ~small! or 0.120~large!. The Ellis-Jaffe sum is evaluated with both the invariant andQ2-dependent
pQCD singlet corrections. The Bjorken sum rule depends only on the non-singlet correction.

^Q2& G1
theory G1

theory Error Error

(GeV/c)2 G1
exp invariant Q2-dependent ~small! ~large!

Deuteron 2 0.05160.008 0.070 0.065 60.004 60.014

Proton 2 0.14060.010 0.161 0.156 60.005 60.016

Neutron 2 20.03060.020 20.010 20.015 60.005 60.016

p-n 2 0.16960.025 0.171 0.171 60.006 60.006

Deuteron 3 0.04760.007 0.071 0.066 60.004 60.014

Proton 3 0.13360.010 0.165 0.160 60.005 60.016

Neutron 3 20.03260.018 20.012 20.017 60.004 60.016

p-n 3 0.16460.023 0.177 0.177 60.004 60.004

Deuteron 5 0.04460.007 0.072 0.068 60.004 60.015

Proton 5 0.12960.010 0.169 0.164 60.005 60.016

Neutron 5 20.03460.017 20.014 20.018 60.004 60.016

p-n 5 0.16460.021 0.182 0.182 60.003 60.003
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Recent results from SLAC@11# indicate thatg1
n may be

behaving as;x20.8 at low x. If the proton behaves in a
similar way, then the above extrapolations would be open to
question.

3. High x

The extrapolation to highx was done by two methods:~1!
assumingg1}(12x)3 @131# and fitting to the four highestx
bins and~2! assumingA1

p50.75(19216F2
n/F2

p)/15 andA1
n

50.75(223F2
n/F2

p)/(5F2
n/F2

p) @27#. For both g1
d and g1

p ,
both methods gave almost identical values of*0.8

1 g1(x)dx.
For the deuteron the value is 0.000 and for the proton 0.001.
We assign an error of60.001 in both cases. For the neutron
the value of the integral is 0.00160.001 where rounding
errors account for inexact match with proton and deuteron
results. The small value of the integral is mostly due to the
small value ofF1 and not the properties of the individual
models. The average values are shown in Table XXVI.

4. Total integral

Table XXVI showsG1 , the total integral fromx50 to 1,
in the last column for proton, deuteron, neutron, and the
difference proton-neutron. The experimentally measured
portion of the integral makes the largest contribution todG1
with the low x extrapolation error a close second. The cor-
relation between the measurement errors at lowx and the
extrapolation errors is small compared to the model depen-
dence of the extrapolation.

The integrals from this experiment, E142@10#, and SMC
@7,9,14# are compared in Table XXVII atQ2 values reported
by the other experiments. Comparisons are made for the full
range inx of 0 to 1, as well as for the common measuredx
range between experiments. For each comparison, we evalu-
ated the integral using the same assumptions aboutQ2 de-
pendence that the other experimenters used.~SMC results
were calculated by us from their tables.! In the experimental
range there is good agreement between this experiment and
the other results.G1 for each experiment, as shown in Table
XXVII, are also in excellent agreement with the caveat that
different x ranges were measured and different extrapola-
tions used in the unmeasured region.

5. Ellis-Jaffe sum rule

Ellis-Jaffe sum rule predictions for the integrals@Eq. ~21!#
are shown at three values ofQ2 in Table XXVIII. We use

as(MZ)50.11860.003 @26#, three active flavors, and 3F
2D50.58@27# with uncertainties of either 0.03~small! @27#
or 0.12~large! @20#. This larger error, as discussed in Section
II B 1, is likely to be an overestimate. For the Ellis-Jaffe sum
rule, the values for both the ‘‘invariant’’ andQ2-dependent
singlet pQCD corrections@see Eq.~17!# are given. They dif-
fer by an amount which is larger than the theoretical error
due to as . In the case of the deuteron, the experimental
errors are comparable to the theoretical difference. The mea-
sured values ofG1

p andG1
d are shown in the table along with

the derived value ofG1
n . Using the small errors on 3F2D

and the ‘‘invariant’’ singlet term the Ellis-Jaffe sum rules are
violated by 0.02360.007~deuteron! and 0.03260.012~pro-
ton!. A violation implies that there could be a significant
SU~3! symmetry breaking effect or that there is strange
and/or gluon spin contributing to the proton spin. If we con-
sider the large 3F2D errors ~larger error due to possible
symmetry breaking! combined with theQ2-dependent singlet
term, the deviations from the sum rule reduce to 0.018
60.015~deuteron! and 0.02760.019~proton!.

6. Bjorken sum rule

The Bjorken sum rule integral@Eq. ~20!# is given in Table
XXVIII for three different values ofQ2. The theoretical

FIG. 18. Measured singlet matrix elementsa0
inv from this ex-

periment, E142@10#, SMC @7,9#, and EMC/E80/E130 combined
@6#. These results were calculated from the published first moments
of g1 using up-to-date ‘‘invariant’’ singlet pQCD corrections and
d(3F2D)50.032. The dashed curve indicates the world average
of 0.3160.04.

TABLE XXIX. The evaluated quark spins using both the ‘‘invariant’’ andQ2-dependent pQCD singlet
coefficients, with an assumed error onF/D of 0.016. If the more conservative estimate ofd(3F2D)
50.12 is used, the only change is to the error onDs which is shown in the last column.

Method S5ao Du Dd Ds ConservativedDs

Deuterium invariant 0.3560.07 0.8460.02 20.4260.02 20.0860.03 60.05

Proton invariant 0.2960.09 0.8360.03 20.4360.03 20.1060.03 60.06

Deuterium Q253 (GeV/c)2 0.3760.08 0.8560.03 20.4160.03 20.0760.03 60.06

Proton Q253 (GeV/c)2 0.3260.10 0.8360.03 20.4360.03 20.0960.04 60.06
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value involves only non-singlet pQCD corrections and is
thus independent of ambiguities associated with the singlet
corrections~invariant or Q2-dependent!. Theoretical errors
depend only on the uncertainty inas . The measured values
are from this experiment only and the errors include all cor-
relations. The experimental errors are considerably larger
than the theoretical errors. Experiment and theory agree
within one standard deviation.

A more precise result can be obtained by combining all
the experiments@7,9,6,11# which published a value of the
integrals. SLAC experiment E154@11# on the neutron was
not included because they did not publish an integral of their
data alone. We consistently used the method withg1 /F1
independent ofQ2 to evolve the results to constantQ2. In all
experiments, the low-x extrapolation errors were limited to

g1 being constant or approaching zero asx→0. At Q2

55 (GeV/c)2, the combined results areG1
B j50.170

60.012,G1
p50.13060.006, andG1

n520.04060.008 with a
very smallx2 per DF.G1

B j is one standard deviation from the
theoretical value of 0.182 determined from Eq.~20! with
as(MZ)50.118. The addition of higher twist and other ef-
fects described below make the agreement even better. If we
assume the Bjorken sum rule is true and solve Eq.~20! for as

we obtainas(Mz)50.12320.006
10.010.

D. Quark polarization

We used Eqs.~14!–~15! to extract our measured value of
a0 from the proton and deuteron first moments. Then using
Eq. ~20! ~with DG50!, we extracted the individual polariza-

TABLE XXX. Results forA2 , g2 andg2 for the proton measured in the 4.5° and 7.0° spectrometers at
the indicated average values ofx andQ2 and beam energy of 29.1 GeV. The highestx bin shown is in the
resonance region defined by missing massW2,4 GeV2.

x interval ^x&
^Q2&

(GeV/c)2 A2
p6stat6syst g2

p6stat6syst g2
p6stat6syst

0.029–0.047 0.038 1.49 0.01660.01860.006 0.48960.98060.332 0.22360.98360.332

0.047–0.075 0.060 2.01 0.02560.01460.005 0.39760.37460.138 0.22360.37560.138

0.075–0.120 0.095 2.60 0.00460.01560.006 20.23660.20360.074 20.29560.20460.074

0.120–0.193 0.152 3.21 0.02160.02160.008 20.13660.12560.049 20.12760.12760.049

0.193–0.310 0.241 3.77 0.09160.03260.011 20.04660.07960.026 0.02760.08060.026

0.310–0.498 0.379 4.22 0.13560.06060.014 20.05060.04860.009 0.05160.05060.009

0.498–0.799 0.595 4.55 0.06160.15460.028 20.03760.02060.004 20.00560.02260.004

0.075–0.120 0.101 3.76 0.02560.02560.007 0.06060.36660.116 0.00060.36860.116

0.120–0.193 0.155 4.97 0.04860.01960.007 0.17160.14160.049 0.19860.14260.049

0.193–0.310 0.243 6.37 0.05360.02260.007 20.06860.07060.021 0.02360.07160.021

0.310–0.498 0.382 7.76 0.07760.03560.008 20.03960.03460.007 0.04360.03560.007

0.498–0.799 0.584 8.85 0.10660.08360.016 20.02260.01160.002 0.00160.01260.002

TABLE XXXI. Results for A2 , g2 andg2 for the deuteron measured in the 4.5° and 7° spectrometers at
the indicated average values ofx andQ2 and beam energy of 29.1 GeV. The highestx bin shown is in the
resonance region defined by missing massW2,4 GeV2.

x interval ^x&
^Q2&

(GeV/c)2 A2
d6stat6syst g2

d6stat6syst g2
d6stat6syst

0.029–0.047 0.038 1.49 0.07060.04560.010 3.42662.15760.575 3.27562.16160.575

0.047–0.075 0.060 2.01 20.02560.02860.006 20.65560.70760.157 20.79960.70960.157

0.075–0.120 0.095 2.60 0.00860.03260.010 0.00860.39060.118 20.04860.39260.118

0.120–0.193 0.152 3.21 0.00560.04560.016 20.11860.24360.080 20.09560.24560.080

0.193–0.310 0.241 3.77 0.07860.07260.020 0.12760.15460.041 0.13460.15660.041

0.310–0.498 0.378 4.22 20.07960.14460.017 20.12760.09460.010 20.09560.09660.010

0.498–0.799 0.595 4.56 0.32760.39060.044 0.03760.03960.004 0.02760.04160.004

0.075–0.120 0.101 3.77 0.02460.04660.009 0.17260.62160.133 0.08460.62460.133

0.120–0.193 0.154 4.97 20.00760.03660.011 20.10960.23560.076 20.08660.23760.076

0.193–0.310 0.242 6.37 20.04360.04360.015 20.13360.11660.041 20.11760.11860.041

0.310–0.498 0.381 7.76 0.00060.07360.014 20.04260.05660.011 20.00660.05760.011

0.498–0.799 0.584 8.86 0.23560.18360.030 0.00060.01860.003 0.01160.01960.003
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FIG. 19. The results forA2(x,Q2) as a function ofx for this
experiment ~solid squares for 4.5°, solid circles for 7°!. Also
shown are SMC~open circles! @14#, E142 ~open square! @10#, and
E154 ~diamond! @15#. The solid and dashed curves correspond to
the positivity constraint at 4.5° and 7° kinematics, respectively.
Overlapping data have been shifted slightly inx to make errors
clearly visible. The bands indicate systematic errors for the two
E143 data sets.

FIG. 20. The results forxg2(x,Q2) as a function ofx for this
experiment~squares for 4.5°, circles for 7°!. Systematic errors are
indicated by bands. Overlapping data have been shifted slightly inx
to make errors clearly visible. The solid curve shows the twist-2
g2

WW calculation for the kinematics of the 4.5° spectrometer. The
same curve for 7° is nearly indistinguishable. The bag model cal-
culations atQ255.0 (GeV/c)2 by Stratmann@56# ~short dash! and
Song and McCarthy@57# ~long dash! are indicated. The curves on
the neutron plot are difficult to distinguish from zero.

TABLE XXXII. Results for A2 , g2 andg2 for the neutron measured in the 4.5° and 7° spectrometers at the indicated average values of
x andQ2 and beam energy of 29.1 GeV. The highestx bin shown is in the resonance region defined by missing massW2,4 GeV2.

x interval ^x&
^Q2&

(GeV/c)2 A2
n6stat6syst g2

n6stat6syst g2
n6stat6syst

0.029–0.047 0.038 1.49 0.14360.10560.023 7.02464.77761.288 6.96364.78761.288
0.047–0.075 0.060 2.01 20.08560.06560.015 21.81161.57460.367 21.94861.57960.367
0.075–0.120 0.095 2.60 0.01360.07660.025 0.25460.86860.266 0.19260.87260.266
0.120–0.193 0.152 3.21 20.01360.11460.040 20.11860.54160.180 20.07960.54560.180
0.193–0.310 0.241 3.77 0.06760.19260.056 0.32060.34260.093 0.26360.34760.093
0.310–0.498 0.378 4.22 20.43360.41960.058 20.22560.20960.024 20.25660.21460.024
0.498–0.799 0.595 4.56 0.92661.30260.200 0.11660.08660.010 0.06460.09160.010
0.075–0.120 0.101 3.77 0.02860.11360.024 0.31561.39260.312 0.18461.39960.312
0.120–0.193 0.154 4.97 20.07860.09160.029 20.40760.52860..172 20.38460.53360.172
0.193–0.310 0.242 6.37 20.19560.11860.041 20.21960.26160.091 20.27660.26560.091
0.310–0.498 0.381 7.76 20.13160.21860.045 20.05260.12560.025 20.05760.12860.025
0.498–0.799 0.584 8.86 0.54460.62760.120 0.02160.04160.006 0.02360.04260.006
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tions of the quarks. It is important to remember that these
polarizations have meaning within the quark-parton model
where a05DS. In pQCD the interpretation becomes
scheme-dependent and depends on whetherDG(x) contrib-
utes toG1 . The results are shown in Table XXIX and Fig.
18. Results for both the ‘‘invariant’’ andQ2-dependent
pQCD singlet coefficients are shown in the table while the
figure shows ‘‘invariant’’ results. The quantitiesa0 , Du, and
Dd are relatively insensitive to the values ofF and D, but
Ds is very dependent on them. The last two columns of
Table XXIX show the errors onDs with two different esti-
mates on the errors on 3F2D. As seen in Fig. 18 the results
from the deuteron and proton targets are consistent with each
other ~there is only a small correlation between the errors!.
The differences between the ‘‘invariant’’ andQ2-dependent
results are smaller than the present experimental errors. The
negative polarization of the strange quark sea of about
20.08 is very significant only if the smaller estimates ofF
andD are used. Our averaged proton and deuteron results for
a0

inv50.3360.06, while the world average yieldsa0;0.31
60.04. The results fora0 are significantly smaller than the
naive parton model prediction ofDS51, the relativistic par-
ton model prediction of 0.75, the Ellis-Jaffe sum rule predic-
tion of 0.58, and a quenched lattice calculation of 0.60
60.05 @132#. With such a low value ofa0 , angular momen-
tum conservation@see Eq.~9!# requires that the nucleon spin
be dominated by a combination of gluon polarization and
orbital angular momentum, or a large charm polarization not
included in the formalism above@Eqs. ~14!–~20!#. There
have been several approaches to understanding the low value
of a0 . These are described in Sec. II.

E. A2 and g2

Tables XXX–XXXII showA2 andg2 for each target and
spectrometer~and the derived neutron! with beam energy of
29.1 GeV. Figures 19 and 20 showA2 and xg2 for each
target and spectrometer. The systematic errors are indicated
by the bands. Also shown in Fig. 19 are the results from
SMC @9,14# for the deuteron and proton and from E142@10#
and E154@15# for the neutron. All results are shown at their
measuredQ2. There is good agreement between the various
experiments. As seen in Fig. 19, the values ofA2

d are consis-
tent with zero, while the values ofA2

p deviate significantly
from zero forx>0.1. For this experiment the average value
for all x of A2 is 0.03160.007 for the proton, 0.003
60.013 for the deuteron, and20.0360.03 for the neutron.
The measuredA2 obeys theAR bound within errors, and at
almost all kinematics the absolute value of the measured
values are significantly lower than the bound. The dashed
curve is a calculation ofg2

WW from Eq. ~24! usingg1 evalu-
ated from a fit to world data discussed in Sec. V A of this
paper. Theg2

WW curves for the 7° and the 4.5° kinematics
are indistinguishable on the figure. The other theoretical
curves are bag model predictions@56,57# which include
twist-2 and twist-3 contributions forQ255 (GeV/c)2. At
high x the E143 results forg2

p indicate a negative trend con-
sistent with the expectations forg2

WW with a x2 of 43 for 48
degrees of freedom. However, the results are also consistent
with g2

p50 with ax2 of 52. The deuteron and neutron results
are less conclusive because of the larger errors and are also
consistent with bothg2

WW andg250. The moments ofg2 will
be discussed below along with the moments ofg1 .

F. Higher moments ofg1 and g2

Using our results for bothg1 andg2 , we have computed
the third moment of the OPE sum rules@Eq. ~25!#, and
solved for the twist-3 matrix elementd2 and the twist-2 ma-
trix elementa2 . For the measured region 0.03,x,0.8, we
evaluatedg1 , corrected the twist-2 part ofg2 to fixed Q2

55 (GeV/c)2 assumingg1 /F1 is independent ofQ2, and
have averaged the two spectrometer results. PossibleQ2 de-
pendence ofg2 was neglected. We neglect the contribution
from the region 0<x,0.03 because of thex2 suppression

TABLE XXXIII. Results for the momentsG1
(2) andG2

(2) evalu-
ated atQ255 (GeV/c)2, and the extracted twist-3 matrix elements
d2 for proton~p!, deuteron~d!, and neutron~n!. The errors include
statistical~which dominate! and systematic contributions.

a2/25G1
(2)3103 G2

(2)3103 d23103

p 12.461.0 26.361.8 5.865.0

d 4.660.8 21.463.0 5.169.2

n 22.461.6 3.366.5 5.0621.0

TABLE XXXIV. Theoretical predictions for the twist-3 matrix elementsd2
p and f 2

p for proton andd2
d and

f 2
d for deuteron. Also shown ism, the higher twist correction toG1 described in the text.

Bag models QCD sum rules

Ref. @57# Ref. @56# Ref. @53# Ref. @144# Ref. @145# Ref. @52# Ref. @146#

Q2 (GeV/c)2 5 5 1 1 1 1 -

d2
p3103 17.6 6.0 21 10 2663 2363 -

f 2
p3103 - - 35 28 23766 250634 26965

m2
p3103 - - 27 15 21567 220613 22762

d2
d3103 6.6 2.9 11 5 21765 21365 -

f 2
d3103 - - 17 14 22564 234620 23865

m2
d3103 - - 13 7 21063 21368 21562
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factor. For 0.8,x<1, we assume that bothg1 andg2 behave
as (12x)3 since at highx, g2'2g1 from Eq. ~4! and F1
→0, and we fit the data forx.0.56. The uncertainty in the
extrapolated contribution is taken to be the same as the con-
tribution itself. The results are shown in Table XXXIII. Our
extracted values ford2 are consistent with zero, but the er-
rors are large. For comparison, in Table XXXIV we quote
theoretical predictions@52,55–58# for d2

p andd2
d . For d2

d the
proton and neutron results were averaged and a deuteron
D-state correction was applied. We note that the results for
d2

p andd2
d differ in sign from the theoretical QCD sum rule

calculations@52,55,58#. The bag model predictions@56,57#,
however, are of the same sign as the data. Ali, Braun and

Hiller @133# showed thatg2 obeys an evolution equation in
the limit thatNc→`. However, this program of calculation
has not been carried out yet.

To test the Burkhardt-Cottingham sum rule, Eq.~27!, we
have evaluated the integrals*0.03

1 g2
p(x)dx520.01460.028

and *0.03
1 g2

d(x)dx520.03460.082 using the same high-x
extrapolation as discussed above. These results are consistent
with zero. To evaluate the integral forx<0.03 is theoreti-
cally challenging. A double logarithmic approximation has
been used@134# to calculate bothg1 and g2 in the low-x
region yieldingg2}x20.75 at a fixedQ2 of a few (GeV/c)2.
Then *0

0.03g2(x)dx is negligible and the sum rule is con-
firmed.

FIG. 21. Ai versus momentum measured from polarized protons
for p2 andp1, at E529 GeV in both spectrometers. FIG. 22. Ai versus momentum measured from polarized deuter-

ons forp2 andp1, at E529 GeV in both spectrometers.

TABLE XXXV. Pion asymmetries versus momentumE8 for proton and deuteron targets atE
529.1 GeV.

E8(GeV) Ai
p(p2) Ai

p(p1) Ai
d(p2) Ai

d(p1)

u54.5°

8.04 0.02860.010 0.01660.019 0.00160.011 0.01360.021

10.65 0.01960.012 0.04360.022 20.01760.013 0.00560.025

13.57 0.01960.016 0.01960.031 20.01560.018 0.01660.036

16.58 0.00160.023 0.06560.043 20.01760.025 0.02060.052

19.41 0.00260.036 0.04160.069 0.10860.041 0.03160.087

21.88 20.04460.056 0.02860.111 20.10860.068 0.03160.146

23.90 0.01860.063 0.27360.127 20.08460.079 20.17260.171

25.44 0.05860.082 0.05760.168 0.05760.111 0.09460.242

u57.0°

5.61 0.12360.069 20.01060.135 0.02260.072 20.27260.195

7.72 0.01860.010 0.02760.019 20.02160.010 20.03860.031

10.29 0.00160.012 0.08160.023 20.01960.013 0.00060.037

13.19 0.01660.022 0.05760.043 0.06360.024 0.03460.071

16.19 0.08560.036 0.07160.075 20.02160.042 0.14260.129

19.06 0.09660.052 20.03560.107 0.07060.063 0.23160.196

21.59 20.03460.064 0.10660.136 0.02360.085 0.06060.263
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TABLE XXXVI. The measured virtual photon-nucleon asymmetryA11hA2 and the spin structure functiong1 for the resonance region.
The values ofW2 andQ2 are given at bin centers. The dilution factorf and applied correction termArc , which for these data also includes
a resolution correction, are from Eqs.~48! and ~54!. The value ofg1 in the last column is calculated fromAi under the assumption that
A250.

W2 GeV2 Q2 (GeV/c)2 f Arc A11hA26stat6syst g16stat6syst

Protonu54.5°

1.31 0.55 0.180 20.0444 20.08660.12660.225 20.01160.01760.030

1.69 0.54 0.164 20.0284 20.45360.12560.127 20.11260.03160.032

2.06 0.53 0.155 0.0101 0.46160.10660.104 0.13960.03260.031

2.44 0.52 0.153 0.0204 0.69460.09160.086 0.34460.04560.035

2.81 0.50 0.154 20.0051 0.22260.07860.046 0.14260.05060.027

3.19 0.49 0.144 20.0049 0.24260.07960.092 0.14260.04660.050

3.56 0.48 0.144 20.0047 0.09060.07260.030 0.06160.04960.018

3.94 0.47 0.147 20.0032 0.00260.06460.011 0.00260.05460.010

4.31 0.46 0.144 20.0013 0.13460.05960.017 0.12960.05760.008

4.69 0.45 0.143 20.0013 0.10560.05660.014 0.11060.05860.009

Deuteronu54.5°

1.31 0.55 0.247 20.0242 20.17360.27860.236 20.01560.02460.021

1.69 0.54 0.235 20.0221 20.30560.23160.078 20.06160.04760.015

2.06 0.53 0.232 20.0009 0.29060.15760.095 0.10760.05860.034

2.44 0.52 0.227 0.0115 0.18460.15260.072 0.07860.06460.030

2.81 0.50 0.232 0.0030 0.02160.12860.055 0.01160.06860.029

3.19 0.49 0.230 20.0033 0.14760.11360.021 0.09360.07260.011

3.56 0.48 0.230 20.0040 0.02360.10260.011 0.01760.07460.008

3.94 0.47 0.230 20.0037 20.01760.09660.010 20.01460.07860.008

4.31 0.46 0.233 20.0031 20.03460.09160.009 20.03060.08060.008

4.69 0.45 0.229 20.0028 0.05560.08660.010 0.05360.08460.008

Protonu57.0°

1.56 1.26 0.159 20.0524 20.14360.12860.113 20.01560.01360.012

1.94 1.23 0.154 20.0012 0.34960.11060.105 0.03860.01260.012

2.31 1.20 0.156 0.0251 0.79560.08760.088 0.17760.01960.020

2.69 1.18 0.158 0.0036 0.59360.07760.058 0.16360.02160.014

3.06 1.15 0.154 0.0046 0.50760.06960.078 0.17760.02460.025

3.44 1.12 0.150 0.0029 0.26260.06660.035 0.10160.02560.010

3.81 1.10 0.148 0.0027 0.29960.06360.039 0.13660.02860.008

4.19 1.07 0.148 0.0038 0.43360.05960.062 0.22160.03060.012

4.56 1.04 0.148 0.0035 0.32460.05660.054 0.18560.03260.017

4.94 1.02 0.147 0.0033 0.23760.05360.037 0.15060.03460.010

Deuteronu57.0°

1.56 1.26 0.232 20.0312 0.04360.24360.103 0.00360.01760.007

1.94 1.23 0.232 20.0131 0.16360.17960.128 0.01860.01960.014

2.31 1.20 0.230 0.0108 0.18360.15460.033 0.03060.02560.005

2.69 1.18 0.231 0.0110 0.23760.13460.072 0.05460.03060.016

3.06 1.15 0.234 0.0019 0.38960.11460.046 0.11260.03360.012

3.44 1.12 0.228 0.0000 0.08160.10560.017 0.02860.03760.006

3.81 1.10 0.228 20.0005 0.12160.09960.019 0.04960.04060.006

4.19 1.07 0.230 20.0002 0.17860.09460.030 0.08060.04260.009

4.56 1.04 0.230 20.0006 0.14560.09160.026 0.07360.04660.008

4.94 1.02 0.230 20.0006 0.20160.08560.036 0.11360.04860.012
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G. Higher twist effects

We have compared our experimental integrals with theo-
retical predictions using pQCD for the finiteQ2 corrections
to various sum rules, which were originally derived at infi-
nite Q2. At low Q2 it is possible that higher twist effects
could also influence the evolution ofg1 . These terms gener-
ate a multiplicative term of the form$11C/@Q2(12x)#%
@135#. When going to very high order in pQCD there is a
confusion between resummation effects generating 1/Q2

terms and the higher twist terms. There have been several
calculations of the corrections toG1 using QCD sum rules
and the bag model~see the reviews@136#!. These take the
form of an additive correction to the sum rule of the form
m t/Q2 where t5p, n, or d for proton, neutron, or deuteron.
From QCD sum rules@25,54# the higher twist contribution to
G1 is:

G1
HT5

MN
2

Q2 ~a214d214 f 2!1OS MN
4

Q4 D 5
m

Q2 1OS MN
4

Q4 D
~56!

where a2 ~twist-2! and d2 ~twist-3! have been calculated
from data above andf 2 is twist-4. The contribution tom from
a2 andd2 is 0.004 for the proton and 0.002 for the deuteron,
which are quite negligible at our averageQ253 (GeV/c)2

and small compared to the estimated contributions fromf 2 .
Table XXXIV shows calculated values ofm2

p andm2
d using

bag models and QCD sum rules. The sum rule calculations
average about20.02 for the proton and20.013 for the deu-
teron and thus would have an effect on the calculation ofG1
at our averageQ2 of 3 (GeV/c)2 comparable to our experi-
mental error. The bag model calculations are similar in mag-
nitude but opposite in sign to the sum rule calculations. A
different type of calculation, using a diquark model@138#
gives a higher twist contribution of a different form than Eq.
~56!, which numerically is 1% or less of bothG1

B j andG1
p for

Q2>2 (GeV/c)2. Using data from this experiment, Ji and
Melnitchouk @85# have extracted values for the twist-4 ma-
trix element f 2 . Combining this with results fora2 and d2

they find for the protonm2
p50.0460.02, and for the neutron

m2
n50.0360.04.
The QCD sum rule higher-twist correction and a Pade

summation of the perturbative terms have been applied to the
Bjorken sum rule@Eq. ~20!# by Ellis et al. @137#. They then
use world data, including the preliminary results from this
experiment, and find excellent agreement between experi-
ment and theory. Working backwards, they determine the
best value ofas is 0.11720.007

10.00460.002 where the first set of
errors is experimental and the second theoretical, in excellent
agreement with the world average of 0.11860.003.

H. Pion asymmetry

The asymmetries forp1 andp2 for our primary energy
of 29 GeV corresponding to target polarization parallel and
anti-parallel to the beam direction (Ai

p) are shown in Figs.
21 and 22. These data were measured using our polarized

NH3 and ND3 targets, and were corrected for beam and tar-
get polarizations as well as dilution to obtain the asymme-
tries from polarized protons and deuterons. The asymmetries
are small, but for the proton may be slightly positive for both
signs of pions at small momentum. Table XXXV gives the
pion asymmetry at the beam energy of 29.1 GeV for proton
and deuteron targets. Data for other beam energies and for
the target spins oriented perpendicular to the beam direction
have much larger statistical errors and are consistent with
zero.

I. Resonance region

Results forA11hA2 extracted via the asymmetry method
for the resonance region (W2,5 GeV2) are shown in Table
XXXVI and in Fig. 23. Also shown in Fig. 23 is the data of
Baumet al. @139#. The two data sets agree within the errors
of both measurements. The asymmetry is negative and close
to the expected valueA152 1

2 for the D resonance. In the
region of theD13 and theS11 resonances (W2;2.34 GeV2)
A11hA2 is large and positive. Althoughh is large for our
kinematics, a small value ofA2 would imply thatA11hA2 is
'A1 .

Table XXXVII lists the systematic errors onA11hA2 by
category. The procedure for estimating these is as follows:
~a! radiative corrections (Arc): the maximum deviation in
the radiative correction resulting from a 50% change in the
input asymmetries;~b! model dependence~model!: the
worst-case change due to using various cross-section models
in the extraction ofA11hA2 from Ai ; ~c! central angle~u!:
uncertainty due to the location of the central angle of the
spectrometers;~d! energy calibration (E8): uncertainty due
to the spectrometer energy calibration;~e! spectrometer reso-
lution ~Resol!: the maximum difference obtained by varying
the width of the hodoscope fingers by 20% and re-running
the Monte Carlo routine;~f! polarization (PbPt): combined
uncertainty in the beam and target polarizations;~g! dilution
factor (f ): uncertainty based on the variations in the calcu-
lated dilution factor with various cross-section models and

FIG. 23. Extracted values forA11hA2 ~circles! in the reso-
nance region for the proton at~a! 4.5° and~b! 7.0°; and for the
deuteron at~c! 4.5° and~d! 7.0°. Also shown are the Monte Carlo
predictions ~solid line! and the data of Baumet al. @139# ~dia-
monds!. Error bars correspond to statistical errors only, whereas the
bands below the data correspond to the systematic errors.
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TABLE XXXVII. Systematic errors~absolute! on A11hA2 by category for the resonance region~see text
for details!.

W2 Arc model u E8 Resol PbPt f R g2

Protonu54.5°

1.31 0.0083 0.1842 0.0033 0.1156 0.0328 0.0354 0.0260 0.0188 0.0057

1.69 0.0006 0.1245 0.0051 0.0163 0.0052 0.0019 0.0014 0.0169 0.0046

2.06 0.0837 0.0082 0.0077 0.0541 0.0019 0.0145 0.0106 0.0224 0.0040

2.44 0.0548 0.0614 0.0070 0.0114 0.0098 0.0211 0.0155 0.0520 0.0088

2.81 0.0339 0.0019 0.0014 0.0201 0.0040 0.0106 0.0078 0.0191 0.0042

3.19 0.0544 0.0832 0.0008 0.0118 0.0027 0.0106 0.0078 0.0349 0.0040

3.56 0.0146 0.0256 0.0004 0.0003 0.0008 0.0045 0.0033 0.0150 0.0036

3.94 0.0102 0.0015 0.0000 0.0022 0.0020 0.0009 0.0006 0.0003 0.0032

4.31 0.0011 0.0028 0.0006 0.0012 0.0010 0.0055 0.0040 0.0156 0.0031

4.69 0.0062 0.0017 0.0004 0.0008 0.0001 0.0043 0.0032 0.0115 0.0029

Deuteronu54.5°

1.31 0.1965 0.1531 0.0242 0.1203 0.0375 0.0236 0.0132 0.0027 0.0033

1.69 0.0638 0.0613 0.0129 0.0331 0.0048 0.0015 0.0008 0.0259 0.0049

2.06 0.0220 0.0861 0.0180 0.0197 0.0044 0.0161 0.0090 0.0234 0.0058

2.44 0.0107 0.0702 0.0059 0.0073 0.0010 0.0046 0.0026 0.0126 0.0040

2.81 0.0074 0.0542 0.0017 0.0047 0.0013 0.0004 0.0002 0.0016 0.0022

3.19 0.0110 0.0047 0.0067 0.0046 0.0016 0.0099 0.0056 0.0108 0.0034

3.56 0.0037 0.0099 0.0014 0.0003 0.0002 0.0027 0.0015 0.0017 0.0022

3.94 0.0029 0.0094 0.0003 0.0001 0.0002 0.0003 0.0002 0.0016 0.0019

4.31 0.0021 0.0084 0.0011 0.0008 0.0002 0.0009 0.0005 0.0037 0.0016

4.69 0.0024 0.0056 0.0027 0.0007 0.0001 0.0039 0.0022 0.0060 0.0016

Protonu57.0°

1.56 0.0186 0.1033 0.0010 0.0126 0.0386 0.0163 0.0090 0.0030 0.0010

1.94 0.0165 0.0186 0.0086 0.1006 0.0010 0.0163 0.0089 0.0137 0.0019

2.31 0.0742 0.0028 0.0150 0.0171 0.0141 0.0258 0.0141 0.0251 0.0081

2.69 0.0103 0.0287 0.0088 0.0196 0.0012 0.0237 0.0130 0.0370 0.0064

3.06 0.0342 0.0630 0.0057 0.0105 0.0043 0.0200 0.0110 0.0385 0.0064

3.44 0.0106 0.0196 0.0029 0.0039 0.0024 0.0100 0.0055 0.0262 0.0033

3.81 0.0075 0.0030 0.0030 0.0021 0.0013 0.0115 0.0063 0.0353 0.0040

4.19 0.0054 0.0056 0.0040 0.0004 0.0004 0.0164 0.0090 0.0591 0.0061

4.56 0.0071 0.0235 0.0028 0.0005 0.0005 0.0127 0.0070 0.0463 0.0046

4.94 0.0009 0.0099 0.0018 0.0004 0.0003 0.0089 0.0049 0.0341 0.0039

Deuteronu57.0°

1.56 0.0887 0.0335 0.0008 0.0355 0.0288 0.0216 0.0091 0.0030 0.0018

1.94 0.0144 0.1146 0.0172 0.0523 0.0004 0.0158 0.0066 0.0016 0.0019

2.31 0.0206 0.0020 0.0111 0.0185 0.0051 0.0064 0.0027 0.0113 0.0028

2.69 0.0072 0.0686 0.0095 0.0040 0.0004 0.0098 0.0041 0.0163 0.0043

3.06 0.0085 0.0136 0.0209 0.0052 0.0110 0.0229 0.0096 0.0269 0.0083

3.44 0.0045 0.0129 0.0051 0.0033 0.0032 0.0049 0.0020 0.0056 0.0031

3.81 0.0045 0.0101 0.0068 0.0003 0.0030 0.0073 0.0030 0.0115 0.0031

4.19 0.0046 0.0095 0.0101 0.0062 0.0004 0.0113 0.0047 0.0232 0.0045

4.56 0.0015 0.0075 0.0079 0.0032 0.0004 0.0091 0.0038 0.0208 0.0037

4.94 0.0063 0.0059 0.0109 0.0082 0.0011 0.0130 0.0054 0.0289 0.0054
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the stated uncertainty in the target composition;~h! R(x,Q2)
(R): uncertainty arising from lack of knowledge ofR
5sL /sT ; ~i! no transverse data (g2): uncertainty in the ex-
traction of g1 from A11hA2 due to the lack of knowledge
aboutA2 . This was estimated using the maximum deviations
in g1 assumingA250 andg250. Even ifA2 were as large as
0.3, the extracted values ofg1 would shift by less than 0.014,
which is small compared to the statistical errors on each
point. By far the largest error comes from radiative and reso-
lution corrections.

In addition to A11hA2 , Table XXXVI also shows the
results forg1 for the resonance region. Figure 24 showsg1
for proton and deuteron~per nucleon! measured with the two
spectrometers as a function ofW2. The data of Baumet al.
@139# are taken at similar kinematics and converted tog1 for
comparison by assumingA250. Within errors, the two mea-
surements agree well. Both data sets show a negative contri-
bution in the region of theD~1232! resonance atW2

'1.5 GeV2, and a strongly positive contribution just above
W252 GeV2 where theS11 and D13 resonances are impor-
tant. This peak is less pronounced for the deuteron. The solid
lines show the Monte Carlo simulation.

Figure 25 shows the integralsG1(Q2) for proton and neu-
tron, evaluated at the averageQ2 for the resonance region
(M2,W2,4 GeV2). We summed our resonance results di-
rectly ~where Q2 does not vary much! and then added a
contribution from smallerx ~largerW2! at the same fixedQ2

by interpolating the 9.7 and 16 GeV data to the appropriate
Q2. The neutron integrals were derived assuming a 5% D-
state probability for the deuteron. The statistical errors as-
signed to the integral over the deep-inelastic region (G1

DIS)
correspond to the weighted average of the statistical errors
on the corresponding 9.7 and 16.2 GeV data points used in
the interpolation. Systematic errors on the total integralG1

tot

were calculated using the systematic uncertainties for the
measuredg1 in the resonance region added linearly to the
systematic errors for the deep-inelastic region, which are
highly correlated with each other. For thex,0.03 extrapo-

lation we simply took the overall parametrization of the data
and integrated it fromx50 to x50.03. Extrapolation errors
for the region below the last measured datum atx50.03
were taken to be as large as the values themselves. Table
XXXVIII lists for each target the numerical values for the
integrals in the resonance region alone (G1

res), in the deep-
inelastic region (G1

DIS), for the low-x extrapolation (G1
ext),

and for the combined total (G1
tot).

Although several models for theQ2 evolution ofG1(Q2)
exist @53,140–143#, we show here only two representative
ones, together with the evolution@33# of the world’s deep-
inelastic data due to the changing coupling constantaS . Al-
though the GDH sum rule is strictly valid only atQ250
whereG1(Q2) vanishes, it can be used to predict the slope of
G1(Q2) for small Q2. The solid line at lowQ2 showsG1
52k2Q2/8M2 in which k is the anomalous magnetic mo-
ment of either the proton or neutron. Burkert and Ioffe@142#
consider the contributions from the resonances using the
codeAO, and the nonresonant contributions using a simple
higher-twist-type form fitted to the deep-inelastic data. Their
model is constrained to fit both the GDH and the deep-
inelastic limits, and it describes the data quite well. Soffer
and Teryaev@143# assume that the integral overg11g2 var-
ies smoothly from highQ2 where g2'0 down to Q250.
Using their simple prediction for this integral and subtracting

FIG. 24. Measurements ofg1(x,Q2) in the resonance region as
a function ofW2 for the proton at~a! 4.5° and~b! 7°; and for the
deuteron at~c! 4.5° and~d! 7°. The present data~circles! are plot-
ted together with the data of Baumet al. @139# ~diamonds! and our
Monte Carlo simulation~solid line!. The errors are indicated as in
Fig. 23.

FIG. 25. Integrals ofg1(x,Q2) at several fixed values ofQ2 for
~a! the neutron and~b! the proton. The present data~circles! are
plotted together with data from E143 deep-inelastic results from
this experiment~squares! and E142@10# ~inverted triangle!. The
curves correspond to the evolution@33# of the deep-inelastic results
due to changingas ~solid!, the predictions of Burkert and Ioffe
@142# ~short dash!, the model of Soffer@143# ~long dash!, and the
GDH approach toQ250 ~solid!. The error bars are statistical, and
the shaded bands correspond to the systematic errors.
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the contribution fromg2 using the Burkhardt-Cottingham
sum rule@74# gives the dashed curves in Fig. 25, which also
agree quite well with our data.

The present spin structure function data in the region of
the nucleon resonances allow us to determine the integrals
G1(Q2) for the first time atQ2 below 2 (GeV/c)2. In con-
trast to the nearly flat behavior in the deep-inelastic region
above Q252 (GeV/c)2, G1 varies rapidly below Q2

52 (GeV/c)2. Models that interpolate between the deep-
inelastic and GDH limits describe the data quite well in this
non-perturbative regime.

VI. CONCLUSION

In summary, we have presented final results from SLAC
Experiment E143 on the spin structure functionsg1 and g2
for proton and deuteron targets covering a wide range of
kinematics from the deep-inelastic to the resonance region.
For deep-inelastic data the ratiog1 /F1 is consistent with
being independent ofQ2 for Q2>1 (GeV/c)2, but also con-
sistent with pQCD NLO fits which show a weakQ2 depen-
dence. We have evaluated the first moments ofg1 , using a
Regge form for the unmeasured lowx region. The Ellis-Jaffe
sum rules are a function of the SU~3! parametersF and D
and the validity of the sum rules depend critically on the
errors assigned to these parameters. We finda0

inv50.33
60.06, and in the parton model interpretation we find the
average results:Du50.8460.02, Dd520.4260.02, and
Ds520.0960.02 or60.05 depending ondF/D. Combined
world data are consistent with the Bjorken sum rule at the
one standard deviation level of 7%. Results for the twist-3
matrix element extracted from the higher moments ofg1 and

g2 are consistent with calculations within the large errors.
The resonance region data show the theoretically expected
asymmetries at theD~1232! peak and larger than expected
asymmetries~at least at lowQ2! in the region of theS11 and
D13 resonances. The first moment ofg1

p(Q2) decreases with
decreasingQ2 at low Q2 toward the GDH sum rule limit as
predicted by several models. The asymmetry of pions is
close to zero.

With the current round of experiments we now have good
knowledge of the distribution of quark spins forx>0.003. A
complete understanding of the spin structure of the nucleon
awaits experiments to measure directly the gluon spin distri-
bution and to probe the quark spin distribution at lowerx.

ACKNOWLEDGMENTS

This work was supported in part by Department of Energy
contract DE-AC03-76SF00515. We wish to thank the SLAC
staff for making this experiment a success. This work was
supported by Department of Energy contracts DE-AC05-
84ER40150~TJNAF!, W-2705-Eng-48~LLNL !, DE-FG05-
94ER40859 ~ODU!, DE-AC03-76SF00515~SLAC!, DE-
FG03-88ER40439~Stanford!, DE-FG05-88ER40390 and
DEFG05-86ER40261~Virginia!, and DE-AC02-76ER00881
~Wisconsin!: by National Science Foundation Grants
9114958 ~American!, 9307710 ~Massachusetts!, 9217979
~Michigan!, 9104975~ODU!, and 9118137~U. Penn.!; by
the Schweizersche Nationalfonds~Basel!; by the Common-
wealth of Virginia ~Virginia!; by the Centre National de la
Recherche Scientifique and the Commissariat a l’Energie
Atomique~French groups!; by the Japanese Ministry of Edu-
cation, Science, and Culture~Tohoku!; and by the Jeffress
Memorial Trust~William & Mary !.

@1# V. N. Gribov and L. N. Lipatov, Yad. Fiz.15, 781 ~1972!
@Sov. J. Nucl. Phys.15, 438 ~1972!#; Y. L. Dokshitzer, Sov.
Phys. JETP46, 461 ~1977!; G. Altarelli and G. Parisi, Nucl.
Phys.B126, 298 ~1977!.

@2# E80 Collaboration, M. J. Alguardet al., Phys. Rev. Lett.37,
1261 ~1976!; 41, 70 ~1978!.

@3# E130 Collaboration, G. Baumet al., Phys. Rev. Lett.51,
1135 ~1983!.

TABLE XXXVIII. Integrals G1(Q2) of the structure functionsg1 for the proton~p!, deuteron and neutron
~n! at low Q2. Listed are the measured sumsG1

res for the resonance region (W2,4 GeV2) andG1
DIS for the

deep-inelastic region~W2.4 GeV2 using data from 9.7 and 16 GeV beam energies!, the low-x extrapolation
G1

ext for x,0.03, and the combined totalG1
tot .

Q2

(GeV/c)2 G1
res6stat6syst G1

DIS6stat6syst G1
ext G1

tot6stat6syst

0.5 Proton 0.02260.00760.008 0.01760.00260.003 0.009 0.04760.00760.015
0.5 Deuteron 0.00460.01060.008 0.00460.00360.002 0.000 0.00860.01160.009
0.5 Neutron 20.01360.02360.018 20.03060.02460.025
0.5 p-n 0.07760.02760.036

1.2 Proton 0.03960.00360.003 0.05160.00360.003 0.014 0.10460.00560.016
1.2 Deuteron 0.01860.00560.003 0.01960.00660.002 0.001 0.03760.00760.006
1.2 Neutron 20.00160.01060.008 20.02360.01660.020
1.2 p-n 0.12760.01860.034

MEASUREMENTS OF THE PROTON AND DEUTERON . . . PHYSICAL REVIEW D 58 112003

112003-51



@4# E143 Collaboration, K. Abeet al., Phys. Rev. Lett.74, 346
~1995!.

@5# E143 Collaboration, K. Abeet al., Phys. Lett. B364, 61
~1995!.

@6# EMC Collaboration, J. Ashmanet al., Nucl. Phys.B328, 1
~1989!.

@7# SMC Collaboration, D. Adamset al., Phys. Lett. B329, 399
~1994!; D. Adamset al., Phys. Rev. D56, 5330~1997!.

@8# E143 Collaboration, K. Abeet al., Phys. Rev. Lett.75, 25
~1995!.

@9# SMC Collaboration, B. Adevaet al., Phys. Lett. B302, 533
~1993!; D. Adamset al., ibid. 357, 248 ~1995!; D. Adams
et al., ibid. 396, 338 ~1997!.

@10# E142 Collaboration, P. L. Anthonyet al., Phys. Rev. Lett.71,
959 ~1993!; Phys. Rev. D54, 6620~1996!.

@11# E154 Collaboration, K. Abeet al., Phys. Rev. Lett.79, 26
~1997!; Phys. Lett. B404, 377 ~1997!; 405, 180 ~1997!.

@12# Hermes Collaboration, K. Ackerstaffet al., Phys. Lett. B
404, 383 ~1997!.

@13# E143 Collaboration, K. Abeet al., Phys. Rev. Lett.76, 587
~1996!.

@14# SMC Collaboration, D. Adamset al., Phys. Lett. B336, 125
~1994!.

@15# E154 Collaboration, K. Abeet al., Phys. Lett. B404, 377
~1997!.

@16# E143 Collaboration, K. Abeet al., Phys. Rev. Lett.78, 815
~1997!.

@17# J. D. Bjorken, Phys. Rev.148, 1467~1966!; Phys. Rev. D1,
1376 ~1970!.

@18# P. Stoler, Phys. Rep.226, 103 ~1993!.
@19# C. E. Carlson and N. C. Mukhopadhyay, hep-ph/9801205;

Report No. RPI-97-N122.
@20# R. L. Jaffe and A. V. Manohar, Nucl. Phys.B337, 509

~1990!.
@21# M. Beyer and S. K. Singh, Z. Phys. C31, 421 ~1986!.
@22# S. J. Brodsky and F. Schlumpf, Phys. Lett. B329, 111

~1994!.
@23# M. Anselmino, A. Efremov, and E. Leader, Phys. Rep.261, 1

~1995!.
@24# R. L. Jaffe and X. Ji, Phys. Rev. D43, 724 ~1991!.
@25# E. V. Shuryak and A. I. Vainshtein, Nucl. Phys.B199, 451

~1982!; B201, 141 ~1982!.
@26# Particle Data Group, R. M. Barnettet al., Phys. Rev. D54, 1

~1996!.
@27# F. E. Close and R. G. Roberts, Phys. Lett. B316, 165~1993!.
@28# P. G. Ratcliffe, Phys. Lett. B242, 271 ~1990!.
@29# P. G. Ratcliffe, Phys. Lett. B365, 383 ~1996!.
@30# J. F. Donoghue, B. R. Holstein, and S. W. Klimt, Phys. Rev.

D 35, 934 ~1987!.
@31# B. Ehrnsperger and A. Scha¨fer, Phys. Lett. B348, 619

~1995!.
@32# X. Song, J. S. McCarthy, and H. J. Weber, Phys. Rev. D55,

2624 ~1997!.
@33# S. A. Larin and J. A. M. Vermaseren, Phys. Lett. B259, 345

~1991!, and references therein; S. A. Larin,ibid. 334, 192
~1994!.

@34# A. L. Kataev and V. Starshenko, Mod. Phys. Lett. A10, 235
~1995!.

@35# R. D. Ball, S. Forte, and G. Ridolfi, Nucl. Phys.B444, 287

~1995!; B449, 680~E! ~1995!; Phys. Lett. B378, 255 ~1996!.
@36# S. L. Adler, Phys. Rev.177, 2426 ~1969!; J. S. Bell and R.

Jackiw, Nuovo Cimento47, 61 ~1969!; A. V. Efremov and O.
V. Teryaev, Dubna Report No. JIN-E2-88-287~1988!; G. Al-
tarelli and G. Ross, Phys. Lett. B212, 391 ~1988!; R. D.
Carlitz, J. D. Collins, and A. H. Mueller,ibid. 214, 219
~1988!.

@37# G. Altarelli, R. D. Ball, S. Forte, and G. Ridolfi, Nucl. Phys.
B496, 337 ~1997!.

@38# L. Mankiewicz, G. Piller, and A. Saalfeld, Phys. Lett. B395,
318 ~1997!.

@39# P. Chiappetta, P. Colangelo, J. P. Guillet, and G. Nardulli, Z.
Phys. C59, 629 ~1993!.

@40# I. Halperin and A. Zhitnitsky, hep-ph/9706251.
@41# S. J. Brodsky and B. Q. Ma, Phys. Lett. B381, 317 ~1996!.
@42# S. J. Brodsky, J. Ellis, and M. Karliner, Phys. Lett. B206,

309 ~1988!.
@43# H. Hogaasen and F. Myhrer, Z. Phys. C68, 625~1995!; Phys.

Lett. B 214, 123 ~1988!.
@44# S. Narison, G. M. Shore, and G. Veneziano, Nucl. Phys.

B433, 209 ~1995!.
@45# C. Bourrelyet al., Z. Phys. C62, 431 ~1994!.
@46# R. Altmeyeret al., Phys. Rev. D49, R3087~1994!.
@47# M. Fukugita, Y. Kuramashi, M. Okawa, and A. Ukawa, Phys.

Rev. Lett.75, 2092~1995!.
@48# S. J. Dong, J. F. Lagae, and K. F. Liu, Phys. Rev. Lett.75,

2096 ~1995!.
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