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[. INTRODUCTION pretation, and a discussion of systematic errors are shown in
Sec. V, and finally we present a summary and conclusions in
Inelastic lepton scattering from nucleons has been use8ec. VI.
over the past thirty years to obtain an ever increasing knowl-
edge of the distribution of the partons that make up the Il. INTERPRETATION AND THEORY
nucleon, namely gluons and up, down, strange, and perhaps
charmed quarks. It is one of the great successes of QCD that
the same parton densities can be used to describe the unpo-The structure functiong;(x,Q?) andg,(x,Q?) are typi-
larized inelastic structure functior,(x,Q?) andF,(x,Q?) cally extracted from asymmetry measurements. Longitudi-
as well as many other physical processes, such as the prBally polarized leptons are scattered from a target that is
duction of jets inpp collisions. The parton densities depend pplanzed either longitudinally or transyersely. The longitu-
on the fractional momentum of the parton=Q?2/2M v, dinal (A_n) and transverse'ﬂ(L) asymmetrles are fo'rmed from
where— Q2 is the four-momentum transfer squarédijs the combining data taken with opposite beam helicity:
nucleon mass, andis the lepton energy transfer. The mea- =gl
suredQ? dependence at fixexl of F;(x,Q?) andF,(x,Q?) A=
has been shown to be in very good agreement with the QCD-
based evolution equations]. _ - The polarized structure functions can be determined from
'_I'he F, and F, structure fu_n_ct|ons are sensitive to the_these asymmetries:
helicity-averaged parton densities. Recent improvements in

A. Formalism

ol =gl

€y

- A=
ol +all” Ll ol

polarized lepton beams and targets have made it possible to F.(x,Q%)

make increasingly accurate measurements of two additional 01(x,Q%) = g AtanAL]
structure functionsg;(x,Q?) andg,(x,Q?), which depend

on the difference in parton densities with helicity either 2 '

aligned or anti-aligned with the spin of the nucleon. Mea- 9,(x,Q?) = yFl(X’,Q ) E+F _COE{ 9) A —Al
surements ofg} have been made using electron beams at 2d E" sin(6)

SLAC [2-5] and muon beams at CER]8,7], while g/ has )

been measured both using poIariszed deuteron targets @hereE js the incident electron energg’ is the scattered
SLAC [5,8] and CERN[9], and a°He target at SLAC glactron energy,d is the scattering angley=(E—E’)/
[10,11 and DESY[12]. Measurements have also been made- d'=[(1— &) (2—y)V[y(1+ eR(x,Q2))], e 1=1+2[1

of g, for both the proton and deuter¢©0,13—-13%, although L2 _ :
92 P - P o vy~ 2Jtart(6/2), y=2Mx/\/Q?, M is the nucleon mass and
with limited statistical precision compared to tigg mea- R(X,Q%) = o, /o is the ratio of longitudinal and transverse

. . d
surements. This paper reports final resultsd8r g7, 95, yiryyal photon-absorption cross sectiof{x,Q?) is related
andg, from experiment E143 at SLAC, and includes more, the spin-averagedor unpolarizedl structure functions
details of the analysis procedure, as well as some auxmarytl x,Q2) and  Fy(x,Q9) by R(x,Q)+1=(1

results not covered in the original short publications | Y2)F,(x, Q) /[ 2xF1(x,Q?)].

[4,5,8,13,1@_1 _ i ) The virtual photon-absorption asymmetri#gsandA, are
The earliest experimen{®,3,6] sparked considerable in- qjated to the measured asymmetries by

terest in the spin structure functions when it was reported

that, contrary to the quark model expectation, the quarks A=D(A;+ 7A,),
contribute very little to the proton’s spiithe so-called “spin
crisis”). Subsequent precision measurements are consistent A =d(A,— CA,), 3)

with the original experimental resultsvith improved QCD
corrections applied but the theoretical interpretation has be- \yhere the photon depolarization fact@r=(1—E’€/E)/

come more complex. It is now believed that in addition to(; | g - I(E—E' d=D.2¢/(1+e). and
the quarks, the orbital angular momentum and gluons ma3(é W(EQ;)IZE_EA\/EZ”%AZ ca;) 7be expres;e(d ase)' ¢

contribute significantly to the proton’s spin. There is still the

unanswered question as to how much the gluons alone really T T A A

: - : : T127 032 07T I AL
contribute. They, andg, structure functions are interesting Al=—F—F=—-= —
not only in opening a new degree of freedom with which to ot oz,  or  D(1+nd) d(1+7n)
explore the detailed structure of the nucleon, but also for X 02) — 420 (x. 02
making a precise test of QCD via the Bjorken sum rule = 9:(xQ)—y 922( QY
which is a strict QCD predictiofil7]. F1(x,Q%)

In this paper we describe the theory and phenomenology
of spin structure physics, and detail the SLAC experiment A= 2007 oLt _ {A Al
2

E143, which measured both, andA, for proton and deu- S oyptogy, or D(1+nl) * d(1+ 7?)
teron targets over a wide range of kinematics. The theory and ) )
experimental apparatus are described in Secs. Il and Ill. The _ 19:(X,Q%) +92(x,Q%)] (4)

analysis procedure is detailed in Sec. IV. Results, their inter- F1(x,Q%) '
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where o], and o'}, are the virtual photoabsorption trans-
verse cross sections for total helicity between photon an
nucleon of 1/2 and 3/2 respectively, ; is the interference

term between the transverse and longitudinal photon-nucleon

amplitudes, o= (01, 03)/2, and orr=(01,— 03)/2.
We see from Eq(4) that for low x or high Q? (where y
<1), A;~g,/F,. Positivity constrains|A;|<1 and |A,|

< JR(x,Q?). For the case where only the longitudinal asym-
metry is measured, and a model is usedder A; andg;
can be expressed as

A A L xMy g, [4XME’ cog(6/2)
1" d'|" " E+E’ cog6)| F,| v(E+E' cog#))]’
_AF[  E+ET ) 2Mx .
9= 4 |E7E cos0)| P ETE conn)

In the resonance regiomgy; and g, are well defined but
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do
d dErdQ:FV[UT_l—GO-L]v
dol!! do!!
dE’ dQ - dE'dQ :ZFVD(1+ 6R)[0-TT+ 7]O-LT]!
do'™ do'!™

dEd0 _aEaa 2hvd(d+eR)or— Lol

(7)
where
o KE 2
VAP Q@ E 1€

a

(€S

B. The deep-inelastic spin structure functiong, (x,Q?)

As will be shown below, the first moment of the spin
structure functiorg,(x,Q?) is related to the net quark helic-

are more properly interpreted in terms of the helicity struc-ity AS, which contributes to the proton spin. Angular mo-

ture of the resonance transition amplitudes. A& N* ver-
tex for electro-excitation of the resonanbl is generally
given in terms of three amplituded, ,(Q?), Az»(Q?) and
S;A(Q?) [18,19. Here, A denotes transverse photon polar-
ization andS indicates longitudinal photons. The index 1/2
or 3/2 refers again to the tota}* N helicity. The virtual

mentum conservation requires that

1 AX

§=7+AG+LZ, (9)

where AG is the net gluon helicity, and., is the orbital

photon-nucleon cross sections for an isolated resonance C%gular momentum

then be written in terms of helicity amplitudes as

- A7 2MX M )
12T KM Fit+0:— S92 :ZWV—Vb|A1/2| ,
;  Anta 2Mx M 5
T32= KM Fi—0:+ — 92 :ZWV—Vb|A3/2| )
AmlalF, V2 Fi
U&/ZZUL:T 7(14‘? —V
M Q2
=277wa|31/2|2,
LT 47la \Q?
‘71/2:ULT:TW(91+92)

a2 b s A ©)
Wi q* 1/27\1/2

1. The quark-parton model

In the naive quark-parton modéQPM) the nucleon is
composed of quarks which have no orbital angular momen-
tum, and there are no polarized gluons present. In this simple
picture, the unpolarized structure functibr(x,Q?) and the
polarized structure functiomy;(x,Q?) can be simply ex-
pressed as the charge-weighted sum and difference between
momentum distributions for quark helicities aligned parallel
(q") and antiparallel ¢) to the longitudinally polarized
nucleon:

Fl<x>=%Z e?lal (x)+al(x)],

gl<x>=%2 e?[q?(x)—q%(x)]zZ e?Aq;(x).
(10

The charge of quark flavar, d, ands is denoted by, , and
qim)(x) are the quark plus antiquark momentum distribu-

tions. The quantityf5Aq;(x)dx=Aq; refers to the helicity
in which K is the incoming photon flux which is chosen of quark flavori in the proton, and 3 =Au+Ad+Asis the
using the Hand convention such that the invariant masset helicity of quarks. SincAG=0 andL,=0, it follows
squared of the final state W?=M?+2MK, b is the reso- from Eq.(9), thatAS is expected to be unity in this model.
nance line shapeunit area, and g*2=Q%+(W?—M? In a relativistic quark-parton modg20—-27 (with no polar-
—Q?)/4W? is the squared magnitude of the 3-momentumized gluong, the orbital angular momentum contribution is
transfer measured in the resonance rest frame. The electrow longer zero and the quark helicity contributions to the
scattering cross sections are then written proton helicity are suppressed by a factor of about 0.75.

112003-3
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2. Perturbative QCD and the role of the gluons (0.40-0.84 presented under various assumptions

The quark-parton model is useful for understanding somﬁ28’29’31'32 some of which have come under criticism

properties of the nucleon such as charge and isospin. Ho 29] . L ,

ever, it fails to adequately describe all properties, and it falls After combining Eq.(11) and Eq.(12) [27] it is straight-

short in explaining the dynamics of particle interactions. For forward to extract the singlet matrix element from the mea-

this we need a more comprehensive theory such as quantuﬁH‘red first moments of the proton:

chromodynamic$QCD) which can account for gluons and 9 1

their interactions with the quarks. ag=— [FE(QZ)— —(3F+ D)Cns} (14)
The operator product expansi@@PE) [23—-25 is a useful Cs 18

technique within QCD because it separates the physics into a

perturbative part that is easily treatable and a nondnd the deuteron:

perturbative part that is parameterized in terms of unknown 9 [T9Q?

. : . ry
matrix elements of Lorentz-covariant operators. At leading ag=— — —(3F-D)C,s (15)
twist the first moment ofj; (x,Q?) can be expressed in terms Csl1-3w, 36

of singlet @y) and nonsinglet(a; and ag) proton matrix

elements of the axial current: The nonsinglet QCD correctio@,s [33] calculated in the
modified minimal subtractionMS) scheme to order three
for three quark flavors is given by

2 2\\ 2 2y\ 3
c g (Q >_3_58(as<Q >) —zo.zz<aS(Q )) |
v v a

1 3
d Q2)=L g;’(x,Qz)dx=(1—§wD) (16)

where a(Q?) is the strong coupling constant. Fourth order
QCD corrections have been estimaf&d] to be small at the
' 11 kinematics of this experiment. The singlet QCD correction
exists in two formg[33], one which yields &?*-dependent
wherewp, is the D-state probability in the deuteron, and the@o(Q?) in Egs.(14)—(15) and one which yieldag'" which is
factors C,, and C are theQ2-dependent non-singlet and the asymptotic higl? limit of ag(Q?). These singlet QCD
singlet QCD correctlons which are discussed in more detaitorrections have been calculated in M8 schemd 33]:
below.
Assuming that there are no polarized gluons contributing . as(Q?) as(Q?)\?
to the proton spin, the singlet and nonsinglet proton matrix CQY)=1~ T -11 '
elements given in Eq11) can be related to the quark helici-

ties: 2 2)\2
civ=1- 0333< a5(Q ))—0.5495{%(Q )) .
=Au+Ad+AS=AS, m g

1
—a ag|Cphst = aOCS,

+1
298" 36

2>—f 98(x,Q?)dx=

agcns+ aocs

36 9

17
a3:AU_Ad:F+D, i i i
The contribution ofAG to a, (and thus to the first mo-
ag=Au+Ad—2As=3F-D. (12  mentofg,) is a factorization scheme-dependent quantity. In
a gauge-invariant scheme such as M@ scheme gluons do
Here,F andD are weak hyperon decay constants which camot contribute to the first moment @; which means that

be extracted from data assumiBdJ(3) symmetry[26,27| ap=AZX. For chiral-invariant schemes such as the Adler-
Bardeen schemg35] the gluons do contribute tb';. The
F+D=g,=1.2601+0.0025, physical quantityg,(x) is independent of the factorization
scheme, however. In the Adler-Bardeen schdi®g], the
3F—-D=0.588+0.033. (13 quantityay# A3, and is instead written as

The error quoted above orF3-D is the experimental error
assuming S(B) symmetry. It may be an underestimate be-
cause possibl&U(3) symmetry breaking effects could be
significant. There have been a number of attempts to estiFhis contribution ofAG is called the gluon axial anomaly
mate these effect20,28—32. According to Ratcliffe[29],  [36] or the Adler-Bell-Jackiw anomalyas applied to QCD
symmetry breaking effects in the past have always beefrom QED). The productag(Q?)AG(Q?) is independent of
found to be at most 10%. Assuming a generous 20% systen®? in leading order which implies tha&tG(Q?) grows inQ?

atic error from symmetry breaking combined with the abovelike 1/a4(Q?), andL, compensates to satisfy E@). Physi-
error in quadrature yields an error of 0.12 oR-3D. This  cally, this means that as each quark radiates a gluon with
error is somewhat smaller than the range of possible valuesome preferential helicity the orbital angular momentum of

ap=A% - —as(QZ)AG(QZ) (18

112003-4
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TABLE |. Quark helicity predictions from the nonrelativistic 3. The Bjorken sum rule
quark-parton modegiNR QPM) whereAG =0 and from the relativ-
istic quark-parton modelR QPM [21,22] with AG=0 and
AG(Q?=1(GeV/c)?)=1.6+0.9[37].

This sum rule was originated by Bjorké¢f7] using cur-
rent algebra and isospin symmetry. It has since been re-
derived in QCD and is a strict prediction made by this
NR QPM R QPM R QPMgluons theory. It relates the integral over all at fixed Q2 of the
difference betweerg)(x,Q?) and g7(x,Q?) to the well-

aAGR2m 0 0 0.13-0.08 measured neutron beta decay coupling congiart1.2601
Au—aAG/27 1.33 1.0 0.8%0.08 +0.0025[26],
Ad—aAG/27 —0.33 —-0.25 —0.38+0.08
As-aAGI2n 0 0 -013:008 FRQ)-TQ) - [ Ta20:Q% - afx.Q2)1dx
ay=A3—3aAG/27 1.0 0.75 0.36:0.24
1
= ggACns- (20)

the quark-gluon system must increase to conserve the total

angular momentum. Thus, as more gluons are emitted, botRy experimental test of this sum rule provides a test of fun-
AG andL, will grow, but with opposite signs. damental QCD assumptions. In addition, it is possible to use

Other quantities of interest are the helicity contributionsy,e measurement to extract a relatively accurate determina-
from the individual quarks. These quantities can be extractegy, of a4(Q?) at low Q2 [on the order of 2 to 10 (Ge\¢}?]

from the measured,, but may be subject to possible gluon [50]. A significant difference from othes(Q?) determina-

contributions as in Eq(18). Allowing for the possibility of  i5ns could indicate the presence of interesting new physics.
gluon contributions, these quark helicities are calculated us-

ing 4. The Ellis-Jaffe sum rule

1 1 The other sum rules of interest fgy, although less rig-
Au=z(ap+3F+D)+ zas(Qz)AG(Qz), orous than the Bjorken sum rule, are the Ellis-Jaffe sum rules
[51] which were derived using S8) symmetry and assum-
ing the strange sea in the nucleons is unpolarized. These sum

1 1
Ad=z(ap—2D)+ 5—as(Q*)AG(Q?), (19)  rules, including the necessary QCD corrections, follow natu-
3 2m rally from Egs.(11) and (12) with As=AG=0 such that
ap=ag=3F—D:

1 1
As=z(a—3F+D)+ Eas(Qz)AG(QZ). 1
rpQ)- | ahx@x
If we include a contribution oAG(1 (GeV/c)?)=1.6+0.9
[37], and useag(Mz)=0.118+0.003 [26], we calculate 1
asAG/27=0.13+0.08 and find good agreement with exist- = 1g[Cns(3F+D)+2C(3F-D)],
ing data. This model along with quark-parton model expec-
tations are summarized in Table | and can be compared with 1
data from this experiment in Table XXIX. Note that the FQ(QZ)ZJ g7(x,Q%)dx
value used above fakG agrees well with a theoretical pre- 0
diction based on QCD sum ruleg38] which yields 1
AG(1 (GeV/lc)?)=2.1+1.0 and on an earlier parametriza- =g [~ DCnstCs(3F-D)]. (21)
tion [39] which yieldsAG(1 (GeV/c)?)=1.7.

There are a number of other theoretical models which
attempt to explain how the quark helicity is distributed
within the nucleon. Non-perturbative effects enhancing the The quark-parton model does not inherently include glu-
role of intrinsic sea quarks have been proposed by sever&ns, and it is the interaction between the quarks and gluons
authors. Halperin and Zhitnitsk0] argue that a large por- Which generates the observ&f dependence of both the
tion of the nucleon spin comes from charm quarks by addingpolarized and unpolarized nucleon structure functions. The
a term 2Ac to thea, term in Eq.(11). Brodsky and Mg41]  QCD theory which describes the quark-gluon dynamics
contend that asymmetries in the light quark sea could genegives predictions about how the parton distribution functions
ate the observedy. The Skyrme model42] predicts that (and thus structure functiongvolve inQ? in the perturba-
AY=Au+Ad+As=0 and AG=0 and L,=1/2, and tive limit of small ag. The Q? evolution of the polarized
should be accurate to O\{) whereN.=3, the number of parton densities is governed by the Dokshitzer-Gribov-
colors. Within its uncertainty this is consistent with the smallLipatov-Altarelli-Parisi (DGLAP) [1] equations which em-
observed value oA3. Other models include the chiral bag body the emission of gluons by quarks. This gluon emission
model[43], the chiral quark modél32], calculations based is responsible for the leading logarithn@” dependence. In
on QCD spectral sum rulegt4], or Pauli-exclusion prin- addition, there are higher-twist contributions to 108 de-
ciples[45], and also lattice QCD predictiorig6—-49. pendence which are suppressed by powers ¢0%/ Higher

5. Q? dependence: Evolution and higher twist

112003-5
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twist corrections tay; have been estimated to be snf&P—  The term containindir(y,Q?) is usually neglected because
55] while higher twist corrections fag, have been estimated it is suppressed by the quark masg, and thegy' " expres-
to be significant [49,52,56-58 Fits to Au(x,Q?,  sion of Wandzura-Wilczek73] is given by

Ad(x,Q%), As(x,Q?), and AG(x,Q?) have been made .0%

[35,59 using next-to-leading-ordefNLO) DGLAP equa- WW L g4(y,

tions[60]. Tr?e results indicatge that NLO fits are morg sensi- 92" (% Q%) =~0.(x. Q)+ J'x y dy- @9
tive to the strength of the polarized gluon distribution func-

. 2 - .
tion AG(x,Q°) than leading order fits. 2. OPE sum rules and the twist-3 matrix element

C. The deep-inelastic spin structure functiong,(x,Q?) Keeping terms up to twist-3, the OPE analysisgefand
g, Yields an infinite number of sum rules:
1. Physical interpretation

.T.he Iiterat_ure which discusses the interpre_tationggf F(ln)zflx”gl(x,Qz)dx=ﬁ, n=0,24,..,
within the naive parton model has been confusing and filled 0 2
with inconsistencies. Feynman related the quangtyx)
=01(X) +g,(x)=A,F, /vy to the distribution of quark polar-

1 1 n
)— 2 = — =
izations aligned parallelk!) and antiparallel k') to that of "= Jo X"ga(x,Q%)dx= 2 n+1(dn an), N=24,..,

a transversely polarized prot§@4,61] by the expression (25)
m . . B
_ 2 79 Ty L) wherea, are the twist-2 andl, are the twist-3 matrix ele-
gr(x) Z G 2xM[k' 00—k ()], (22 ments of the renormalized operators. The OPE only gives

) ) information on the odd moments of the spin structure func-
wherem, is the quark mass. A more general expression fofjons. Note that contributions involving, /M [see Eq(23)]
Eqg. (22 was presented by Leader and Anselm6@] for  have been left out of Eq25) as have target mass effects

arbitrary nucleon polarization direction. Jaffe and[d4]  giscussed below. The twist-3 matrix elements follow from
pointed out that claim§63,64 thatgy is small were gener- gq, (25):

ated by settingm,=0 in Eq. (22). Another approach has
been to take the quark momenta to be along the longitudinal 1
direction such thaim,=xM [24,62], which yields g,(x) nzzf
=0. Because of Fermi motion, however, the quarks are off-

shell andm,#xM in general. More importantly, it has since 1 (n+1l
been recognizefb5] that Eq.(22) is not correct forgy, and :2f x“(—)@(x,Qz)dx, n=24..., (26)
gt should be replaced in the formula by the twist-2 structure 0 n

function ht which is the quark transverse polarization distri- _ ww )
bution. The quantith; is sometimes denoted &g in the Whereg=g>—g; ~. We see from Eq(26) that if all d,
literature[65,66. It turns out that neithegy nor g, can be =0 theng, is completely determined by, because there
adequately expressed within the naive quark parton model t8/€ an infinite number of sum rules. This is how the quantity
yield a useful physical interpretation. In addition, the naive92 =~ was originally derived.

parton model does not include transverse momentum or There are a number of theoretical predictions derfor
quark-gluon interactions which are known to be importantdoth proton and neutron targefd9,52,56—-58 Some are
for g,, and does not account f@? dependence. Early the- based on bag model$6,57, others on QCD sum rules
oretical advancek25,67—69 in the understanding af, help  [52.58, and there is also a lattice QCD calculatip49].

to solve these problems and serve as a basis for subsequéf@ny of these models have predicted large valuesdior
theoretical work. Among the more recent work are a ||ght_Wh|Ch means there Could be S|gn|f|cant twist-3 Contr|but|ons
cone parton modef70,71 and an OPE analysif24,72, to g,. This makes the study af, particularly interesting.
which indicates that there are three componefup to
twist-3) contributing tog,. These components include the
leading twist-2 pargy’ (x,Q?) [73], coming from the same The Burkhardt-Cottingham sum rul&4] for g, at large
set of operators that contribute tn, another twist-2 part Q2?, namely

coming from the quark transverse-polarization distribution

n+1
n

Xn

gl(XlQ2)+ gZ(XIQZ) dX, n:2!4r--!

0

3. The Burkhardt-Cottingham sum rule

h(x,Q?), and a twist-3 part coming from quark-gluon in- fl B
teractions£(x,Q?): o 92(x)dx=0, @7
2y _ qWW 2
92(X,Q%) =93 "(x,Q%) was derived from virtual Compton scattering dispersion re-
lations. This sum rule does not follow from the OPE since
_J’l 9 %hT(y,QZ)Jrg(y,QZ) d_y the n=0 sum rule is no_t defined fog, in Eq. (25). The
x Yy \ M y validity of the Burkhardt-Cottingham sum rule relies gp

obeying Regge theory at low, which may not be a good
(23 assumption. A non-Regge divergenceggfat low x would
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invalidate this sum rul§23,24, although such a divergence for R in the resonance region is 0.86.02 for 1<Q?
could be very difficult to detect experimentally. <8 (GeV/c)? andW?< 3 Ge\2. Since this is smaller by half
than the deep-inelastic fit tB(x,Q?) [83] extrapolated into
the resonance region, one might argue R@t,Q?) for the

The OPE sum rules as given in E@5) were derived in  resonances themselves is small. However, little is known for
the limit M?x?/Q?—0. These target mass effects can be-Q?<1.3 (GeVk)?.
come significant wherM?/Q? is of order unity which is A complete mapping ofy;(x,Q?) at low Q? where the
certainly the case for a subset of the data presented in thiesonances dominate is useful for two reasons. First, these
paper. These target mass effects for polarized electroprodudata provide important input for radiative corrections of the
tion have been determindd@5,76. The corrected Bjorken deep-inelastic data. Second, the evolution of the integex

4. Target mass effects

sum rule derived from these formulas is given[@] fined to exclude elastic scattermﬁl(Qz)=fégl(x,Q2)dx
L ) for Q2—0 should be determined by the Gerasimov-Drell-
% f dx)%[5+4 1+ 4M221Q?][gP(x,Q?) Hearn(GDH) sum rule[84] for real photons:
0
sz oty — 2T 29
, 4 1 252 , ) v ortaviv= M2 ( )
—01(x,Q =3 deX7 [95(x,Q%) —92(x,Q%)]

in which v is the photon energwy, is the threshold energy

1 for pion production,« is the nucleon anomalous magnetic

= —gaCyns, (280 moment, andM is the nucleon mass. A simple change of
6 variables fromv to x in Eq. (29) and a reformulation ofr{

in terms ofg, andg, yields

where the Nachtmann variable &=2x/(1

+1+4M?x?/Q?). This sum rule is now dependent ga. o T(Q% K2

The size of the target mass effef#§,78 to the uncorrected lim oz~ awz (30)
Bjorken sum rule formula are estimated to be of the same Q?-0

magnitude as higher-twist effects which are typically small.

The target mass effects for tigd’" calculation[missing in ~ ON€ important feature of EG30) is the sign.I'y for the

. . 2 2 -
Eq. (24)] have been investigated and are negligible for oufProton is positive forQ” above 3 (GeW¢)” as measured in
kinematics[ 79]. the deep-inelastic regime. However, the GDH sum rule pre-

dicts thatl'? should become negative at sm@f. This im-
plies that somewhere in the regior®@?< 3 (GeV/c)?, I'}
must cross zero. Exactly where this occurs depends crucially
The values ofA; in the resonance region are a combina-on the Q? evolution of the resonance helicity amplitudes
tion of the asymmetries for individual resonances and for theyhich are presently not well known. Predictions about how
nonresonant background. Resonance helicity amplitddgs T, (Q?) goes from the deep-inelastic values to the GDH limit
and Ay, are reasonably well measured @f=0 for the  have taken one of two pathét) theoretically motivated in-
prominent resonancg26]. Sparse data exist also for virtual terpolation and(2) computations that include all available
photons[80]. The excitation of the\(1232 resonancéspin-  knowledge of the resonance behavior. Both need to be
3) includes both; and § spin projections. At lowQ® the  checked with direct measurementsIof{Q?) at low Q2.
A(1232 excitation is expected to be primarily a magnetic  Recent theoretical work85] indicates that at lowQ?,
dipole transition for whichAz;,/A;1,=v3 and A;=(|Ayl*  T,(Q?) corrected to include the elastic contribution,
—|A3d®)/(|Ad?+]As2?)=—3. For real photons
Azl App,=1.064/3 [26]. Perturbative QCD predicts that the ol o 1 5 ) )
ratio Az,/A/, should go as 1? and A; should approach ri(Q9)= §F1(Q JF1(Q%) +F,(Q9) ], (31
unity asQ?— . However, a recent analysis of pion electro-
production[81] data shows that the magnetic dipole transi-provides the twist-4 (132) corrections to the Ellis-Jaffe sum
tion still dominates atQ®=3.2 (GeVk)®_ On the other ryle. F, andF, in Eq. (31) are the Dirac and Pauli elastic

hand, theS,,(1535) resonance has no sgirprojection, S0 form factors(not the deep-inelastic structure functipns
A; should be unity at alQ?. Data[80] from Bonn, Dares-

bury and DESY have been used to extrAgh andAg, up to
Q?=3(GeVlc)? for the S;;, D43, andF 5 resonances. Be-
cause of the large uncertainties of these extractions, our The goal of the E143 experiment was to determine the
knowledge of theQ? dependence of the helicity amplitudes longitudinal and transverse cross-section asymmetries via
is still rudimentary. The asymmetrie%, for both D3 and  deep-inelastic scattering of longitudinally polarized electrons
F 15 make a transition from\;~—1 to A;~1 somewhere in from polarized protons and deuterons. Over a period of three
the range Q%<3 (GeV/c)? [80]. calendar months data were taken at beam energies of 29.13
Less is known aboutr t and A,. The positivity limit ~ GeV (122 million eventy 16.18 GeV (56 million event$

A,<\R(x,Q?) constrainsA,. The world average valy82]  and 9.71 Ge\(58 million events. The longitudinal asymme-

D. Resonance region polarized structure functions

Ill. THE EXPERIMENT
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rules that apply to this system. The presence of strain
changes the lattice constant of the GaAs, shifts the energy
levels, and breaks a spin state degeneracy in the valence
band, changing the theoretical maximum electron polariza-
tion from 50% to 100%. Excitation by circularly polarized
light near the band gap edge+850 nm) will then result in

(preserves circular
polarization)

2 ps 850 nm 765-850 nm Left or Right
Circular Polarizer/ Circularly Polarized Light
( / Lens for Focusing

d Steering Beam
/-\ an

Thermionic Gun
\ (unpolanzed'imrror Box
Bun i

Linearly Polarized 2
Light Laser Pulse
Chopper 2 ns

or Tophat llaser
Pulse Shaper|>1 2usie

only one set of spin states populating the conduction band
provided the strain is sufficiently large. The strain in the
active GaAs layer is achieved by growing a 100 nm thick
epitaxial layer of GaAs on a substrate of GaAs)Py (X

. =0.28). The lattice spacing for the GaAsP is about 1%
Polarized . . .

Gun smaller than for GaAs, and the resulting lattice mismatch
puts the GaAs epitaxial layer under a compressive strain suf-
ficiently high to remove the spin state degeneracy. Under
these conditions one expects that photo-emitted electrons
will have a polarization close to the theoretical limit of

FIG. 1. The layout of the lasers and the polarized electron gun aj ynor, 1y practice, the electron polarization is less than the
the accelerator injector is shown schematically. Two types of laser. coretical limit dlie to effects such as non-ideal photocath-

are used, one for the SLC, which produces two 2 nsec pulses sep A o .
rated by 61 nsec, and one for the fixed target experiments, whicf?de strain and depolarization as the electrons diffuse to the

produces one pulse 2sec long. photocathode surface. The electron polarization averaged
85% for the E143 experiment.
try A, was obtained with the target polarization parallel to  The laser system was designed and built at SLAC. It con-
the beam momentum, whereas the transverse asymietry sisted of a flash-lamp pumped titanium sapphire rod, produc-
(at E=29.1 GeV only was obtained with the target polar- ing light pulses which were optically chopped to a Z8ec
ization transverse to the beam momentiight or left of the  |ong pulse. The laser beam was transmitted through a lens
beam). _ _ ~ system which allowed for steering and focusing on the cath-
The experimental apparatus employed consisted of fivgge For the E143 experiment, the amount of laser power
components: the polarized source, the accelerator and beayijaple was larger than needed, so the power was attenu-

transport, the Miber po'larimeter to measure the beam polar-5ia4 1o ahout 10 watts peak, yielding approximately 14°
ization in the end station AESA), the polarized proton and electrons per pulse. At this low electron intensity, the accel-

deuteron target, and the two spectrometer arms to detect t ator control system was unable to sense the presence of

scattered electrons. These companents are discussed in tbéaam To allow the accelerator controls to operate, the beam
sections which follow. ) P ’

was intentionally intensified to about<210*° in one of the
120 pulses generated per second. This “witness pulse” was
then sent into a beam dump before reaching the target, and

A polgrized electron _SOUI‘CG for the SLAC linear -accelera'the experiment Operated on the remaining 119 pulses per
tor was first developed in the early 1970s for experiments oRecond.

the spin structure of the proton. Since 1978 the SLAC polar- possiple systematic errors associated with reversal of the

ized electron source has been based on the principle of 1asgfactron spin are important to this type of experiment. Cor-
photoemission from a gallium arsenid&aAs photocath- relations between beam current, beam energy, beam posi-

ode. Strained GaAS phot_ocathodes, which .effeCt'Velytions, and beam angles on the target were available to the
doubled the polarization obtainable from an unstrained GaA%xperimenters on a short time basis from beam monitors. Eor

photocathode, were developed in 1986,87 and first used ihis laser-driven photoemission source, the reversal of the

in a SLAC experiment in 1993. The design and operationa, oot -
characteristics of the SLAC polarized electron source ar aser polarlzatlon_ is sufficiently free of unwanted effegt; such
fully described in Ref[88]. that all systematic errors from the source were negligible.
Figure 1 is a schematic of the layout of the laser and gun
structure at the SLAC injector. Electrons are photo-emitted
from a GaAs photocathode by illuminating the surface with a
laser. The electrons are polarized with a helicity defined by
the sign of the circular polarization of the incident laser light. ~ The electrons produced by the polarized source were ac-
Spin reversals are achieved at the source by reversing tte€lerated to energies between 9 and 30 GeV in the linear
circular polarization of the laser light with a Pockels cell. accelerator. The electrons were then deflected through an
The pattern for the sign of the polarization is chosen to be @ngle of 24.5° in the A-line beam transport and were di-
known pseudo-random sequence, permitting validation of theected onto the polarized target in the ESA.
sign of each pulse in the offline data stream. Because of its anomalous magnetic moment, the spin of
The polarization of the electrons is a consequence of théhe electron precesses by an angle larger than that of the
band structure of GaAs and the angular momentum selectiobpend angle of the beam, according to the formula:

Buncher (20 ps)
Accelerator Section

A. The SLAC polarized electron source

B. The electron beam

1. Production and transport
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245° (g—2\[E E polarization vector through an angle of 60°. As a result, the

Ap=m 180°/\ 2 “\3237™ (32)  beam after the target would have no longer been parallel to
' the nominal beam-line, and in fact would have been about 30

whereg is the gyromagnetic ratic is the energyin GeV), cm low at the exit of the ESA. More significantly, the deep-
m is the mass of the electron, addp is the angle between inelastic scattering would have taken place at a different av-
the electron spin and the momentum at the target. When €rage angle and longitudinal polarization than in the parallel
is an integral multiple ofr, the electron spin is longitudinal €ase. . o
at the target. The experiment was run at energies of 9.71, 10 compensate for the effects of this magnetic field, we
16.18 and 29.13 GeV, corresponding te, B and 9 re- inserted four identical dipole magneithe chicanginto the
spectively. By varying the energy around the nominal Va|u(;'be(:1m.-lme, three upstream and one downstream ofothe target.
and measuring the longitudinal polarization in the/lido  The first magnet deflected the beam down by 0.45°, and the

polarimeter, we verified that the chosen energy produced thgecond pair bent the beam back up by twice this amount.

m

maximum polarization. This caused the beam to arrive at the center of the target with
both the momentum and polarization vectors horizontal. Af-
2. Beam monitoring ter exiting the target, the beam was tilted downward, and the

fourth magnet returned the beam to the horizontal so that it

The_ |nC|de_nt ﬂL.’X of eIe_c_trons was measured 'ndepenleft the ESA parallel to the nominal beam-line displaced ver-
dently in two identical precision toroidal charge monitors 'ntically by only 3.5 cm at 29.1 GeV

the ESA. These were frequently calibrated with a known
charge and agreed to better than 1%. The response of the _
toroids is independent of the polarity of the beam. C. Beam polarimetry

The position of the beam at the target was monitored in A Mdller polarimeter was used to measure the beam po-
two devices: a traveling-wave radio-frequency beam positionarization during the E143 experiment. This is a practical and
monitor which was non-interfering and was placed just inreliable approach based d@h+é—e+e scattering, a spin-
front of the target, and a pair of secondary emission foildependent QED process with a large cross-section and ana-
arrays with 1 mm spacing located 10.8 m downstream fronlyzing power. The expected cross-section asymmetry can be
the target. The former provided a direct measurement ogalculated with high precisiof89] and is not significantly
beam centroid position, and was used in an automatic feednodified by radiative process€a0].
back system to keep the beam on target; the latter allowed a For a beam with longitudinal polarizatioRg and target
measurement of both the position and the transverse dimegyith longitudinal polarizationP+, the beam polarization is
sions of the beam by comparing the charge collected on thgeasured by comparing the relative cross-section asymmetry
individual foils. for beam and target spins aligned paralf¢l) and anti-

parallel(1]):

To minimize effects such as target depolarization from = do''/d0 —do't/dO
local beam heating and radiation damage, the beam was do'!/dQ+do!/dQ
moved or “rastered” across the face of the target. The beam
position was changed between pulses by means of a pair dihe relative cross-sections are determined by detecting either
air-core magnet coils located 67 m upstream of the targeof the scattered electrons or both in coincidence.

The lack of iron in these magnets allowed the fields to be

quickly changed under computer control. The beam at the 1. Layout

target was rast_ered on a grid with a spacing of 1.2 mm Inside o schematic of the polarimeter is shown in Fig. 2. The

a circle .Of Fad'“S 10.8 mm f(_)r a .total of 253 points. Thus’major components are a polarized electron target, an
each point in the target was illuminated only once every 2.]a ceptance-defining collimator, a dipole magnet spectrom-
seconds. The raster pattern skipped every other point ater, and two independent detéctor systems. One system de-
row, so that subsequent pulses did not overlap, and the enti Ected the Mber electrons in coincidence, whereas the other

raster pattern was completed in four passes. Because the Qlieqrated the single electrons over the duration of the beam
mensions of the beaGaussiaro of 2 mm horizontally and

1 mm vertically were comparable to the raster spacing, the
overall illumination of the target was quite uniform insid
the circle of the raster.

3. Beam rastering

=Azz(0)PgPr. (33

The polarized electron target consisted of six magnetized

€ ferromagnetic foils of different thickness which could be
moved into the beam. The foils were magnetized to near
saturation by Helmholtz coils providing nearly 100 gauss at
the target center. The permenddf% Fe, 49% Co, 2% )/
For the measurement gk, the target was rotated by 90° foils were 3 cm wide and varied in thickness from 26h to

so that the target nucleons were polarized transversely to thE50 um. The target electron polarizatiofypically 0.082

beam direction in the scattering plane. In this configurationyas determined to a relative accuracy of 1.[@4] from foil

the electrons in the beam passed throfiBlll=1.52 T-m as magnetization measurements.

they traversed the target. This was enough to deflect them The tungsten collimator which was 20 radiation lengths

through an angle of 0.90° at 29.1 GeV and to rotate thehick (see Fig. 2 had a central opening to allow the main

4. The beam chicane
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Mgller Target 3. The coincidence polarimeter

The segmented lead glass arrays provided good energy
and timing information and made it possible to accommodate
the high instantaneous rates of several 10 s of MHz charac-
teristic of the low duty factor (10%) at SLAC. The combi-
nation of Grenkov light in the glass blocks, fast photomul-
tiplier tubes, and a clipping circuit resulted in signal pulse
widths as narrow as five nanoseconds. The signals were fed
into an Ortec 935 constant fraction discriminator with the
threshold set at 30—40% of typical Mler signal amplitude.
The discriminator output was then fed into a fast multiplex-
ing circuit with a fanout to three or four time to digital con-

Mask

Conjugate Mgller Pair,

N '," verter(TDC) channels. The time of each event was recorded
Mgller Stripe A LY TT%E;E? by a LeCroy 2277 multi-hit TDC which has a least signifi-
AL S, cant bit time of one nanosecond. The multiplexor was re-

quired to decrease the dead-time and increase the maximum
hit capability of the individual TDC channels. A laser pulser,
Coincidence Single Arm triggered randomly=<1/spill, was fed into each detector
etectors Detectors . . ) .
block simultaneously through fibers to provide both time
calibration and detector dead-time information for the analy-
sis.

The data were recorded on tape on a spill-by-spill basis as
beam to pass and wedge shaped apertures of constant agiseries of event times and corresponding TDC channels.
muthal acceptanc@.2 radian top, 0.22 radian bottombove  The analysis identified coincidence events by the arrival of
and below the beam-line to select/ M electrons scattered single event times within a predefined time window of
transverse to the bend plane of the downstream dipole magr 4 ns, determined by the resolution of the TDC's. Fre-
net. The vertical acceptance was 3.6—9 mrad in thddab  quently, the analysis encountered ambiguous coincidence
responding to 70-116° in the center-of-mashe 2.1 T-m  pair combinations where a single event of one detector could
dipole field separated the scattered electrons according e combined with events in two or more other detectors.
momenta. Since Mier scattering is elastic, the x and y po- Such ambiguities arose as a result of cross-talk between ad-
sition of the scattered electrons at the detector plane are coacent detectors due to shower sharing or due to random
related as shown in Fig. 2. coincidences, particularly at higher luminosities. In the case

The detector hut was situated 27 m downstream from thef ambiguities, the cluster of all possible coincidences was
Mdller target. The single-arm detector package of three rasubjected to a decision making routine which selected the
diation lengths of lead and a single plane of position-most probable combinations of events. In the case of cross-
sensitive silicon detectors was placed immediately in front otalk events the full weight of the single coincidence event
the coincidence detectors. The coincidence package coWvas shared with the adjacent coincidence pairs. Background
sisted of two arrays of seven lead glass blo(®6-6, each  contributions consisted of random coincidences between
with a 10x 10 cnf entrance area and 25 cm of defith15  Mdller or Mott type electron events. Their contribution, typi-
radiation lengthg cally <1% was estimated from the product of the singles
rates in each conjugate detector.

The dead-time measurement was obtained using the laser

Measurements of the beam polarization were performegulser system which sent a known pulse to all 14 detectors
every one to two days. Each measurement period typicallgimultaneously. The efficiency at which both detectors of a
consisted of four runs using two target foithin and thick  pair saw the pulser event yielded the live-time for that pair. It
and opposite target polarization directions. This made it poswas also necessary to correct for the possibility of two
sible to look for rate or helicity dependent effects in the dataMdller events occurring in a given pair within the same co-
For polarization measurements, the beam rastering wascidence window. In such a case the system is only capable
turned off and the beam focus was moved to thélléfo of seeing one of the pairs, an inefficiency which would be
target. Otherwise, the beam conditions were identical to thainaccounted for in the dead-time correction. To correct for
of the main experiment. Data were obtained from almost 20@his effect an estimate of the number of/NMo coincidence
runs over a range of luminositigmore than a factor of)J8  events occurring during the pulser event was added to the
through different combinations of foil thickness and beamknown number of pulser events for each pair.
current. The coincidence polarimeter obtained a typical sta- A typical Méller coincidence time difference spectrum is
tistical precision of 0.01Q@absolut¢ per run whereas the shown in Fig. 8a). Two views of a typical distribution of
single arm polarimeter achieved 0.019 per run. Both detectoroincidence events in the two detector arms are given in
systems took data at 29.1 and 16.2 GeV. The single arrfigs. 3b)—(c) for a run at 29 GeV. True Mer events were
collected data with the 9.7 GeV beam. kinematically restricted to occur only in 12 for the 16 GeV

FIG. 2. The layout of the Miter polarimeter systems used in the
E143 experimentnot to scal@

2. The measurements
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error. The large acceptance of the detectors reduced the sen-
sitivity of the analyzing powers to these systematic influ-
ences.

The possibility of rate dependence was investigated in
two studies. One study compared low and high luminosity
runs taken during a run set where little variation in polariza-
tion was expected during the set. In this study the internal
agreement between all measurements of a run set was very
good, resulting in an averagé per degrees of freedofDF)
of 1.1 for all the run sets. Another study tested the effective-
8 ness of the analysis routine in dealing with ambiguities in the
data which were most prevalent at high luminosity. Data
taken from subsequent spills of a low luminosity run were
artificially superimposed to create a fictitious spill of high
luminosity. After imposing the detector dead-time on the
single events the data were analyzed as a normal run, and the
yields could be compared with the original luminosity analy-
sis. In both studies it was possible to rule out a rate depen-
dence at better thatrt 0.5%.

Despite the excellent agreement of the polarization results
within a run set, a large fluctuation in the average polariza-
tion values obtained from each coincidence pair was ob-
served. Although the sources of these fluctuations likely can-
cel in the average, their origins are not clear. As a result a
maximum error contribution of 1.3% was included. This
contribution reduced theg? per DF of the pair-dependent
polarization distribution to unity. This uncertainty was com-

Block Number bined in quadrature with the uncertainties estimated for the
analyzing powers and the limit on a possible rate dependence

FIG. 3. (a) A typical Mdller coincidence event time difference to obtain a total systematic uncertainty of 1.5% for the coin-
spectrum.(b)—(c) Two views of the distribution of coincidence cidence polarimeter measurement.
events in the X 7=49 possible combination&) shows the hidden
back-side of(b). True Mdler events were constrained to occur in 4. The single-arm polarimeter

the crest. The single arm detectors had four silicon pad detectors
above and below the beam height. A lead converter absorbed

data of the possible (kX 7) 49 pairs. Radiative effects did soft photon backgrounds and amplified the/IMo signal.
allow some true Mber coincidences to occur on the low Each detector consisted of two (%) by 6 (y) cm silicon
momentum side of the ridge seen in Figc)3 but these devices approximately 30@m thick. Each device was seg-
events were not considered in the total event yield due tenented into 7 pad$channels 8.70 mm wide and 40 mm
poor signal-to-noise ratio and greater uncertainties in théong. Only 12 contiguous channels were instrumented in
analyzing powers. each detector. The detectors were tilted-b$0.5° (top) and

The beam polarization for each coincidence pair was de-+ 11.0° (bottom to align the channels along the/Mer scat-
termined from the asymmetry in the yield corrected for backtered electron stripe. Since each detector was formed from
ground, dead-time, charge asymmetry, the effective analyzwo silicon devices there was a 5.3 mm gap between chan-
ing power of each pair, the target polarization and the targetels seven and eight.
angle. The polarization for a run was taken from the The silicon detector channels were connected to 96 charge
weighted average over all the pairs. sensitive preamplifiers which integrated over the entire 2300

A Monte Carlo analysig92] was used to determine the ns beam pulse. The preamplifier outputs were brought into
effective analyzing powers of each coincidence pair and t@nalogue to digital converte(ADCs) to measure the peak of
evaluate the sensitivity of the analyzing powers to possiblehe preamplifier signal and were recorded together with the
systematic influences such as the atomic motion of the targgign of the beam polarization for each beam pulse.
electrong[93] and typical shifts in the beam position or fo-  The Mdler analysis proceeded through two steps. The
cus. The analyzing powers were found to range from 0.776irst-pass analysis calculated average pedestal subtracted
to 0.690 for the different pairs. The effect of the target elecpulse heights and errors for each channel from the pulse-by-
tron motion was to increase the average analyzing power bgulse data. Separate averages were made for pulses tagged
<0.5%. Typical beam parameter shifts resulted in changeby right (R) and left (L) handed polarization bits. Correla-
to the average analyzing power within0.6%. Since only tions between channels were calculated and recorded. A very
one set of analyzing powers was used at each beam enerdgpse beam current requirement was made before including
the £0.6% variation was included as a source of systematithe pulse in the overall averages. A summary file containing
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FIG. 4. Typical measured single-arm/N& line-shapes in de- o o
tector 7 at 29.1 GeV. The (RL) data(points, (R+L) fit (histo- ~ FIG. 5. Variation of the quantum efficiendQE) of the polar-
gram), and (R+L) background(shaded regionare plotted in(a) ized source over the course of the E143 experiment.

versus the relative y position of the channel. The—(B data
(points and (R-L) background(shaded regionare plotted in(b). the unpolarized (RL) line shapes were varied. From the
observed spread in calculated polarizations, the sensitivity of
the ADC averages and errors as well as useful beam anghe single arm analysis to the choice of fit parameters was
polarimeter parameters was written for each run. A secondestimated to be 1.3%. The polarization determined individu-
pass analysis read the summary file, applied channel bally by each detector agreed with the overall mean within
channel gain corrections, and formed sumH(g and differ-  statistical errors. The total systematic error of the single arm
ence (R-L) averages and errors for each channel. Typicalanalysis includes contributions from the detector analyzing
(R+L) and (R-L) line-shapes are shown in Fig. 4 for data power, known to~0.5%, possible nonlinearities in the pre-
at 29.1 GeV. amplifier and ADC response which could change the com-
The backgroundB) under the unpolarized (RL) Mdller  puted polarization by<1.0%, and the sensitivity to analysis
scatters was estimated by fitting the{R) line-shape to an parameters, 1.3% as discussed above. The total systematic
arbitrary quadratic background plus the line-shape expecteerror of the single arm analysis is estimated to be 1.7%.
from unpolarized Mber scattering. The technique for esti-
mating the unpolarized line-shape used the observedL{R 5. Results

line-shape and angular smearing functifds] to generate & g polarization values measured by the single and coin-
predicted (R-L) line-shape for Mder scatters. The ob- (jgence arm polarimeters were in good agreement, although
served (RrL) d|str|bu.t|on was then fit t_)y this predicted line- o results from the coincidence system were on average
shape and a quadratic background. Since the obseRet) ¢ go4 Jower than the single arm. This difference is well
line-shape is already broadened by multiple scattering in th@ithin the independent systematic errors of the two polarim-
target material, beam windows, air, and helium, only correCeters. Both systems measured the same polarization depen-
tions to the line-shape which are differdi93] for scatters gence on the quantum efficiency of the polarized source,
from polarized and unpolarized target electrons are includeghgiting in a linear decrease of source polarization with in-
in the smearing function. creasing quantum efficiency. The polarized source quantum
An analyzing power for each detector was calculated froMutficiency time history is shown in Fig. 5. The variations in
the target polarization and the expected lioasymmetry  yojarized source quantum efficiency were related to the fre-
determined by Monte Carlo simulations of the scattering Pro4uent cesiation treatments which were applied to the source
cesg92] and detector response. The effect of the target eleGy order to maintain the source quantum efficiency at an ac-
tron momentum distributiof@3] was to modify the expected ceptable level.
asymmetries by 1.4%. The measured asymmetry for each 14 ghtain the beam polarization for the main analysis, the
detector was calculated from the ADC averages by average polarization value for each run set was computed
S (R—L) —S.(B separately for each polarimeter. The results from both pola-
Amons= i( )i~ Zi )R—L, (34  rimeters are shown in Fig. 6 plotted as a function of source
Zi(R+L)i=Zi(B)r+L quantum efficiency. The plotted errors are a combination of
) i ) ) the computed statistical errors and an additional 0.8% sys-
where the sum is over the central five channels including thgematic error to account for non-statistical fluctuations in the
Mdller peak. The (R-L) background was estimated by av- data.
eraging the channels far from the/Mer peak. The (R-L) A linear fit to the single arm and coincidence data as a
background subtraction increased the measured asymmetfynction of polarized source quantum efficien€f) yields:
by 17-24%. The full covariance matrix calculated from the

pulse-by-pulse data was used to determine the statistical er- Pg=(0.866-0.34X QE) £0.003+0.022, (35
ror of A,.as- The beam polarization was calculated from the
measured asymmetry divided by the analyzing power. where the first error term is statistical while the second and

To check for possible systematic biases in the single arndominant term is systematic. The systematic error includes a
analysis, both the number of channels included in the sungontribution of =0.8%, as discussed abovedl.6% con-
over the Mdler peak and the shape of the background fit totribution from the average of the single arm and coincidence
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FIG. 6. Beam polarization versus QE for the the singlecles

and double-arnfsquares polarimeter systems. I I
Mdller systematic errors, and-a1.7% contribution from the
uncertainty assigned to the target foil polarization. The re- B
sultant systematic error is2.5%. € o
Beam =
1°K '
D. The polarized target
The polarized target required a high-poviete evapora- |l| III
tion refrigerator operating near 1 K, @@ 5 Tsuperconduct- [ i
|
1

ing split pair magnet. The target material, frozefPN am-
monia, was polarized using dynamic nuclear polarization
(DNP). A schematic diagram of the target is shown in Fig. 7 FIG. 7. E143 target schematic.
[94]. The magnet is shown with its field direction along the

beam momentum direction. The refrigerator is positionedzorghini[96]. In our case the magnetic field was held at 4.87
vertically and along the axis of the magnet. It is connected tor tg match the frequency randé36—137 GHy of the mi-

a large Roots blower pumping system. The target insert liegrqwave tub2 being used.

along the central axis of the refrigerator. This insert was slid  Ammonia was chosen as the target material because of its
up and down to position any one of four targets in the beamye|atively large dilution factor compared to most other polar-
The targets weréfrom the top position *NDs, **NH;, an  jzed target materials, its high polarizability, and its resistance
empty cell, and either carbon or aluminum. A fifth position g radiation damage. Furthermor®N ammonia (spin %)
having no target was also available. The target insert alsq,3s chosen ovelN (spin 1) because in**N the spin is
carried coaxial cables for the NMR measurement, a waveggried by an unpaired proton, in contrast'fl where the
guide to transmit microwaves to the targgtfor DNP, and  gpin js carried by a proton-neutron pair. UsititiHs reduces
various temperature sensors. A diagram of the target insert {,e systematic errors on the proton spin structure functions
shown in Fig. 8. by eliminating unwanted contributions from the neutron
asymmetry. In addition, th&N polarization is easier to mea-
sure.

The DNP process for polarizing protons, deuterons, or The ®NH; and ®ND; targets were both prepared in the
any nucleus possessing a magnetic moment, requires tersame way: First, the ammonia gas was slowly frozen in a test
peratures of-1 K or less and large magnetic holding fields. tube; the resulting solid lump of ammonia ice was crushed
For thermal equilibrium &l K and 5 T, the proton polariza- while immersed in liquid nitrogen and sifted to select gran-
tion is only about 0.5%. However, the polarization of theules of approximately 2 mm size. Smaller pieces were re-
“free” electrons, associated with the paramagnetic radicalsycled in the same apparatus.
introduced into the target material, is greater than 99%. The The paramagnetic radicals necessary for DNP were intro-
electron polarization can be transferred to the proton througkduced by irradiation using various electron beams. Each
a hyperfine transition by irradiating the target with micro- sample was immersed in liquid argon and given a dose of
waves at appropriate frequencies. The two polarization direcabout 3—5< 10 electrons cm?. Targets for E143 were ir-
tions for the proton are reached by irradiation at frequenciesadiated at Bate&at an electron energy of 350 Mé\at the
slightly above or below the electron Larmor frequency,Naval Postgraduate School, Monter@p MeV), and at the
~140 GHz at 5 T. Details of the DNP process can be foundHigh Energy Physics Laboratory at Stanfo(d80 MeV).
in the literature, e.g., Abragam and Goldm#85] or  Samples of“N ammonia were irradiated at Saskatd@50

(M)
3

1. DNP and ammonia

1oxford Instruments, Eynsham, UK. CPl, Georgetown, Ontario, Canada.
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NMR Coils FIG. 9. Typical TE signals measured from polariZepprotons
and (b) deuterons. The spikes in the deuteron signal are an artifact
of the synthesized signal generator that was used. The deuteron
double-peaked line shape results from a splitting effect due to the
ND3 Target interaction between the deuteron quadrupole moment and ammonia
crystal electric field gradients. Similar lineshapes are seen in many
other deuterated materials.
NH3 Target
ized nuclei, and the integral of this response is proportional
to the polarization. The response function was determined by
Empty Target subtracting the Q-curve measured when the magnetic field
was moved off resonance from the Q-curve obtained when
Solid Target the magnetic field was moved on resonance. The integral is

normalized by comparing to the signal area at thermal equi-
librium (TE) where the polarization @) can be calculated.
For the proton, P==tanl uB/KT], whereu is the magnetic
moment of the proton ankl is Boltzmann'’s constant. There-
fore, Bg=0.0034 forB=5T andT=1.5 K.

The TE signal for the proton is relatively easy to observe

FIG. 8. Target insert schematic.

MeV) for the initial tests. All irradiated samples were packed
into thin walled(0.0127 cm torlon cylinders with 0.0025 cm and measure, but the deuteron TE signal is about 500 times

aluminum e_nd-c_:ap windows. Each cylinder was 3 cm Iongsmaller than this, and thus requires advanced techniques of
and 2.5 cm in d|ar_nete_r, and contained two NM_R coils I’n"“denoise and drift suppression and signal averaging for a cred-
from 70/30 Cu/Ni _tubmg of 0.5 mm o_uter dlame_ter and ible measuremeri®8]. Measurements were made of the pro-
0.0178 cm wall thickness. A stra_lgh'F piece of tubing WaSton TE signal area to a precision of about 0.2%, but repeated
used to_ measure the prot.on _polapzaﬂon n thegktblllland measurements, over a period of many weeks, showed con-
the residual proton polar|zat|on in the NRell. A coil of siderable fluctuations in the mean value. Including this scat-
three to four turns wit a 1 cmdiameter measured the deu- ter, the overall precision of measuring the TE polarization

teron po!arﬁzation and*N polarization i',q the '\.”3 target, \yas+2.5%. For the deuteron the precision of measuring the
while a similar one measured theN polarization in the N ¢ signal area was: 3% and=*4% overall. The fluctuation

cell. During the course of E143 only the proton and deuteroqn signal area was attributed to small changes in the distri-

polar!zat!ons were measured; teN and rt_aS|duaI Proton ,tion of ammonia granules around the NMR coils. Typical
polarizations were checked after the experiment. TE signals for polarized protons and deuterons are shown in
Fig. 9.

In our initial measurements dPN ammonia, the proton

The polarization was measured via NMR with a seriesJolarization performance was similar to that seen previously
tuned Liverpool Q-metef97]. Each spin species in the tar- [99] (>90%), but the deuteron only reached 13%. The
gets was measured with its own separately tuned Q-metemaximum deuteron polarization was expected to increase
Only one Q-meter could measure at a given time, taking ongith in situ irradiation[100]. Figure 10, which verifies this
polarization measurement per minute. The Q of the tune@&xpectation, shows how the proton and deuteron polariza-
circuit is changed by the presence of the appropriate polations performed as a function of beam dose for 5

2. Polarization measurement and performance
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80o 200 400 600 800 The average polarizations for the entire experiment were
k ' \K AN 0.70 with a relative precision of 2.5% for the proton and 0.25
wh : (@ - with a relative precision of 4% for the deuteron.
ol : 3. Beam heating corrections

B . As the beam passes through the polarized target, the tem-

240 r - perature of the ammonia granules increases, and the polar-
s Cadhd \ v (ﬂ‘ ization drops. By rastering the beam over the face of the
= 80 f——1— 1 : target, this depolarization effect is greatly reduced. The av-
g 40 h N A \\_. erage polarization measured by the standard NMR technique
s 0 M o is generally not the same as what the beam sees locally. One

reason for this is that ammonia granules outside the raster
radius do not experience the same depolarization from beam
1 | : i heating as the granules inside the raster radius. The measured
L’ polarization, however, reflects a combined polarization of all
the target granules. Another reason is that the polarization
during the beam spill may be lower than during the time
between spills when no beam heats the target. This latter
effect has been studied in detfil02] and has been shown to

be very small. Hence, it has been neglected in the present

FIG. 10. The polarization history over the course of a few daysanalysis.

_("
C
N

-40 1 | 1
0 500 1000 1500 2000

Total Charge (1014 e’)

is shown as a function of received charge fay proton and(b) If z is the relative contribution of the rastered granules to
deuteron targets. the NMR signal, then
x 10" electrons/sec rastered over the face of a target. Pn=2zPr+(1-2)P;, (36)

The polarization decayed with beam dose as the ammonia _ _ o ) L
became radiation-damaged. Once the polarization fell belo€rePi is the initial polarization with no incident beary,
a predetermined value, the other target was put into the bea the measur_ed polarlzatlon with incident beam, ﬁhd's.
until its polarization dropped to a specified level. Then botht € tru_e polarization of the raste_red_ granules. We define a
targets were annealed by warming them up to a temperatuFeorreCt'on to the measured polarizatiGqea: as
between 80 and 90 K. The sequence of polarization, irradia-
tion and annealing affecteldNH; and 1°ND; differently. For Pmn—(1—2)P;
the proton, annealing brings the target back to its starting 1-Chea= PT/Pm:T- (37)
polarization, and there was no evidence of change over the
period of irradiation. On the other hand, the deuteron polarThe parametez depends on the geometry of the NMR coils,
ization improved after each anneal, ultimately reaching a powhich is different for NH and ND; targets, and on the di-
larization of 42%. This value was obtained with frequencyrection of the target polarizatiofongitudinal or transverge
modulation of the microwave source. Previously, at CERNValues forP;, P, Pt, z, andCy.,, and the corresponding
in the Spin Muon CollaboratioiSMC) experiment[101],  errors are given in Table Il for a maximum beam intensity of
frequency modulation had been found to improve the polar4 X 10° electrons/pulse. The errors arinclude uncertainties
ization of deuterated butanol by almost a factor of two. Infor the target granule settling effect and for the rastering
deuterated ammonia the gain is more modest, with a factor dRdius due to the finite size of the beam spot. For the; ND
two improvement in the rate of polarization which leads to atargets there is an additional uncertainty in the diameter of
gain in absolute polarization of 3-5%. The level of protonthe 4 turns of the NMR coil. The corresponding corrections
polarization in Fig. 10 is lower than the expected maximum@t other beam intensities can be extra(_:ted_ using the kn_owl-
of more than 90% seen in the early measurements. This w&$19¢ that the measured target depolarization is proportional
because the NHtarget was situated below the NDarget to beam intensity.
which absorbed some fraction of the microwave power.

After the experiment thé°N polarizations were measured E. Spectrometers
as a function of both proton and deuteron polarizations. Re- Two large acceptance spectromet¢i®3], situated at
sidual proton polarizations were measured in the deuteron.5° and 7.0°, were used to detect the electrons scattered
case. In addition, the protons in the torlon target cups befrom the polarized target. The momentum acceptance of each
came polarized once the electron beam created paramagnesigectrometer arm ranged from 7 to 20 GeVEach spec-
centers in that material. This led to a 3% correction of thetrometer contained two dipole magnets, bending in opposite
proton polarization. The polarization values were also cordirections in the vertical plane, two gas threshokeré€hkov
rected for effects arising from inhomogeneities in target po-detectors, two scintillation hodoscope packages, each con-
larization due to local beam heating as discussed below. sisting of several planes, and an array of lead glass total
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TABLE Il. Beam heating correction results at beam intensity af4° electrons/pulse.

Target NH NH3 ND3 ND,
Polarization Long. Tran. Long. Tran.

P; (%) 75+1.9 75-1.9 30+1.2 30+1.2
P (%) 68.3+1.7 68.5:1.7 24.9:1.0 24.8:1.0

z 0.924£0.029 0.903:0.033 0.912-0.023 0.9310.021
Pr (%) 67.7+1.7 67.8:1.7 24.451.0 24.451.0
Cheat 0.0081+0.0036 0.0103:0.0040 0.019%0.0064 0.015%0.0053

absorption shower counters which were 24 radiation lengthepstream hodoscopes were 4.76 cm wide. The elements in
in depth. The 4.5° spectrometer also contained a quadrupotbe firstx plane of the 4.5° spectrometer were 2.0 cm wide,
magnet which was needed to spread the scattered electroasd the remaining plane elements were 3.0 cm wide. Tie
over a larger detector area. A schematic of the spectrometepdanes contained elements that were 4.5 cm and 7.5 cm wide
is shown in Fig. 11. for the front and back hodoscopes respectively. Within each
The two-bend design was chosen to have maximum ad?lane the hodoscope fingers overlapped by 1/3 of the width
ceptance over a wide momentum range, and to shield th@n both edges, resulting in a bin width of 1/3 of the element
detectors from the considerable photon background produceidth. The moderately fine hodoscope segmentatio@10
by the electron beam interacting in the thick target. Tlee-C scintillator elements per spectromgtesas chosen to tolerate
enkov detectors allowed discrimination against a large piori"€ large photon and neutron backgrounds and to reconstruct

background. The hodoscopes were used to reconstruct tmgth sufficient resolution the trajectory of the scattered par-

; : o ticles. The signal from each finger was discriminated and fed
trajectory of each particle, which in turn could be used to. > i ; ;

: . . : into a multi-hit TDC which recorded all signals in a 100 ns
determine the momentum and other kinematic variables. F'\?Vindow around each trigger,

nalllly the sf:p\llve_rdarr?fy p;_owd_e? the te_nergy measurement as The separation of the two hodoscopes was 5.0 m in the
WeTl as particie identification information. 4.5° spectrometer arm and 5.1 m in the 7.0° arm. The scat-

The spectrorr_leters were almost identical to those used 'fbring angle resolution at the target in the non-bend plane
the E142 experimerftl0]. The magnets, however, were op- a5 0.3 mrad for both spectrometers, whereas for the bend

erated at somewhat higher fields to accommodate the Iarg%qane' it was+ 0.9 mrad for the 4.5° arm antl 0.3 mrad for
momenta of scattered electrons due to the higher beam efe 7,0° arm. The ideal momentum resolution was dependent
ergy. Also, the hodoscopes were modified to handle a high&s the absolute value of momentum and varied fro@.3%
Instantaneous rate. to +3.2% for the 4.5° arm and from 0.6% to+3.8% for

The two scintillator hodoscope arrays provided the trackhe 7.0° arm.
information of the incident particles for each spectrometer, The upstreamv €renkov counters were 2.24 m long alu-
and consisted of horizontaly), vertical (x), and slanting minum tanks filled with nitrogen gas at a pressure of 6.3 psi
(u) planes of fingers. The upstream hodoscope array corfer a pion threshold of 9 GeV, and the downstream counters
tained four planesu, x, and twoy; the downstream hodo- were 4.3 m tanks containing nitrogen at 3.0 psi for a 13 GeV
scope array contained any, andu plane. The firsy plane  pion threshold. Pions below these threshold momenta did not
in each hodoscope array consisted of scintillator elements g@mit Cerenkov light. The shorter tanks had inner radii of 60

3.0 cm width, while the elements of the Secanﬂane in the cm and effective radiator |engths of 2.0 m, while the Iarger
tanks had inner radii of 80 cm to cover the large spectrom-

eter acceptances, and had effective radiator lengths of 4.0 m.
To minimize &ray production and multiple scattering ef-
fects, thin tank entrance/exit windows were made from 1 mm
thick aluminum.

Inside the tanks, spherical mirrors were positioned to re-
flect all of the emitted €renkov light back onto a single
Hamamatsu R1584-01 five-inch photomultiplier tube coated
with a p-terphenyl wavelength shifter and maintained at a
base voltage of-2600 V. The mirrors had a radius of cur-

SLAC E142/E143 Spectrometers
TOP VIEW Dipole Magnets Hodoscope

Quadrupole

Polarized
Target

Dipole Magnets 3
P 9 Pb-glass

Hodoscope  gpower vature of 1.63 m and 1.2 m for the large and small counters,
SIDE VIEW (79) Counter respectively, and had reflectivity close to 90%. The large
Polarized 5.6° gg° counters contained three mirrors vertically stacked and

T t . .
il mounted on an adjustable frame for focusing purposes, and

the small counters contained two mirrors mounted similarly.
T M A e o o 5 Signals from each pho_tomultiplier tube were discriminated at
meter four levels corresponding to 0.6, 1.5, 3, and 4 photoelectrons
and fed into four channels of multi-hit TDC’s as well as an
FIG. 11. A schematic of the E142/E143 spectrometer layout. ADC.
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An electromagnetic shower calorimeter was positioned a¥AX4000.60 workstations, one for online data analysis in
the downstream end of each spectrometer. Each detectench spectrometer. The event data were analyzed and various
consisted of two hundred 6x2%6.2x 75.0 cm Schott type F2 histograms and tables were presented for viewing in X11/
lead glass blocks stacked 10 wide and 20 high in a fly’s eyéMotif windows. Special purpose analyses could be per-
configuration. The glass had a radiation length of 3.17 cnformed by other VAX workstations which connected to the
and refractive index of 1.58. The incident electrons createdietwork. The electron beam was monitored and controlled
showers via bremsstrahlung aed/e” pair production in by a microVAX Il computer which, like the RTFE, was
the lead glass. Electrorfand positronsproduced @renkov loaded with a VAXeln application specially developed for
light in an amount proportional to the incident energy. Thethis task. A VAX cluster boot node, VAX4000.300 com-
light was collected by phototubes attached to the back of theuter, was used to control, monitor, and log information on
glass. To monitor the blocks, a high intensity Xe flash lampthe spectrometer magnets and their power supplies, detector
system(Hamamatsu L2360was installed in each calorim- high voltage power supplies, NIM and CAMAC crate volt-
eter. The lamp delivered a luminous signal to each block vi@ges, scalers, target parameters, pedestals, etc.
plastic optical fibers. The signal from one of the fibers, as
well as that from &*'Am source, was read out by a moni- IV. DATA ANALYSIS
toring photomultiplier tube and sent to ADCs to detect pos-

sible Xe lamp intensity fluctuations and to monitor ADC A. Event selection

gain changes by looking at shifts in averaged signals. Events which produced a trigger were further analyzed to
identify electrons amid a background of mostly pions, and to
F. Trigger determine the energy, momentum, and scattering angle. Raw

The tri isted of iol incid b di asymmetries were then formed from the number of scattered
_1he trlgge_r colns;ste c;] atrlpe%é:olina ence etwedenh 'Selectrons coming from each of the two states of incident
criminated signals from the twodenkov counters and the gjecqron polarization directions. These asymmetries are a

analogue sum of the shower counter elements. The Show’ﬁﬁnction ofx, Q2, and beam energy
discriminator threshold was set to be greater than 99% effi- 5 4o tr'acki’ng was performed u'sing the spatial and tim-

;:rzenthfokrj the Ioweﬁ et:\erg#( _eletc]Erons ancri] tthelréhtkov . ing information provided by the hodoscopes and shower
resholds were set 1o be eflicient for on€ pnotoelectron Sigey nier, Once a track was found, the particle’s momentum
nals. Up to four triggers could be generated in each bea

Mnd scattering angle were reconstructed. The efficiency of
spill. Each shower and €2enkov counter signal was fanned g ang A

. ) the hodoscope package was found to be 91% for the 4.5°
out to four separate ADCs, and each trigger gated a d'ffere.rgpectrometer and 96% for the 7.0° spectrometer. The track-

set of these ADCs. The detector signals to the multi—h|ting efficiency was about 98% for the 4.5° and 99% for the

;gé:itisor\:\;?rteri f'ltgrr:%vg?’eaussgg'ttggr%i:):g ;es#glal ?rc;';?or?'ggr spectrometer. The hodoscope and tracking efficiencies
99 were worse for the small angle spectrometer due to the

the pions and to measure detector efficiencies. higher count rate.

The shower counter was used to measure the energy de-
posited by the incident particle and to provide electron iden-

The data acquisitioiDAQ) was distributed over a num- tification. In order to use the shower counter for energy mea-
ber of computers linked together by an ethernet-based nesurements, it was necessary to calibrate each block for
work which implemented DECnet for communications. Thedifferences in phototube, lead glass, and ADC channel re-
distributed nature of the DAQ allowed us to build a systemsponses to the electrons. This was achieved using clean elec-
which could service interrupts at 120 Hz, read typically 3 KBtron events which were selected using knowledge from the
of data for each interrupt, write data to tape at a sustaine@ther detectors. In an iterative process, a set of calibration
rate of nearly 300 KB/sec, control the electron beam positioreonstants for the glass blocks was determined by requiring
on target on a pulse-to-pulse basis, and analyze a substantthat the total energy of the cluster be equal, on average, to
fraction of the event data online. the momentum of the event.

A VAX4000.200 gbus computer, referred to as real time Once calibrated, the shower counter was used to select
front end(RTFE), was interrupted at 120 Hz, read data from electrons by comparing the energy of the particle as mea-
three CAMAC branches, built an event, and then sent it vissured by the shower counteE() to the momentum of the
network to the data logger computer, a VAX4000.60 work-particle as measured by the hodoscope tracking sysim (
station. The RTFE ran an application which was developedRejection of pions was achieved since typically electrons de-
with DEC’s VAXeln development toolkit. The VAXeln ap- posit all of their energy in the shower counter while pions do
plication was able to access hardware resources more effitot. Thus, the electron events had BYP peak centered
ciently than usually possible under the DEC VMS operatingaround unity, whereas thE'/P values for pions were in
system. Also, task scheduling was under programmer corgeneral much less than one. By making a cut around the
trol. The data logger computer controlled two SCSlelectron peak of 08E'/P<1.25, we were able to reject the
EXB8500 Exabyte tape drives. Event data received from thenajority of pion contaminants left in our data sample. The
RTFE were packed into record-size bufféepproximately E'/P requirement was approximately 96% efficient for elec-
32 KB in size and written to tape. The data logger computertrons, and left a pion contamination of less than 1%. A
also distributed a sample of the event data via network to tw@ample plot ofe’/P for this experiment is shown in Fig. 12.

G. Data acquisition
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T T T 1 T T 7 TABLE Ill. Proton A, andA; results with statistical errors for
20000 . E=29.1 GeV at the measure@’ in (GeV/c)2. Also shown are the
radiative correctiong\l. andAY, which were applied to the data.

15000 [~ - x  {Q?% A Al A, Al

Electrons

0=4.5°

10000 [~ - 0.028 1.17 —0.026-0.054 0.014 0.03%0.063 0.004
L - 0.031 1.27 0.0480.026 0.014 0.0160.032 0.004
0.035 1.40 0.09%0.019 0.013 0.0120.024 0.004

Counts

5000 1= 7 0.039 1.52 0.06£0.016 0.012 0.00%0.020 0.004
- M . 0.044 1.65 0.0760.015 0011 0.00£0.018 0.004
o LI ! Ll 0.049 1.78 0.0830.014 0.010 0.0080.017 0.004
0O 04 08 12 16 20 0.056 1.92 0.0820.013 0.009 0.0080.016 0.004

Energy/Momentum 0.063 2.07 0.0820.012 0.008 0.01#0.015 0.004
0.071 2.22 0.0860.011 0.007 0.0120.014 0.004
FIG. 12. Sample plot of events versus the ratio of energy to 0.079 2.38 0.1020.012 0.006 —0.009-0.014 0.004
momentum as measured by the shower counter and tracking, re- 0.090 2.53 0.0810.012 0.005 —0.006+0.014 0.004
spectively. The electron events are peaked at unity. The lower en- 9.101 2.69 0.1140.012 0.004 0.00£40.014 0.004
ergy background pion events are removed when all cuts are applied 5113 284 0.1080.013 0.004 —0.012-0.015 0.004
to the data. 0.128 3.00 0.0970.013 0.003 0.0180.015 0.004
0.144 3.15 0.0860.013  0.003 —0.031+0.015 0.004
Electrons could also be identified over pions using the 0.162 3.30  0.1130.013 0.003 0.0230.016 0.004
spatial profile of the shower formed by the incident particle. 0.182 3.45  0.1180.014  0.002 —0.0210.016 0.004
These profiles vary significantly depending on the type of 0.205 3.59  0.09%0.014  0.002  0.0480.017 0.004
incident particle. In particular, pion shower clusters are much 0.230 3.73  0.1180.015  0.002 —0.005-0.018 0.004
smaller than electron clusters, and many of them are fully 0259 3.85 0.1070.015 0.002  0.01¥0.019 0.004
contained in one block. Electron clusters are typically con- 0-292 3.98  0.0960.016  0.002 —0.055+0.020 0.004
tained in nine glass blocks. For electrons, the central block 0-329 4.09  0.1180.018  0.002 —0.005-0.022 0.004
contained 50% to 90% of the energy and the eight neighbors 0-370 4.20  0.0880.020  0.002  0.0120.024 0.003
contained the rest. We used a shower counter neural network 0-416 4.30 ~ 0.1480.023 ~ 0.002  0.0020.028 0.003
algorithm [104] which modeled a typical electron cluster 0468 4.40  0.1480.026  0.002 —0.048-0.032 0.003
profile to determine which events were electron events and 0526 4.47 01340031  0.002-0.037-0.038 0.002
which were background. The neural network was approxi- 0592 4.55  0.0660.037  0.003 ~0.029-0.045 0.002
mately 98% efficient for identifying electrons and left a pion 0.666 4.63  0.0750.045  0.000 ~0.013-0.055 0.002
contamination of about 0.5%. 0.749 4.70 0.1280.062 —0.007 —0.114+0.074 0.004
To further ensure a clean electron sample, spatial, timing, o=1.0°
and pulse height cuts were made. A cut requiring a minimum g'g;é ;2; 8?%8.822 8'812 :8.(1)(2)2%8'325 8'882
Cerenkov ADC pulse height of 4@nore than two photoelec- 0'090 3'48 0'1150'029 0'012 (') o4ﬁ0'034 0'006
trong was made yielding an efficiency of 95—-99 % for the 0:101 3:79 0:1430:024 0:010 _0_61&0:027 0:006
four counters. Next, we required that the track used for the 0113 411 01580022 0008 0.0140.025 0.006
momentum measurement was within 40 mm, horizontally 0128 443 0.1640.021 0.006 —0.026-0.023 0.006
and vertically, of the cluster from the shower counter that 144 478 01580020 0005 0.0070.022 0.006
was used for the energy measurement. The track and the 5160 513 01740019 0004 00180021 0.006
cluster were required to be within 10 ns of each other, and 18> 549 01920019 0.003 0.0520.021 0.006
the track was required to point back to the target towithin 13 505 586 02150019 0003 00120021 0.006
mm to eliminate bad tracks. In addition, the few events with 535 624  01580.019 0002 0.00F0.022 0.006
plusters on the outer _edges of the shower counter Were ré- g o59 660  0.2580.020 0.002 0.00£0.022 0.006
jected due to the possibility of energy leakage from the sides 0292 697 01970021 0.002 —0.023-0.023 0.005

of the counter. 0.329 7.34  0.1950.022 0.002 —0.012-0.025 0.005
) ) 0.370 7.69 0.1960.024  0.002 —0.018+0.027 0.005

B. Asymmetries and corrections 0416 8.04 0.2440.026  0.002 —0.008:0.030 0.004

Electrons passing the event selection cuts were binned in 0.468 8.37  0.2230.030 0.002 0.0050.034 0.004

x such that the resolution ix was slightly finer than the 0.526 8.68 0.2330.034 0.002 —0.015-0.039 0.003
binning. The electrons were also tagged according to their 0.592 8.99  0.2240.041  0.002 —0.011+0.047 0.003

relative target and beam helicity statés,'(!"), and which 0.666 9.26  0.1550.051  0.002 —0.093-0.063 0.002
spectrometer they entered. The asymmetieandA, were 0.749 9.53  0.2230.069  0.005 —0.097+0.094 0.001
formed:
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TABLE IV. Proton A, results with statistical errors for TABLE V. Proton A, results with statistical errors for
E=16.2 GeV at the measure&@f in (GeV/c)2. Also shown are the E=9.7 GeV at the measure@? in (GeV/c)2. Also shown are the
radiative correctionst\!c which were applied to the data. radiative (:orrections@\ﬂC which were applied to the data.

X (Q% A Alc X (Q% A Al
6=4.5° 6=4.5°

0.022 0.47 0.0230.024 0.005 0.028 0.28 0.0210.046 0.003

0.024 0.51 0.0660.019 0.005 0.031 0.30 0.021£0.022 0.002

8-82 8-23 8-8238-812 8-882 0.035 0.31 0.0480.019 0.002

: : : : : 0.039 0.33 0.01£0.017 0.002

0.035 0.64 0.0360.015 0.005 0.044 0.35 0.0460.016 0.001

0.039 0.68 0.0410.014 0.005 0.049 0.36 0.0430.016 0.001

0.044 0.73 0.0510.013 0.005

0.056 0.38 0.0480.015 0.001

0.049 0.78 0.0740.012 0.005 0.063 0.40 0.0260.015 0.001

0.056 0.83 0.0520.012 0.004 : : ' : :

0.063 0.88 0.0680.012 0.004 0.071 0.41 0.0360.015 0.001

0.090 1.01 0.0620.012 0.003 0.101 0.45 0.0240.014 0.000

0.101 1.06 0.0710.012 0.003 0.113 0.47 0.0410.013 0.000

0.113 1.10 0.0480.012 0.003 0.128 0.48 0.0020.013 0.000

0.128 1.14 0.0660.012 0.002 0.144 0.49 0.0020.013 0.000

0.144 1.18 0.0560.012 0.002 0.162 0.50 0.0180.013 0.000

0.162 1.22 0.0680.013 0.002 0.182 0.51 0.0240.013 —0.002

0.182 1.26 0.0510.013 0.002 0.205 0.52 0.0150.013 —0.008

0.205 1.29 0.0680.013 0.002 0.231 0.53 0.0540.014 —0.004

0.230 1.32 0.04%0.014 0.002 0.259 0.53 0.04%0.014 0.015

0.259 1.35 0.0410.014 0.002 0.292 0.54 0.0510.016 0.014

0.292 1.38 0.0550.015 0.002 0.329 0.55 0.0280.018 0.001

0329 T 00ae0010 0.003 0.370 055  -0002:0.019  —0.007

0.370 A3 0.0550.0 0.003 0.417 0.56 ~0.004-0.021 ~0.015

0.416 1.45 0.0780.019 0.000

0.469 0.56 —0.034+0.021 -0.020

0.468 1.46 0.0940.021 0.003

0.527 0.57 0.00%0.029 -0.034

0.527 1.48 0.0820.024 0.010 0204 057 0.013-0.064 0.043

0.593 1.49 0.0880.028 0.004 : : s : -

0.668 151 0.0520.031 —0.009 0.669 0.57 0.01#0.179 —0.039

0.752 1.52 0.2580.449 —0.029 0.753 0.58 0.0210.214 —0.036

6=7.0° 0.847 0.58 0.0310.257 -0.032

0.044 0.98 0.0720.390 0.012 6=7.0°

0.049 1.06 0.05%50.078 0.012 0.063 0.60 —0.013+0.093 0.003

0.056 1.16 0.0910.043 0.011 0.071 0.64 0.03%0.038 0.003

0.063 1.26 0.0340.031 0.010 0.080 0.69 0.0760.025 0.003

0.071 1.37 0.0920.026 0.009 0.090 0.74 0.0640.019 0.003

0.079 1.47 0.0820.023 0.008 0.101 0.78 0.0570.016 0.003

0.090 1.58 0.1130.022 0.007 0.113 0.82 0.0730.015 0.003

0.101 1.69 0.1010.021 0.006 0.128 0.86 0.0480.015 0.003

0.113 1.80 0.1080.019 0.005 0.144 0.90 0.0470.014 0.002

0.128 191 0.1150.018 0.005 0.162 0.93 0.0650.013 0.002

0.144 2.03 0.1260.018 0.004

0.182 0.97 0.08%0.013 0.002

0.162 2.14 0.1030.017 0.003 0.205 100 0.0680.013 0.002

0.182 2.26 0.10%0.018 0.003 ' ' ' ' '

0.205 > 36 0.1160.018 0.003 0.231 1.03 0.0840.013 0.002

0.230 947 0.1360.018 0.002 0.259 1.06 0.0780.013 0.003

0.329 2.76 0.1270.020 0.002 0.370 1.14 0.0880.014 —0.004

0.370 2.85 0.1570.022 0.002 0.417 1.16 0.0820.016 0.001

0.416 2.94 0.1420.023 0.003 0.469 1.18 0.0840.016 0.018

0.468 3.02 0.1560.025 0.003 0.527 1.21 0.0860.018 0.010

0.527 3.08 0.1270.029 0.004 0.594 1.22 —0.001+0.018 —0.004

0.593 3.15 0.0760.032 -0.001 0.669 1.23 0.0220.018 —0.026

0.668 3.21 0.1360.038 0.003 0.753 1.25 —0.044+0.047 —0.061

0.752 3.27 —0.280+0.242 0.009 0.847 1.26 —0.018+0.149 —0.064
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TABLE VI. DeuteronA;, and A, results with statistical errors TABLE VII. Deuteron A, results with statistical errors for
for E=29.1 GeV at the measure@f in (GeV/c)?. Also shown are E=16.2 GeV at the measuregf in (GeV/c)?. Also shown are the
the radiative correctiomﬁ\ﬂc and A, which were applied to the radiative (:orrections@\ﬂC which were applied to the data.
data.

X <Q2> AH A!c

X <Q2> AH Aﬂc AL Arlc 9=4.5°

0=4.5° 0.022 0.47 —0.018+0.064 —0.006
0.028 1.17 —0.042:0.075 —0.004 —0.138-0.175 0.002 0.024 0.51 —0.035+0.049 —0.006
0.031 1.27 0.0350.030 —0.004 —0.114+0.146 0.002 0.027 0.55 —0.012+0.045 —0.005
0.035 1.40 0.0040.021 —0.004 0.066:0.083 0.002 0.031 0.59 0.0120.041 —0.005
0.039 1.52 0.0430.019 —0.004 0.0380.046 0.002 0.035 0.64 —0.009£0.038 —0.004
0.044 1.65 —0.011+0.017 —0.004  0.056:0.038 0.002 0.039 0.68 0.0560.034 —0.004
0.049 1.78 —0.002-0.016 —0.004  0.022-0.034 0.002 0.044 0.73 —0.021+0.028 —0.004
0.056 1.92 0.0120.015 —0.003 —0.043-0.031 0.002 0.049 0.78 0.04£0.026 —0.003
0.063 2.07 0.0180.014 —0.003 —0.040+0.029 0.002 0.056 0.83 0.0030.025 —0.003
0.071 222 0.0140.013 —0.003 0.008-0.028 0.002 0.063 0.87 0.0210.025 —0.003
0.079 2.38  0.0230.013 —0.003 —0.009+0.029 0.002 0.071 0.92 0.0260.025 —0.003
0090 253 00380014 -0003 00320029 0.002 0/ e ey oo
0.101 2.69 0.0280.014 —0.003 —0.031=0.030 0.002 0.101 106 0.0180 095 0009
0.113 2.84 0.0370.015 —0.002 0.0120.031 0.002 0.113 110 0.0160.025 0001
0.128 3.00 0.0720.015 —0.002 —0.001+0.032 0.002 0.128 114 0.0630.025 0001
0.144 3.15 0.0530.016 —0.002 —0.023+0.033 0.002 0.144 118 0.0580.025 0001
0.162 3.30 0.0460.016 —0.001  0.0430.035 0.002 0.162 122 — 0.025+0.025 —0.001
0.182 3.45 0.0540.017 —0.001 —0.042+0.036 0.002 0.182 195 0.0430 026 0.000
0.205 3.59  0.04@0.017 0.000 —0.013+0.038 0.002 0205 199 0.0420.027 0.000
0.230 3.73 0.0280.019 0.000 0.0080.040 0.002 0230 132 0.0160.027 0.000
0.259 3.85 0.0210.020 0.000 0.0950.043 0.002 0.259 1.35 0.0220.029 0.001
0.292 3.98 0.0540.021 0.001 —0.016-0.047 0.002 0.292 1.37 0.0620.031 0.001
0.329 4.09 0.0780.023  0.001 —0.025+0.052 0.002 0.329 1.40 0.0230.033 0.001
0.370 4.20 0.0720.026  0.001 —0.026+0.059 0.002 0.370 1.42 —0.031+0.036 0.001
0.416 4.30 0.0630.030 0.001 —0.050=0.068 0.001 0.416 1.44 0.0130.040 —0.001
0.468 4.40 0.0180.036 0.001 —0.071+0.081 0.001 0.468 1.46 0.0820.045 0.001
0.526 4.47 0.0650.043 0.001 0.07F0.098 0.001 0.527 1.48 0.0140.053 0.003
0.592 455 0.0520.052 0.001 —0.116+0.120 0.001 0.593 1.49 0.0710.063 —0.002
0.666 4.62 0.0230.066 —0.002 0.16@0.150 0.002 0.668 1.50 0.03%20.076 -0.013
0.749 4.70 —0.190:0.091 —0.006  0.15@:0.203 0.004 6=7.0°

9=7.0° 0.049 1.06 —0.075+0.201 —-0.005
0.071 2.91 0.0440.108 —0.004 0.0880.237 0.003 0.056 1.16 0.0620.106 —0.005
0.079 3.17 —0.020+0.049 —0.004 0.0810.094 0.003 0.063 1.26 —0.003+0.075 —0.004
0.090 3.48  0.04#0.033 —0.004 —0.024-0.062 0.003 0.071 1.36 0.0540.060 —0.004
0.101 3.79  0.0440.027 —0.004  0.075:0.050 0.003 0.079 1.47 —0.073+0.054 —0.004
0.113 411  0.0230.025 —0.004 —0.036+0.046 0.003 0.090 1.58 0.1210.049 —0.004
0.128 4.44 0.0530.023 —0.003 —0.014-0.043 0.003 0.101 1.69 0.0540.046 —0.003
0.144 478 0.1160.023 —0.003 —0.038-0.041 0.003 0.113 1.80 0.02%0.041 —0.003
0.162 513 0.0510.022 —0.003 —0.027+0.041 0.003 0.128 191 0.0180.038 —0.002
0182 549 01330022 0002 00380040 0.003 O %3 o e oo
0.205 5.86 0.0620.022 —0.002 —0.085-0.041 0.003 0182 5 e 0.0970.036 0.001
0.230 6.23 0.0880.023 —0.001 —0.056+0.043 0.003 0.205 5 36 0.0450.036 0001
0.259 6.60 0.05t0.024 0.000 0.0650.045 0.003 0.230 547 0.0410.038 0.000
0.292 6.97 0.1020.026  0.000 —0.028+0.048 0.003 0.959 o 57 0.044.0.035 0.000
0.329 7.33 0.1080.028 0.001 —0.034-0.052 0.002 0.292 5 67 0.1150.040 0.001
0.370 7.69 0.1430.030 0.001 —0.024-0.057 0.002 0.399 276 0.1680.042 0.001
0.416 8.03 0.0820.034 0.001 —0.018-0.064 0.002 0370 585 0.0390.045 0.001
0.468 8.37 0.1250.039 0.000 —0.003-0.073 0.002 0416 203 0.05%0.049 0.001
0.526 8.67 0.1720.046 0.000 —0.023+0.086 0.002 0.468 3.01 0.1680.054 0.001
0.592 8.98 0.0940.056 —0.001  0.235:0.108 0.002 0.527 3.08 0.1390.062 0.001
0.666 9.26 0.0860.070 —0.001 —0.125+0.147 0.002 0.593 3.15 0.05%50.073 —0.002
0.749 9.52 0.1930.096 0.000 —0.068+0.212 0.002 0.668 3.21 —0.013+0.088 —0.001
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TABLE VIII. Deuteron A, results with statistical errors for
E=9.7 GeV at the measureg? in (GeV/c)2. Also shown are the

radiative corrections?é\ﬂc which were applied to the data.

X <Q2> AH Aﬂc
6=4.5°
0.028 0.28 0.0530.069 —0.005
0.031 0.30 —0.067£0.034 —0.005
0.035 0.31 —0.014£0.028 —0.004
0.039 0.33 0.01%0.025 —0.004
0.044 0.35 0.00%0.024 —0.004
0.050 0.36 0.0220.023 —0.004
0.056 0.38 —0.017£0.022 —0.003
0.063 0.40 —0.002£0.021 —0.003
0.071 0.41 0.0320.022 —0.003
0.080 0.43 —0.004£0.022 —0.003
0.090 0.44 0.0080.021 —0.002
0.101 0.45 0.0380.020 —0.002
0.113 0.47 —0.002£0.019 —0.002
0.128 0.48 —0.017+£0.019 —0.002
0.144 0.49 —0.004£0.019 —0.002
0.162 0.50 0.0150.019 —0.002
0.182 0.51 0.0280.019 —0.002
0.205 0.52 0.0120.020 —0.005
0.231 0.53 0.0160.021 —0.003
0.259 0.53 0.0080.022 0.005
0.292 0.54 0.0280.024 0.005
0.329 0.55 0.03%10.026 —0.004
0.370 0.55 —0.032£0.027 —0.009
0.417 0.56 0.0290.030 —0.014
0.469 0.56 —0.039+0.032 —0.019
0.527 0.57 —0.005£0.045 —0.029
0.594 0.57 —0.008+0.074 —0.036
0.669 0.57 —0.021+0.110 —0.039
0.753 0.58 0.00%0.117 —0.042
0.847 0.58 0.01610.142 —0.046
6=7.0°
0.063 0.60 0.1160.133 —0.005
0.071 0.64 —0.036£0.054 —0.005
0.080 0.69 0.0130.037 —0.004
0.090 0.74 —0.013£0.028 —0.003
0.101 0.78 0.0160.024 —0.003
0.113 0.82 0.0240.022 —0.003
0.128 0.86 0.0520.021 —0.002
0.144 0.90 0.0120.020 —0.002
0.162 0.93 0.0360.020 —0.001
0.182 0.97 0.02%0.019 —0.001
0.205 1.00 0.0050.019 0.000
0.231 1.03 0.0440.019 0.000
0.259 1.06 0.0190.020 0.001
0.292 1.09 0.0210.020 0.002
0.329 1.12 0.0340.021 0.002
0.370 1.14 0.0360.022 —0.003
0.417 1.16 0.0680.023 —0.001
0.469 1.19 0.02610.025 0.007
0.527 1.21 0.0240.029 0.001
0.594 1.22 0.0220.033 —-0.011
0.669 1.24 0.0280.039 —0.029
0.753 1.25 0.00£20.068 —0.054
0.847 1.26 —0.018+0.118 —0.066
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C,|+A.. (39

Here f is the dilution factor,P, and P, are the beam and
target polarizationsA,. is the radiative correction to the
asymmetry, andC, , are the corrections needed due to the
presence of nitrogen in the targets, wEh disappearing for

the proton target. These corrections are discussed in more
detail below. HereN (g is the number of left or right-
handed helicity events corrected as

di (R
NLr) = N(Lr(??v;/) T(R) (39

where d gy is the appropriate dead time correction and
Qv (r) is the appropriate incident charge.

1. Polarized nitrogen and residual proton corrections

In measuring the proton and the deuteron asymmetries, it
was necessary to correct for events which scattered from
other polarizable nuclei in the target aside from the desired
protons or deuterorfd05]. The targets were made 6INH,
and®NDs, and both thé®N and the~2% contamination of
14N were polarizable. In addition, théND, target contained
21.5% of unsubstituted or residual polarizable protons from

NHa.

The polarization of°N and the residual protons was mea-
sured after the experiment. The unpaired protof®k con-
tributes to the measured proton asymmetry proportionally to
the nitrogen polarization and with a negative sign because of
the negative magnetic momentBN. For the target material
5NH,, the following fit was used to express theN polar-
ization Py in terms of the polarization of the protom,:

Py=0.136P,—0.18P;+0.335>~0.12. (40

The correctionC{ to the proton asymmetryQ5=0) which
is referred to in Eq(38) is given by

. 11Py

Heregemc(X) is the correction for the European Muon Col-
laboration(EMC) effect[106] taken at atomic mass number
15. The first factor— 3 comes from Clebsch-Gordan coeffi-
cients involving the nitrogen wave function. The second fac-
tor 3 reflects the fact that ammonia has three hydrogen atoms
for each nitrogen atom. The error on the second ter@/in
was estimated to be about 20% relative which yields a sys-
tematic error of 0.004 o&% . Here the contribution of*N to

the asymmetry was neglected.

For the target materidPNDs, the corrections were more
complicated because they account for both the residual pro-
tons and the unpaired proton in theN. For each case, the
correction involved the measured proton asymmetry.

The N polarizationPy, is given by

Py=—0.40P, (42)
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TABLE IX. Results forg, /F, in the DIS region W?=4 Ge\?). There is an additional normalization uncertainty due to beam and target
polarization shown in Table XV.

X (Q% E(GeV) gP/FP+ stat+syst gY/F Y=+ statrsyst gl/F ]+ stat-syst
0.024 0.51 16.2 0.0920.027£0.014 —0.048+0.068+0.009 —0.205+0.153+0.023
0.027 0.55 16.2 0.0860.026+0.013 —0.018+0.065+0.009 —0.131+0.146£0.022
0.027 1.17 29.1 —0.032£0.068+0.010 —0.058+0.092+0.009 —0.099+0.225+0.020
0.031 0.59 16.2 0.0840.026+0.012 0.01%0.065:0.008 —0.048+0.144+0.020
0.031 1.27 29.1 0.0640.034+0.009 0.0410.040+0.008 0.021#0.095+0.019
0.035 0.31 9.7 0.0960.037+0.018 —0.027+0.055-0.008 —0.161+0.125+0.024
0.035 0.64 16.2 0.0590.024+0.011 —0.015+0.062+0.007 —0.097+0.139+0.018
0.035 1.40 29.1 0.1280.025+0.008 0.00&0.029+0.007 —0.115+0.069+0.017
0.039 0.33 9.7 0.0240.037+0.018 0.035:0.053+0.008 0.056:0.122+0.024
0.039 0.68 16.2 0.0720.024+0.011 0.099:0.060+0.007 0.146:0.136£0.017
0.039 1.52 29.1 0.0880.023+0.008 0.0620.026=0.007 0.04%0.063£0.016
0.044 0.35 9.7 0.1060.037+0.019 0.0030.054+0.008 —0.109+0.126+0.024
0.044 0.73 16.2 0.0960.023+0.011 —0.038+0.052+0.006 —0.191+0.120+0.017
0.044 0.98 16.2 0.0970.520+0.010 —0.943+1.296+0.008 —2.222+2.964+0.019
0.044 1.65 29.1 0.1100.021+0.008 —0.013+0.025+-0.006 —0.150+0.060+0.014
0.049 0.36 9.7 0.1080.039+0.020 0.055:0.057+0.008 0.003%0.134+0.025
0.049 0.78 16.2 0.1470.024+0.011 0.092-0.052+0.006 0.045:0.121+0.016
0.049 1.06 16.2 0.0780.109+0.010 —0.104+0.280+0.008 —0.321+t0.646+0.018
0.049 1.78 29.1 0.1250.020+0.008 —0.013+0.024+0.005 —0.168t0.058+0.013
0.056 0.38 9.7 0.1080.041+0.021 —0.045:0.059£0.008 —0.221+0.141+£0.027
0.056 0.57 9.7 —0.214+1.891+0.014 2.992-2.465+-0.007 7.0285.977+0.020
0.056 0.83 16.2 0.1100.025+-0.011 0.0070.054+0.006 —0.106+0.127+0.016
0.056 1.16 16.2 0.1320.063+0.010 0.09%#0.153+0.007 0.06&:0.357+0.017
0.056 1.92 29.1 0.1360.020+0.008 0.016:0.023+0.005 —0.109+0.058+0.012
0.063 0.40 9.7 0.0780.043+0.022 —0.006+0.062+0.009 —0.101+0.149+0.029
0.063 0.60 9.7 —0.024+0.177+-0.014 0.2210.252+0.007 0.531%*0.609+0.019
0.063 0.87 16.2 0.1570.027+0.012 0.04%0.057+-0.005 —0.064£0.135+0.016
0.063 1.26 16.2 0.0520.046+0.009 —0.004+0.112+0.006 —0.068£0.262+0.015
0.063 2.07 29.1 0.1380.020+0.008 0.0140.023+0.004 —0.123+0.057+0.011
0.063 2.69 29.1 1.1380.833£0.009 —0.446+2.060+-0.006 —2.318t4.857+0.016
0.071 0.41 9.7 0.0960.049+0.023 0.1040.070+0.011 0.1290.171+0.032
0.071 0.64 9.7 0.0640.077+0.014 —0.072+0.109+0.006 —0.240+0.267+0.019
0.071 0.92 16.2 0.1070.029+0.012 0.064:0.061+0.005 0.026:0.145+0.016
0.071 1.36 16.2 0.1440.041+0.009 0.085%:0.095+0.005 0.03%0.225:0.014
0.071 2.22 29.1 0.1560.020+0.008 0.025%0.023£0.004 —0.114£0.059+0.011
0.071 291 29.1 0.3240.121+0.010 0.0630.139£0.006 —0.223£0.353+0.015
0.079 0.43 9.7 0.1180.053£0.025 —0.014+0.075+0.014 —0.161+t0.185+0.038
0.079 0.69 9.7 0.1640.053+0.014 0.0290.078+0.006 —0.121+0.194+0.019
0.079 0.97 16.2 0.1220.031+0.013 —0.043+0.066+0.005 —0.242£0.159+0.016
0.079 1.47 16.2 0.1350.039+0.009 —0.119+0.088+0.005 —0.436+0.212+0.013
0.079 2.38 29.1 0.1880.021+0.009 0.0410.025:0.004 —0.121+0.063+0.012
0.079 3.17 29.1 0.2(090.057+£0.010 —0.020+0.065£0.005 —0.289t0.167+0.014
0.090 0.44 9.7 0.0690.055+0.027 0.03%*0.078£0.018 —0.008£0.193+0.045
0.090 0.74 9.7 0.1450.043+0.014 —0.028£0.062£0.007 —0.236£0.156+0.019
0.090 1.01 16.2 0.1780.034+0.013 0.116:0.071+0.006 0.0540.173+0.017
0.090 1.58 16.2 0.1960.037+0.009 0.2090.085+0.004 0.2680.207+0.013
0.090 2.53 29.1 0.1590.023+0.010 0.07%0.027+0.004 —0.003£0.070+0.013
0.090 3.48 29.1 0.1570.040+0.010 0.05%0.045+0.004 —0.049£0.117+0.013
0.101 0.45 9.7 0.1020.057+0.030 0.1580.081+0.023 0.252-0.203:0.054
0.101 0.78 9.7 0.1380.040+0.014 0.0390.058£0.007 —0.070£0.147+0.021
0.101 1.06 16.2 0.2240.037£0.012 0.05&0.077£0.006 —0.121+0.189+0.017
0.101 1.69 16.2 0.1840.037+£0.009 0.0980.083:0.004 0.016:0.205:0.012
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X (Q% E(GeV) gP/FP+ stat+ syst gd/Fd=+ statrsyst gl/F 1+ statrsyst
0.101 2.69 29.1 0.2370.025+0.010 0.056:0.030+0.004 —0.148+0.078+0.013
0.101 3.79 29.1 0.1960.033+0.010 0.0670.038+0.004 —0.075-0.099+0.013
0.113 0.47 9.7 0.1850.059+0.033 —0.008+0.086+0.027 —0.237+0.215+0.064
0.113 0.82 9.7 0.1910.040+0.015 0.0630.057:0.009 —0.076+0.147+0.023
0.113 1.10 16.2 0.1680.041+0.012 0.054:0.083+0.007 —0.071+0.208+0.018
0.113 1.80 16.2 0.2080.037+£0.009 0.0520.078+0.004 —0.126+0.196+0.012
0.113 2.84 29.1 0.2390.028+0.012 0.082-0.033+0.005 —0.090+0.087+0.015
0.113 4.11 29.1 0.22560.031+0.010 0.02%0.036+0.004 —0.203+0.094+0.013
0.128 0.48 9.7 0.0110.064+0.036 —0.082+0.092+0.031 —0.209+0.233+0.072
0.128 0.86 9.7 0.1350.041+0.015 0.146:0.059+0.010 0.1910.152+0.026
0.128 1.14 16.2 0.2240.045+0.013 0.236:0.090+0.008 0.2930.227:0.020
0.128 1.91 16.2 0.2340.037£0.010 0.03%0.077:0.005 —0.197+0.194+0.013
0.128 3.00 29.1 0.2360.030£0.013 0.186:0.036:0.005 0.1710.096£0.017
0.128 4.44 29.1 0.2370.030£0.010 0.07%0.035-0.004 —0.106+0.093+0.013
0.144 0.90 9.7 0.14%0.042£0.016 0.036:0.060+0.012 —0.087+0.158+0.029
0.144 1.18 16.2 0.2220.049+0.013 0.206:0.099+0.009 0.217#0.251+0.022
0.144 2.03 16.2 0.2590.038+0.011 0.085:0.078+0.005 —0.114+0.198+0.015
0.144 3.15 29.1 0.2180.033t0.014 0.1320.0392+0.006 0.057%0.106+0.018
0.144 4.78 29.1 0.2420.030+0.010 0.1630.034-0.004 0.0970.093+0.013
0.162 0.93 9.7 0.2120.043+0.017 0.11%0.063:0.014 0.0240.166£0.032
0.162 1.22 16.2 0.2980.054£0.013 —0.107+0.108+0.011 —0.639£0.279+0.025
0.162 2.14 16.2 0.2370.040+£0.012 0.13%0.082:0.007 0.03%0.211+0.018
0.162 3.30 29.1 0.3060.036+-0.014 0.1280.044+0.007 —0.075£0.119+0.020
0.162 5.13 29.1 0.2720.030+0.010 0.07&0.035+0.005 —0.159+0.096+0.014
0.182 0.97 9.7 0.3(080.045£0.018 0.095:0.067+0.015 —0.151+0.178+0.035
0.182 1.25 16.2 0.2390.060+0.014 0.201#0.121+0.012 0.196:0.315+0.028
0.182 2.25 16.2 0.2570.043t0.014 0.236:0.087+:0.008 0.2610.227+0.021
0.182 3.45 29.1 0.3180.040+0.014 0.152-0.048+0.008 —0.030£0.134+0.021
0.182 5.49 29.1 0.3200.031+£0.011 0.2220.036£0.006 0.136:0.101£0.016
0.205 1.00 9.7 0.2580.048+0.017 0.01%0.071£0.016 —0.291+0.192+0.036
0.205 1.29 16.2 0.3040.066+0.015 0.211#0.135+0.014 0.1350.355+0.031
0.205 2.36 16.2 0.3010.046+0.015 0.116:0.094+0.009 —0.110+0.250+0.023
0.205 3.59 29.1 0.3G80.044+0.015 0.156:0.054+0.009 —0.026£0.151+0.023
0.205 5.86 29.1 0.3710.032+0.012 0.107%0.038+0.007 —0.235£0.108+0.018
0.230 1.03 9.7 0.3320.050+0.018 0.175:0.075:0.017 0.00%0.205+0.039
0.230 1.32 16.2 0.2550.073+0.017 0.086:0.150+0.015 —0.126t0.401+0.034
0.230 2.47 16.2 0.3760.050+0.015 0.1120.104£0.010 —0.230£0.281+0.026
0.230 3.73 29.1 0.3890.049+0.015 0.066:0.062£0.010 —0.374£0.176+0.025
0.230 6.23 29.1 0.2780.035-0.012 0.1530.042+0.009 0.014:0.120+0.021
0.259 1.35 16.2 0.2360.082+0.018 0.13@:0.169+0.015 0.01%#0.459+0.036
0.259 2.57 16.2 0.4850.055+-0.016 0.12%#0.114+0.012 —0.378:0.315+0.028
0.259 3.85 29.1 0.3840.055-0.016 0.08%0.071+0.011 —0.321+0.205+0.027
0.259 6.60 29.1 0.4770.038:0.014 0.105:0.046+0.010 —0.422+0.137+0.024
0.292 1.37 16.2 0.3400.091+0.020 0.385:0.192£0.015 0.5380.530+0.036
0.292 2.67 16.2 0.4980.061+0.017 0.35%0.126+0.013 0.2320.355£0.031
0.292 3.98 29.1 0.3610.063+0.017 0.205%0.082£0.013 0.0140.243£0.031
0.292 6.97 29.1 0.3950.043+0.015 0.2020.053+0.012 —0.051+0.158+0.028
0.329 2.76 16.2 0.4190.068+0.021 0.53%0.142+0.017 0.83@:0.409+0.040
0.329 4.09 29.1 0.4560.075-0.018 0.31%#0.097+0.014 0.1680.297+0.034
0.329 7.33 29.1 0.4180.048+0.020 0.227%0.060+0.013 —0.031+0.186+0.033
0.370 2.85 16.2 0.5580.077+0.023 0.1350.161+0.014 —0.511+0.477£0.037
0.370 4.20 29.1 0.3620.089+0.020 0.3190.118£0.016 0.3210.371+0.037
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TABLE IX. (Continued)

X (Q? E(GeV) gP/FP+ stat+syst gd/Fd+ statrsyst g/F i+ stattsyst
0.370 7.69 29.1 0.4320.055+-0.022 0.3250.070+0.015 0.217%0.225+0.038
0.416 2.93 16.2 0.5290.087+0.020 0.204:0.186+0.014 —0.297+0.569+0.035
0.416 4.30 29.1 0.6760.108+0.021 0.295:0.145+0.017 —0.298t0.474+0.039
0.416 8.03 29.1 0.5970.065+0.021 0.216:0.083+0.017 —0.413£0.278+0.040
0.468 3.01 16.2 0.5900.101+£0.027 0.66%0.216-0.013 0.996:0.689+0.038
0.468 4.40 29.1 0.71380.136£0.022 0.03#%0.185-0.017 —1.205£0.628+0.040
0.468 8.37 29.1 0.5840.078+0.023 0.3280.102+0.019 —0.077£0.356+0.044
0.526 4.47 29.1 0.7310.169+0.022 0.3750.237+0.015 —0.224+0.838+0.038
0.526 8.67 29.1 0.6520.096+0.024 0.4780.129+0.020 0.25%0.471+0.047
0.592 4.55 29.1 0.3820.217+0.021 0.316:0.310+0.012 0.24%1.129+0.032
0.592 8.98 29.1 0.6700.123+0.025 0.325:0.168+0.021 —0.331+0.640+0.048
0.666 9.26 29.1 0.4780.165+0.026 0.251*0.226+0.019 —0.192+0.876+0.046
0.749 9.52 29.1 0.7440.237£0.031 0.646:0.331£0.033 0.56%1.233£0.073

where Py is the polarization of the deuterons. The residualtry and was calculated for eaohbin using the measured
proton polarization is expressed as proton asymmetry and its error.

Py °=0.191+0.68P, for P3>0.16 2. Background subtraction of positrons and pions

(43) The data collected in each of the spectrometers included
background events coming from a small number of misiden-
The polarization ofN was obtained from the measur&t tified pions and from electrons produced in pair-symmetric
polarization by assuming that the polarization was equal angrocessesmostly 7°—2y, y—e~+e"). This background
opposite in sign to that of°N. The corrections used in Eq. (mostly pair-symmetricwas responsible for up to 10% of
(38) for the 1°NDj5 target are given by: the events in the lowest-bin, but close to zero events for
x>0.3. To measure the background, data were taken with
1 the spectrometer magnets’ polarity flipped to measure

=187, for Py4=<0.16.

d_ ~
1= 1-7,+D,/(1-1.50p) ~1.02, ande”. The same cuts were applied to eliminate the major-
ity of pions as in the electron runs. A positive particle asym-
g Ung metry A, was formed and was corrected just as in the case
Cz= W(Dn— Dp)(AP—Arc) of the electron asymmetr_ for varying experimental con-
a2 ditions such as beam and target polarizations. This positive
~—0.03AP-A). (44)  particle asymmetry was found to be consistent with zero.

The background-corrected electron asymmetry was deter-
AP is the final proton(Born) asymmetryA or A, , and by  mined by
subtracting the appropriate proton radiative correctigp
we are left with the radiated asymmetty, andU, are the
radiative corrections to the unpolarized cross-sections. The

remaining factors are defined as

N_ N,

A=A NN, A NNy

(46)

where N_, N, are the number of events per incoming

015, charge for electron and positron runs. The misidentified pion
background was subtracted along with that of the positron
background sincé\, also contained a measure of the misi-
dentified pions and assumifg,+~A .

number of protons 0
~ number of deuteronsnumber of protong ’

Mp

Py FepcX)
Dn: 77Np_d 9 1

(45) 3. False asymmetries
r
Py P JemcX)
—9

D=7, B +(27y—1) P_d It is important to make sure that our experimental data are

free from significant false asymmetries which could system-
atically shift the data. During the experiment, data were
taken (either longitudinal or transversavith the target B-

field pointing in either one of the two possible directions. For
each field direction, two different target polarization direc-
The error onC{ was neglected since this value was verytions were used, parallel or antiparallel to the B-field. We
small and stable. The fact@3 contains the proton asymme- then had four different configurations, and approximately the

number of N
" number of “N+number of 5N

™ 0.02.
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TABLE X. Results forA; in the DIS region W?=4 Ge\?). There is an additional normalization uncertainty due to beam and target
polarization shown in Table XV.

X (Q% E(GeV) AP+ stattsyst AY+ stat+syst Al = statsyst
0.024 0.51 16.2 0.0910.027+0.014 —0.049+0.068+0.009 —0.205+0.153+0.023
0.027 0.55 16.2 0.0850.026+0.013 —0.018+0.065+0.009 —0.131+0.146£0.022
0.027 1.17 29.1 —0.034£0.068+0.010 —0.048+0.092+0.009 —0.073+0.225+0.020
0.031 0.59 16.2 0.0840.026+0.012 0.01%0.065:0.008 —0.048+0.144+0.020
0.031 1.27 29.1 0.0680.034+0.009 0.05@:0.040+0.008 0.0440.095+0.019
0.035 0.31 9.7 0.0980.037+£0.018 —0.027+0.055-0.008 —0.159+0.125+0.024
0.035 0.64 16.2 0.0580.024+0.011 —0.015+0.062+0.007 —0.097+0.139+0.018
0.035 1.40 29.1 0.1220.025+0.008 0.002:0.028+0.007 —0.126+0.069+0.017
0.039 0.33 9.7 0.0220.037+0.018 0.035:0.053+0.008 0.053%0.122+0.024
0.039 0.68 16.2 0.0720.024+0.011 0.09&0.060+0.007 0.146:0.136£0.017
0.039 1.52 29.1 0.0880.023+0.008 0.05%0.026=0.007 0.041*0.063£0.016
0.044 0.35 9.7 0.1080.037+0.019 0.0030.054+0.008 —0.106+0.126+0.025
0.044 0.73 16.2 0.0950.023+0.011 —0.039+0.052+0.006 —0.191+0.120+0.017
0.044 0.98 16.2 0.0960.520+0.010 —0.944+1.296+0.008 —2.222+2.964+0.019
0.044 1.65 29.1 0.1100.021+0.008 —0.019+0.025+-0.006 —0.162+0.060+0.014
0.049 0.36 9.7 0.1080.039+0.020 0.054:0.057+0.008 0.007%0.135+0.026
0.049 0.78 16.2 0.1460.024+0.011 0.0910.052+0.006 0.045:0.121+0.016
0.049 1.06 16.2 0.0770.109+0.010 —0.104+0.280+0.008 —0.321+0.646+0.018
0.049 1.78 29.1 0.1250.020+0.008 —0.016+0.024+0.005 —0.173t0.058+0.013
0.056 0.38 9.7 0.1080.041+0.021 —0.046+0.059£0.009 —0.217+0.141+0.027
0.056 0.57 9.7 —0.217+1.891+0.014 2.991%+2.465+-0.007 7.031%+5.978+0.020
0.056 0.83 16.2 0.1690.025-0.011 0.0070.054+0.006 —0.106+0.127+0.016
0.056 1.16 16.2 0.1310.063+0.010 0.096:0.153+0.007 0.0610.358+0.017
0.056 1.92 29.1 0.1290.020+0.008 0.0210.023+0.005 —0.095+0.058+0.012
0.063 0.40 9.7 0.0710.043+0.022 —0.007+0.062£0.010 —0.096+0.149+0.029
0.063 0.60 9.7 —0.027+0.177+-0.014 0.226:0.252+0.007 0.532:0.609:0.020
0.063 0.87 16.2 0.1550.027+0.012 0.0480.057+-0.005 —0.064+£0.135+0.016
0.063 1.26 16.2 0.0500.046+0.010 —0.005:0.112+0.006 —0.068£0.262+0.016
0.063 2.07 29.1 0.1360.020+0.008 0.026:0.023+0.004 —0.107+£0.058+0.012
0.063 2.69 29.1 1.1460.834+0.009 —0.309+2.063+0.006 —2.009+4.864+0.016
0.071 0.41 9.7 0.0880.049+0.023 0.1020.070+0.012 0.1350.171+0.033
0.071 0.64 9.7 0.0660.077+0.014 —0.074+0.109+0.007 —0.239+0.267+0.019
0.071 0.92 16.2 0.1050.029+0.012 0.0630.061+0.006 0.026:0.145+0.017
0.071 1.36 16.2 0.1480.041+0.009 0.084:0.095+0.005 0.03%0.225:0.014
0.071 2.22 29.1 0.1490.020+0.008 0.02%0.023£0.004 —0.115£0.059+0.011
0.071 291 29.1 0.3400.122+0.010 0.0520.139£0.006 —0.267£0.353+0.015
0.079 0.43 9.7 0.1020.053£0.025 —0.016+0.075-0.015 —0.154+0.186+0.039
0.079 0.69 9.7 0.1660.053+0.014 0.02%0.078+0.007 —0.120£0.194+0.019
0.079 0.97 16.2 0.12600.031+0.013 —0.044+0.066+0.006 —0.241£0.159+0.017
0.079 1.47 16.2 0.1340.039+0.009 —0.120+0.088+0.005 —0.437£0.212+0.014
0.079 2.38 29.1 0.1910.021+0.009 0.043%0.025:0.004 —0.119+0.064+0.012
0.079 3.17 29.1 0.2160.057+£0.010 —0.031+0.065£0.005 —0.316£0.167+0.014
0.090 0.44 9.7 0.0570.055+0.027 0.0280.078£0.018 0.006:0.193£0.046
0.090 0.74 9.7 0.1460.043+0.014 —0.030£0.062£0.007 —0.235£0.156+0.020
0.090 1.01 16.2 0.1750.034+0.013 0.1090.071+0.006 0.054:0.173+0.018
0.090 1.58 16.2 0.1940.037+0.010 0.2080.085+0.005 0.2680.207+0.013
0.090 2.53 29.1 0.1600.023+0.010 0.0760.027+0.004 —0.022£0.071+0.013
0.090 3.48 29.1 0.1520.040+0.010 0.0610.045+0.004 —0.033£0.117+0.014
0.101 0.45 9.7 0.0870.057+0.030 0.154:0.081+0.023 0.262-0.203:0.055
0.101 0.78 9.7 0.1320.040+0.014 0.0370.058+0.008 —0.069£0.147+0.021
0.101 1.06 16.2 0.2170.037+0.012 0.057%0.077£0.006 —0.121+0.189+0.018
0.101 1.69 16.2 0.18380.037+0.009 0.097%0.083£0.004 0.016:0.205:0.012
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TABLE X. (Continued)

X (Q% E(GeV) Al = stat+syst AY+ stat+syst A7+ stattsyst
0.101 2.69 29.1 0.2370.026+0.011 0.064:0.030=0.004 —0.129+0.079+0.014
0.101 3.79 29.1 0.1990.033+0.010 0.055:0.038+0.004 —0.106+0.099+0.013
0.113 0.47 9.7 0.1670.059+0.033 —0.012+0.086+0.028 —0.226+0.2150.064
0.113 0.82 9.7 0.1850.040+0.015 0.0610.057+0.009 —0.075:0.1470.023
0.113 1.10 16.2 0.1640.041+0.013 0.0520.083+0.007 —0.071+0.208+0.019
0.113 1.80 16.2 0.2G60.037+0.009 0.051*0.078+0.004 —0.126+0.196+0.012
0.113 2.84 29.1 0.2480.028+0.012 0.0750.033£0.005 —0.103£0.088+0.016
0.113 4.11 29.1 0.2240.031+0.010 0.03%0.036:0.004 —0.187£0.094+0.013
0.128 0.48 9.7 —0.010+0.064+0.036 —0.087£0.092+0.031 —0.196£0.233+0.072
0.128 0.86 9.7 0.1290.041+0.015 0.1430.059+0.011 0.1930.152+0.026
0.128 1.14 16.2 0.2170.045+0.013 0.2290.090+0.008 0.294:0.227+0.021
0.128 1.91 16.2 0.2380.037+0.010 0.03%0.077+0.005 —0.197£0.194+0.014
0.128 3.00 201 0.2280.031+0.013 0.18%0.037+0.006 0.176:0.098+0.018
0.128 4.44 201 0.2480.031+0.010 0.08&:0.035+-0.005 —0.106£0.093£0.014
0.144 0.90 9.7 0.1340.042+0.016 0.03%0.060+0.012 —0.085£0.158+0.029
0.144 1.18 16.2 0.2180.049+0.013 0.19%:0.099+0.009 0.21&0.251+0.023
0.144 2.03 16.2 0.2580.038£0.011 0.08%0.078+0.006 —0.114+0.198+0.016
0.144 3.15 29.1 0.2270.033+0.014 0.1410.041+0.007 0.064:0.109+0.020
0.144 4.78 29.1 0.2420.030+0.010 0.1710.035+0.005 0.1180.094+0.014
0.162 0.93 9.7 0.2050.043+0.017 0.115:0.063+0.014 0.02%0.166+0.033
0.162 1.22 16.2 0.2960.054+0.014 —0.108£0.108£0.011 —0.638£0.279+0.026
0.162 2.14 16.2 0.2370.040+0.013 0.13%0.082+0.007 0.03%:0.211+0.019
0.162 3.30 29.1 0.2970.037+£0.015 0.100.045:0.008 —0.112+0.124+0.021
0.162 5.13 29.1 0.2690.030+0.011 0.0840.035:0.005 —0.138+0.097+0.015
0.182 0.97 9.7 0.2980.045+0.018 0.0940.067+0.016 —0.148+0.178+0.036
0.182 1.25 16.2 0.2370.060+0.014 0.206:0.121+0.012 0.1980.315+0.029
0.182 2.25 16.2 0.2580.043+0.014 0.23%0.087+0.008 0.2610.227+0.022
0.182 3.45 29.1 0.3260.041+0.015 0.175:0.051+0.009 0.0130.140+0.023
0.182 5.49 29.1 0.3390.031+0.011 0.2140.037+0.006 0.1320.102+0.017
0.205 1.00 9.7 0.25t0.048+0.017 0.01%#0.071+0.016 —0.285+0.190+0.037
0.205 1.29 16.2 0.3050.066£0.016 0.21%0.135:0.014 0.13%#0.355-0.032
0.205 2.36 16.2 0.3040.046£0.015 0.117%0.094£0.010 —0.109+0.250+0.024
0.205 3.59 29.1 0.2780.045:0.015 0.15%0.057~0.010 0.0320.160+0.025
0.205 5.86 29.1 0.3790.033£0.012 0.1320.039+0.008 —0.167+0.110+0.019
0.230 1.03 9.7 0.3350.050+0.018 0.178&0.075:0.017 0.005:0.204+0.039
0.230 1.32 16.2 0.26600.073+0.017 0.096:0.150+0.015 —0.123+0.401+0.035
0.230 2.47 16.2 0.3810.050+0.016 0.116:0.104+0.011 —0.228+0.281+0.027
0.230 3.73 29.1 0.3960.051+0.016 0.0610.067+£0.011 —0.398+0.189+0.027
0.230 6.23 29.1 0.2720.036£0.013 0.1730.043+0.009 0.067%0.123+0.022
0.259 1.35 16.2 0.2490.082£0.019 0.13&0.169+0.016 0.0140.457/~0.037
0.259 2.57 16.2 0.4960.055+0.017 0.127#0.114+0.012 —0.373:0.312+0.029
0.259 3.85 29.1 0.3720.057+0.017 0.005:0.078+0.012 —0.529+0.225-0.029
0.259 6.60 29.1 0.4860.039+0.014 0.0810.048+0.011 —0.491+0.141+0.025
0.292 1.37 16.2 0.3620.091+0.020 0.3980.192+0.015 0.54@:0.529+0.037
0.292 2.67 16.2 0.5150.061+0.017 0.3690.126+0.013 0.2340.355+0.031
0.292 3.98 20.1 0.4280.067+0.018 0.225:0.093£0.014 —0.026+0.273£0.033
0.292 6.97 29.1 0.4(090.043£0.016 0.216:0.055-0.012 —0.033+0.164+0.029
0.329 2.76 16.2 0.4460.068+0.021 0.54&0.142+0.018 0.82%0.408£0.041
0.329 4.09 29.1 0.4680.079+0.019 0.35Z20.114+0.015 0.2480.343+0.036
0.329 7.33 29.1 0.4280.049+0.021 0.247%0.063-0.014 0.00%:0.196+0.035
0.370 2.85 16.2 0.5940.077+0.024 0.15%0.161+0.015 —0.515+0.476+0.038
0.370 4.20 29.1 0.3490.096+0.021 0.3620.143+0.017 0.4690.443+0.040
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TABLE X. (Continued)

X (Q?% E(GeV) Al = stat-syst AY+ stattsyst A7+ stattsyst
0.370 7.69 29.1 0.4480.057+0.023 0.34%0.0750.016 0.243%0.239+0.040
0.416 2.93 16.2 0.5890.087+0.021 0.235:0.186+0.015 —0.310£0.569+0.037
0.416 4.30 29.1 0.6810.118+0.023 0.396:0.184+0.018 —0.020+0.588+0.043
0.416 8.03 29.1 0.6110.067+0.022 0.2320.091+0.018 —0.392£0.300+0.043
0.468 3.01 16.2 0.6770.101+0.028 0.716:0.216+0.015 0.9620.689+0.040
0.468 4.40 201 0.8280.151+0.024 0.196:0.246+0.019 —0.940+0.814-0.044
0.468 8.37 29.1 0.5890.082+0.025 0.33%:0.113+0.020 —0.064£0.392+0.048
0.526 4.47 29.1 0.8410.194+0.025 0.18%20.335-0.018 —1.063:1.150+0.044
0.526 8.67 29.1 0.6780.102+0.028 0.50&0.1470.022 0.3040.530+0.053
0.592 4.55 29.1 0.4790.255+0.026 0.6720.464+0.016 1.2491.639+0.042
0.592 8.98 29.1 0.6950.133+0.031 0.065:0.198+0.024 —1.283+0.744+0.057
0.666 9.26 29.1 0.6120.182+0.033 0.4230.284+0.024 0.1121.078+0.059
0.749 9.52 291 0.9140.273+0.041 0.769%0.443+0.039 0.6131.605+0.088

same amount of data were taken for each configuration, thusr target enhancement field directions. Also, no statistically
canceling out the electroweak contributions to our measuresignificant variation of the asymmetry was found for either
ment so that no correction to the data was necessary. TheH, or ND; targets as a function of raster position.
asymmetries in each configuration were compared by look-
ing at they? distributions of the asymmetry differences. For
the proton, they? distributions were all nicely centered at
one, and the mean value of the asymmetry differences was In general, incident electrons will scatter both from polar-
approximately one standard deviation from zero. For thdzed target nucleons and unpolarized nuclei that are part of
deuteron the results were slightly worse, yet still very reathe target assembly. These unpolarized materials include lig-
sonable. Thee? distributions were centered around one with yid helium,*N, NMR pick-up coils, and vacuum windows.

a few points greater than two, and the mean values of thgcattering from unpolarized materials will dilute the mea-
asymmetry differences were within two standard deviationgred asymmetry, and a correction must be applied. The di-
of zero. We conclude that there were no significant systemption factorf is a function ofx andQ?, and is defined as the
atic effects on the asymmetry due to changes in target B-fielgqtio of the total event rate from polarizable nucleons, to the

4, Dilution factor
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FIG. 13. g}/F} as a function ofQ? for 8 differentx bins. The
data are from this experimefgolid circle, SMC[7] (open circle, FIG. 14. g‘f/F‘f as a function ofQ? for 8 differentx bins. The
EMC [6] (squares SLAC E80[2] (triangle, and SLAC E13(3] data are from this experimefisolid circles and SMC[7] (open
(diamond. The dashed and solid curves correspond to global fits licircles. The dashed and solid curves correspond to global fits Il
(91/F;, Q?-independentand Il (g,/F; Q?-dependentin Table  (g;/F; Q?-independentand Ill (g,/F; Q*dependentin Table
Xl, respectively. The E154 NLO pQCD fjt125] is shown as the XI, respectively. The E154 NLO pQCD fjtL25] is shown as the
dot-dashed curve. dot-dashed curve.
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TABLE XI. Coefficients for fits to all available data wit?=Q3,, of the formax*(1+bx+cx?)[1
+Cf(Q?)], along with they? for the indicated number of degrees of freedom, calculated with the statistical
errors only. Fits | to IV are t@,/F4, while fit V is to A;.

Fit to Q4n  f(QY @ a b c c ¥? DF
. gB/FP 0.3 none 0.62  0.641 2.231 —2.666 0.000 145 117
Il. gb/F® 1.0 none 0.64  0.749 1.466 —1.982 0.000 112 106
1. gb/Fp 0.3 1Q? 0.62 0.762 1434 -1917 -0.160 116 116
V. gb/FP 03 -In(@® 066 0728 0.850 —1.384 —0.100 120 116
V. AP 0.3 1Q? 0.66  0.898 0595 —0.371 —0.180 118 116
l. g/F§ 0.3 none 152 2439 -1.718 0.867 0.000 122 111
1. g¥/F¢ 1.0 none 1.46 2222 -1.666 0.829 0.000 115 100
. gd/F¢ 0.3 1Q? 144 2342 -1.724 0902 -0.260 119 110
V. g¥/F¢ 03 -In(Q 148 2030 -1.812 0.979 -0.100 120 110
V. Ad 0.3 1Q? 1.46 2493 -1.915 1.376 —0.260 119 110

TABLE XII. Results for averaged; /F; for Q>=1 (GeV/c)?.

X (Q? gP/FP+ statt syst g$/Fd+ stat+syst gl)/F+ stat+syst
0.031 1.27 0.0640.034£0.009 0.041-0.040+0.008 0.0210.095-0.019
0.035 1.40 0.1230.025+0.008 0.0080.029+0.007 —0.115+0.069+0.017
0.039 1.52 0.0830.023+0.008 0.062:0.026+0.007 0.0490.063+0.016
0.044 1.65 0.1160.021+0.008 —0.013+0.025:0.006 —0.15(+0.060+0.014
0.049 1.78 0.1240.020+0.008 —0.014+0.024+0.005 —0.169+0.058+0.013
0.056 1.91 0.1360.019+0.008 0.0170.023+0.005 —0.105+0.057+0.012
0.063 2.04 0.1250.018+0.008 0.0130.022+0.004 —0.121+0.056+0.012
0.071 2.19 0.1530.018£0.008 0.029:0.022+0.004 —0.108+0.056+0.011
0.079 241 0.1790.018+0.009 0.024:0.022+0.004 —0.163+0.057+0.012
0.090 2.55 0.1620.016+0.011 0.084:0.021+0.004 0.0120.055+0.013
0.101 2.85 0.2150.016£0.010 0.0630.022+0.004 —0.110+0.056+0.013
0.113 3.13 0.2170.016+0.011 0.05%0.022+0.005 —0.135+0.058+0.014
0.128 341 0.2320.017+0.011 0.1280.023+0.005 0.025:0.061+0.015
0.144 3.71 0.2350.018£0.012 0.146:0.024+0.005 0.06&0.064-0.016
0.162 4.03 0.2760.019+0.012 0.096:0.025+0.006 —0.139+0.068+0.017
0.182 4.34 0.2960.020+0.013 0.206:0.027+0.007 0.102:0.074+0.019
0.205 4.15 0.3180.020+0.014 0.10%0.027+0.009 —0.165-0.075:0.023
0.230 4.37 0.3220.021+0.015 0.13@:0.029+0.011 —0.103+0.083£0.026
0.259 5.26 0.4340.026+:0.015 0.10%0.036+0.011 —0.369+0.104+0.026
0.292 5.53 0.4050.029+0.016 0.227%0.041+0.012 0.0290.121+0.029
0.329 6.01 0.4270.035:0.020 0.284:0.048£0.014 0.136:0.147+0.034
0.370 6.29 0.4510.040+0.022 0.306:0.056+0.015 0.1390.178+0.038
0.416 6.56 0.5920.047+0.021 0.2320.067+-0.017 —0.371+0.221+0.039
0.468 6.79 0.6080.056:0.024 0.31$0.083£0.018 —0.126+0.282£0.042
0.526 7.72 0.6710.083+0.024 0.455:0.113+0.019 0.1410.411+0.045
0.592 7.97 0.606:0.107+0.025 0.3220.148+0.019 —0.191+0.557+0.045
0.666 9.26 0.4780.165:0.026 0.25%*0.226+0.019 —0.192+0.876£0.046
0.749 9.52 0.7440.237£0.031 0.646:0.331+0.033 0.56%1.233+0.073
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TABLE XIII. Results for averaged\; for Q>=1 (GeV/c)?.

X (Q?% Al + stat-syst AY+ statsyst A7+ stattsyst
0.031 1.27 0.0630.034+0.009 0.056:0.040+0.008 0.0440.095-0.019
0.035 1.40 0.1220.025:0.008 0.00Z0.028+0.007 —0.126+0.069+0.017
0.039 1.52 0.0830.023£0.008 0.05%0.026=0.007 0.0410.063=0.016
0.044 1.65 0.1160.021+0.008 —0.019+0.025:0.006 —0.162+0.060+0.014
0.049 1.78 0.1230.020+0.008 —0.016+0.024+0.005 —0.175-0.058+0.013
0.056 1.91 0.1310.019+0.008 0.0230.023+0.005 —0.091+0.057+0.012
0.063 2.04 0.1230.018+0.008 0.019:0.022+0.004 —0.105+-0.056+0.012
0.071 2.19 0.1520.018+0.009 0.0280.022£0.004 —0.110+0.056+0.012
0.079 241 0.18£20.018+0.009 0.024:0.022£0.004 —0.165+0.057+£0.012
0.090 2.55 0.1680.016+0.011 0.08@:0.022+0.004 0.004:0.055+0.014
0.101 2.85 0.2140.016+0.011 0.0630.022+0.004 —0.110+0.0570.014
0.113 3.13 0.2170.017+0.011 0.0580.022+0.005 —0.135+0.059+0.015
0.128 341 0.2320.017+0.011 0.1280.023£0.005 0.025:0.061+0.016
0.144 3.71 0.2380.018+0.012 0.154:0.024+0.006 0.0810.065+0.017
0.162 4.03 0.2720.019+0.012 0.086:0.026+0.007 —0.142+0.069+0.018
0.182 4.34 0.2940.020+0.013 0.204:0.027+0.008 0.1150.075:0.020
0.205 4.15 0.3140.020+0.014 0.1230.027+0.010 —0.122+0.076£0.024
0.230 4.37 0.3250.022+0.015 0.142-0.030+0.011 —0.075+0.085:0.027
0.259 5.26 0.4370.026+0.016 0.071#0.038+0.011 —0.457£0.108+0.027
0.292 5.53 0.4320.030+0.017 0.245:0.043+0.013 0.036:0.127+0.031
0.329 6.01 0.4410.036+0.021 0.3080.052+0.015 0.18@:0.157+0.036
0.370 6.29 0.4710.041+0.023 0.3190.061+0.016 0.162-0.192+0.040
0.416 6.56 0.6160.049+0.022 0.2580.074+0.018 —0.314£0.242+0.042
0.468 6.79 0.6540.059+0.026 0.3830.093+0.019 0.019:0.314+0.046
0.526 7.72 0.7130.090+0.027 0.456:0.135+-0.022 0.064:0.481+0.051
0.592 7.97 0.6490.118+0.030 0.159:0.182+0.023 —0.851+0.677:0.054
0.666 9.26 0.6120.182+0.033 0.4230.284+0.024 0.1121.078£0.059
0.749 9.52 0.9140.273+0.041 0.769%0.443+0.039 0.6131.605-0.088

total event rate from all target materials. The measuredvhere we are summing the rates from all unpolarized mate-
asymmetry is then corrected for unpolarized events by dividfials which contribute to the overall event rate. The factor

ing by the dilution factor.

For a material of density and thicknesg, the event rate

from Born processes was calculated as follows:

r(x,Q? =pz[ ZF5(x,Q?%) +NF3(x,Q%)1gemc(X,Q?),

(47)

corrects the dilution factor for radiative effects and was typi-
cally less than a 5% correction.

The target material was in the form of frozen granules
which were tightly packed into a target cell. The volume
fraction of the target cell which the target material occupied
is known as the packing fraction, and was determined inde-
pendently by three different methods. The first consisted of
studying the difference in event rates for empty, carbon, and

whereZ andN are the number of protons and neutrons in thefull target cells. The second method was a measurement of
nucleusF5 andF} are unpolarized proton and neutron deep-the attenuation of a mono-energetic X-ray beam as it passed
inelastic structure functions. They were obtained from a pathrough the target material. The attenuation of the incident

rameterization of the NMC daf{d 07]. The factorg corrects

beam is directly related to the thickness and attenuation co-

for the “EMC effect” which accounts for the difference in €fficient of material it passes through, and was therefore sen-

nucleon cross sections for free and bound nucleons. \ : ! ) A
With this model for rates, the dilution factor can then beWeighed, and the packing fraction was determined using the

calculated as follows:

rpoI(X:QZ)

f(x,Q?*) =

Mooi(X, Q%) + =iri(x,Q%)

XTI, (48

sitive to the packing fraction. Finally, the target material was

known volume of the target cell. The measured packing frac-
tion was different for each target used, and varied from 0.57
to 0.64.

Over the kinematic range of interest, the dilution factor
typically varied from 0.15-0.19 for the NHarget and from
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T T T o time of 32 ns as inputs. The observed trigger frequency dis-
10 ™ @) gP/FP ] tribution T,(i) is related to the true distributiofwithout
dead time T,(i) by
05 —~
of-o_n e To()=2, M(i,j) X Te(j). (49)
1.0_||||||I Ll T !
" (o) gf/Fd 1 Since there are practically no hits beyond 10, the sum is
05 — safely truncated gt=16. The matrixM is inverted to solve
> T Mﬂ 1 for T,(i), and the dead time correction factrto the mea-
00 o —o Jeees== — —— — — sured rates is defined as
Tl Ll Lo 16 - )
L nen - e Zi240T(i) (50
05 © 9/F ST+ 455 T ()
Of————o= Wﬁ;@# — Here, the sum oveT, is split into two parts because only
- 4 1 four triggers could be recorded per beam spill.
05 ST The correction factor varies smoothly from 1 at very low
0.01 0.1 1 rates to 1.07 at an average rate of 2 events/pulse. The sys-
X tematic error on the corrections was calculated assuming up-

per and lower limits to the beam width of 2600 ns and 1800

FIG. 15. g, /F, averaged over all beam energies and spectromnS- The dead time was found to be accurate to a few parts in
eter angles as a function of. The solid circles are aQ? 1000, and the error for the corrected asymmetry by applying
=1 (GeVic)?, while the diamonds are @2<1 (GeVic)? for x these factors is found to be less thaix P0~2, which is
<0.03. The data from SM(7] (squaresare shown for proton and completely negligible. No uncertainty in the dead time itself
deuteron, and the data from E1B#1] (open circlesare shown for was considered because only the ratio of the beam spill
neutron. The curves are NLO pQCD fits by Altarelli, Ball, Forte, length to the dead time is important.
and Ridolfi[37] (solid) and Glick, Reya, Stratmann, and Vogelsang
[59] (dashed 6. Radiative corrections

Our experimental goal was to measure a single photon
0.23-0.25 for the NBtarget, with relative errors of 2% and €xchange proceséBorn) at specific kinematics. In reality
1.5%, respectively. The error on the dilution factor comesnere are higher order contributing proceséeternal, and
from several sources. The packing fraction was known to 4941€ actual scattering kinematics can change due to energy
for both targets. The relative error from the cross-sectiof0SS€S in materials along the electrons’ pdternal. The
ratio o, /o, was 1.09%4108]. This was one of the dominant radiative corrections account for these unwanted effects.
errors for tphe NH target and did not contribute to the §D The radiative correction calculation is different for the
target. The ratio of nuclear to deuterium cross sections, thenpolarized ¢*) and polarized ¢°) components of the
EMC effect, is known to 1.5% relative and was another |argé”|(?IT|C|ty-depen_den_t cross sections which are g'YeWbVa_(‘g
source of error. This effect has a 1% overall normalizationo ' for @ longitudinally polarized target, and~* and o
and another 1% uncorrelated erfa06]. The small mass of for @ transversely polarized target. The longitudinal and
the NMR coil (~0.1 gm) was known to 20% but did not transverse asymmetries can be written as

contribute significantly to the overall error. . ol gl B (oY o) — (oY= oP1) B oP!
) oll+ ol (aY+ 0P+ (av—0P) oY’
5. Dead time
All the signals from various detectors went through dis- e I e e e (e N
criminators before forming the various triggers. These dis- A1~ oo T (o"FaP )+ (oc"—aP) U
criminators have an output pulse width of 25 ns and a double (51)

pulse resolution of 8 ns. They were operated in an updating

mode such that a second signal entering the discriminatowhich is equally valid for Born, internally radiated, or fully
after 8 ns and before 25 ns produced a single output pulsediated cross sections and asymmetries. For the remainder
with an extended width. The effective dead time was 32 n®f the radiative correction discussion, quantities which are
instead of 25 ns, due to slight mis-timing between variousBorn, internally radiated, or fully radiated are subscripted
signals and signal jitter, especially from the shower counterswith O, r, andR respectively. Also, for simplicity, references
Rates measured with each beam helicity were corrected sep@ a particular target polarization are dropped such that

rately. could be eitherA, or A, , and o could be eithera®! or
Using a Monte Carlo simulation, the probability matrix .
M(i,j) for observing hits when there were reallyhits was Calculation of the polarization-dependent internal correc-

generated using a typical spill length of 2200 ns and a deations was done using code based on the work of Kuchto,
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TABLE XIV. Results forg, obtained from averagg, /F, for Q=1 ((GeV/c)?). Not included in the
systematic errors listed are normalization uncertainties shown in Table XV.

(x) x range  (Q? g} + stattsyst g+ stat+syst g7 = stat-syst
0.031 0.029-0.033 1.27 0.248.132+0.034 0.156:0.147+0.030  0.07%0.345-0.074
0.035 0.033-0.037 1.40 0.436.089-0.032 0.027#0.097+0.025 —0.378+0.227+0.063
0.039 0.037-0.042 152 0.260.073:0.025 0.19%0.080+0.021 0.145:0.188+0.054
0.044 0.042-0.047 1.65 0.32D.062:£0.022 -—0.036:0.068-0.017 —0.401*+0.16G+0.043
0.049 0.047-0.053 1.78 0.32D.053t£0.019 —0.034:0.059+-0.013 —0.405-0.139+0.036
0.056 0.053-0.059 1.91 0.369.045-0.017 0.03%0.052£0.010 —0.224+0.121+0.029
0.063 0.059-0.067 2.04 0.266.039:0.015 0.027#0.045:0.008 —0.230£0.106=0.023
0.071 0.067-0.075 2.19 0.284€.034:0.014 0.05%0.041+0.006 —0.182£0.095-0.021
0.079 0.075-0.084 2.41 0.310.031+0.014 0.03%0.037£0.005 —0.245-0.086-0.019
0.090 0.084-0.095 255 0.260.024:0.012 0.1230.031+0.005 0.0150.073+0.019
0.101 0.095-0.107 2.85 0.289.022+0.012 0.0820.029+0.004 —0.130£0.0670.017
0.113 0.107-0.120 3.13 0.2¥P.021+0.011 0.06%0.026:0.003 —0.142£0.061+0.015
0.128 0.120-0.136 3.41 0.26D.019+0.010 0.135:0.024+0.004 0.02%0.057+0.017
0.144 0.136-0.153 3.71 0.239.018t0.010 0.1380.022+0.004 0.056:0.052+0.017
0.162 0.153-0.172 4.03 0.258.017+£0.010 0.0750.021+0.003 —0.100£0.049+0.014
0.182 0.172-0.193 4.34 0.248.016:0.009 0.14%0.020+0.005 0.064-0.046+-0.018
0.205 0.193-0.218 4.15 0.230.014+0.009 0.076:0.017+0.005 —0.088+0.040+0.015
0.230 0.218-0.245 4.37 0.286.014+-0.008 0.0720.016+0.005 —0.047+£0.038+0.014
0.259 0.245-0.276 5.26 0.24P.014+0.008 0.04%:0.017+0.004 —0.140+0.040+0.013
0.292 0.276-0.310 5.53 0.18P.014+0.007 0.08%:0.016+0.004 0.00%:0.037+0.013
0.329 0.310-0.349 6.01 0.168.014+-0.006 0.09%0.015+0.004 0.032:0.036+0.013
0.370 0.349-0.393 6.29 0.1#44€.013+0.005 0.076:0.014+0.004 0.026:0.034+0.011
0.416 0.393-0.442 6.56 0.148.012+0.005 0.045:0.013+0.003 —0.051:+0.030+0.009
0.468 0.442-0.497 6.79 0.119.011+0.004 0.0450.012+0.002 —0.012£0.0270.007
0.526 0.497-0.559 7.72 0.084.010+0.003 0.043:0.011+0.002 0.009:0.025+0.006
0.592 0.559-0.629 7.97 0.048.009+0.002 0.018:0.009+0.001 —0.007+0.021+0.003
0.666 0.629-0.708 9.26 0.020.007+0.001 0.008:0.007+0.001 —0.004+0.017+0.001
0.749 0.708-0.791 9.52 0.01H.005-0.001 0.00%:0.005+0.001 0.005:0.011+0.001

Shumeiko, and Akusevicfl09], who are also responsible tail for the proton(and quasielastic for the deutejowere
for the development of their own codeoLRAD. The two  evaluated using various form factor modgtl1] which
codes were carefully compared and found to be completelpgree well with existing data over the kinematic region. Note
equivalent when the same input models were used. The calhat some of these models agree well with data for some of

culation of the internally radiated cross sections can be dethe four elastic form factors and not others, so different mod-
composed into components: els were combined for the best representation of all four

nucleon elastic form factors. Quasielastic cross sections were
Fermi-smeared only for corrections to our resonance data
since this smearing has a negligible impact on the radiative
correction in the deep-inelastic region. Unpolarized cross
sections were modeled using fits to structure function data in
where &, includes corrections for the electron vertex andthe deep-inelastic regiofi07,83, and fits to cross sections
vacuum polarization contributions, as well as a term that isn the resonance regidi12,113. The polarized component
left after the infrared-divergent contributions are cancelledo the deep-inelastic cross sections was modeled using
out. The vacuum polarization correction includes contribu-Q3-dependent fits té\, as given in this paper. The polarized
tions from both leptons and light quarks. The terms, o, resonance region model was based on parametrizations of
ando;, are the radiative tails due to internal bremsstrahlungorevious data and data presented here. For the transverse
(occurring within the field of the scattering nuclédor elas-  contributions, we used,=g%"" [73] or g,=0 which are
tic, quasielastic, and inelastic scattering processes. both consistent with our data.

The nuclear elastic tail for the deuteron was evaluated The external corrections account for bremsstrahlung ra-
using fits to datd110] over a large range i@?. The elastic diative effects which occur as the electrons pass through ma-

O'P=0'8(1+ 5U)+0'2|+ a'g—i- a'ipn ,

(52

n?

ol=0y(1+68,) + o+ (Tg-i- ol
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0.08 (T TTTTT] T T TTTTT TABLE XV. Normalization systematic uncertainti€).
B P ¢4
a) X
@ 9y R y ++ Parameter Proton Deuteron
0.04 =
*
. .“.n" t _ Beam polarization 2.4 2.4
o _+_’°_ ____________ 4 i_ Target polarization 2.5 4.0
Dilution factor 1.2 1.4
1 L1111l 1 1 L1 1 111 . X
p i Nitrogen correction 0.4
ooa | ©
_ i ¢ b W 1 Total 3.7 4.9
2 'y ’00..’ *%e ¢ L TP
0 _’.. ‘.‘...01 _________ 44 |

- - [114] that a particle with initial energyE; ends up with
004 111l Lo i energyE, after passing through a radiator of thicknésand

[ © x" . D(Ey,E,Z) is the electron depolarization correctiphl5]
0.04 - ! -] which corrects for the depolarization of the electron beam

o '_*_*___4 i ) dﬁf‘*ﬂ*: due to the bremsstrahlung emission of polarized photons.

LTt gytity 4 ;IF This correction depends weakly on tAeof the target mate-
-0.04 | t rial.
| = — An additive correctionA,. to the data was formed by
taking the difference between the fully radiated and Born

0.1 1 ;
X model asymmetries

p p
FIG. 16. xg;(x,Q?) evaluated at the average measu@d at Arc:AO_AR:U_S_ 0_5_ (54)
OR

eachx. (2))

terial in their path. lonization effects were completely negli- Our fits toA; and the radiative corrections were iterated until

gible at our kinematics. At any given interaction point within they converged. For the purposes of statistical error propa-
the target the radiative correction depends on the amount &f@tion on our measured asymmetries, a “radiative correction
material (in radiation lengthsthe electron sees before,)  dilution factor” f.. was evaluated. This dilution factor is
and after () scattering. Because the radiation lengths beforéimply a ratio of events coming from deep-inelastic pro-
and after scattering did not vary significantly over the beanf€SS€S to all events and multiplies the usual dllyuon factor in
raster area, it was not necessary to integrate the extern&d- (38). We only used for the error propagation and not
corrections over the raster area. Also, it was an excelledfor correcting the data directly. Systematic uncertainties were
approximation to replace the target integration over thefStimated by varying input models within reasonable limits
length of the target with the evaluation of the external radia-2nd measuring how much the radiative correction changed.
tive corrections at one point, namely the center of the target! N€se uncertainties for the various models were then com-
At this point,t,=0.026,t,=0.047 for the 4.5° spectrometer, bl_ned in qugdrature for eachbin. Results forA, . are listed
and t,—0.040 for the 7° spectrometer. These radiationWith data in Tables HI-VIIl, XVI-XIX, and XXXVI-
lengths, which are valid for both our proton and deuteron®XXVIL.
polarized target, are dominated by the target material, but
also include contributions from various windows which are C. Analysis of resonance region data
not part of the polarized f[arget itself. The external corrections  The resonance datfl16] were taken with a 9.7 GeV
were thus calculated usirid 14] beam. The spectrometer angles of 4.5° and 7° corresponded
Eo (e to Q?=0.5 and 1.2_(Ge\b’)2 in the resonance regionA\(?
UE(EO,E£,0)=J J "X (Eq,E, ty) oP(E,E’,6) <5 Ge\P), respectively. We have extractay, from the
Emin” B¢ measured asymmetried;, and from the absolute cross-
section differences given in E(f). Each method has its own
set of systematic errors. The difference method requires good
knowledge of spectrometer acceptances, the number density
Uy EL.0)= on fEI,’naxl o(Eo.E.tp) o(E,E’, ) of polarizable protons or deuterons in the target, and detector
Emin EF

X15(E" Ef to)[ 1~ D(Eo,E,Z)|dEdE

efficiencies. The asymmetry method requires knowledge of
the dilution factor for the resonance region, which means an
X1y(E",Eg ,ty) dEAE (53 accurate model of the rapidly varying unpolarized cross sec-
tions is needed. We found that the two methods agreed to
whereE, is the electron initial energyEr is the final scat-  within a fraction of the statistical errors on each pdirypi-
tered electron momentum, art},;, andE/,,, are the mini- cally better than 3% In our previous reporf16] we have
mum incident energy and maximum scattered energy as detssed the difference method. The current reanalysis uses the

fined by elastic scatterind.,(E;,E5,t) is the probability —asymmetry method, since we now believe that the systematic
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TABLE XVI. Significant systematic errors fag$ for E=29 GeV. The beam and target polarization errors
are each completely correlated and theerror includes a correlated normalization error~01%.

X Q? f F, R Pg Pr A Total
6=45°
0.031 1.30 0.0010 0.0009 0.0016 0.0018 0.0030 0.0298 0.0301
0.035 1.40 0.0010 0.0009 0.0014 0.0018 0.0030 0.0249 0.0252
0.050 1.80 0.0011 0.0012 0.0011 0.0020 0.0033 0.0130 0.0137
0.080 2.30 0.0013 0.0015 0.0007 0.0023 0.0038 0.0044 0.0066
0.125 2.90 0.0014 0.0017 0.0005 0.0025 0.0041 0.0024 0.0058
0.175 3.40 0.0014 0.0018 0.0003 0.0025 0.0042 0.0031 0.0062
0.250 3.80 0.0013 0.0017 0.0001 0.0023 0.0038 0.0039 0.0063
0.350 4.10 0.0009 0.0014 0.0001 0.0017 0.0029 0.0037 0.0053
0.500 4.40 0.0005 0.0008 0.0000 0.0009 0.0015 0.0018 0.0027
0=7.0°
0.080 3.40 0.0013 0.0016 0.0029 0.0024 0.0040 0.0067 0.0089
0.125 4.40 0.0014 0.0017 0.0016 0.0026 0.0044 0.0027 0.0064
0.175 5.30 0.0014 0.0018 0.0009 0.0026 0.0044 0.0028 0.0063
0.250 6.40 0.0013 0.0017 0.0005 0.0023 0.0039 0.0035 0.0061
0.350 7.50 0.0009 0.0013 0.0003 0.0017 0.0028 0.0032 0.0048
0.500 8.60 0.0004 0.0006 0.0001 0.0007 0.0012 0.0018 0.0024
0.700 9.30 0.0001 0.0001 0.0000 0.0002 0.0003 0.0003 0.0005

TABLE XVII. Significant systematic errors fog‘llef for E=29 GeV. The beam and target polarization
errors are each completely correlated.

X Q? f R Pg P; A Total
6=45°
0.031 1.30 0.0003 0.0005 0.0005 0.0008 0.0080 0.0081
0.035 1.40 0.0003 0.0006 0.0005 0.0009 0.0074 0.0075
0.050 1.80 0.0004 0.0009 0.0008 0.0013 0.0052 0.0055
0.080 2.30 0.0008 0.0020 0.0014 0.0023 0.0027 0.0044
0.125 2.90 0.0013 0.0040 0.0023 0.0039 0.0023 0.0066
0.175 3.40 0.0018 0.0053 0.0033 0.0055 0.0041 0.0095
0.250 3.80 0.0025 0.0063 0.0046 0.0077 0.0080 0.0138
0.350 4.10 0.0032 0.0077 0.0059 0.0099 0.0124 0.0189
0.500 4.40 0.0037 0.0084 0.0068 0.0114 0.0139 0.0213
6=7.0°
0.080 3.40 0.0008 0.0017 0.0014 0.0023 0.0039 0.0051
0.125 4.40 0.0013 0.0030 0.0024 0.0039 0.0024 0.0061
0.175 5.30 0.0019 0.0041 0.0034 0.0056 0.0035 0.0087
0.250 6.40 0.0026 0.0060 0.0047 0.0078 0.0071 0.0132
0.350 7.50 0.0032 0.0082 0.0060 0.0099 0.0115 0.0185
0.500 8.60 0.0037 0.0099 0.0069 0.0114 0.0166 0.0238
0.700 9.30 0.0037 0.0101 0.0069 0.0115 0.0132 0.0217
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TABLE XVIII. Significant systematic errors fog} for E=29 GeV. The beam and target polarization
errors are each completely correlated andRheerror includes a correlated normalization error~of%.

X Q? f F, R Ps PT A Total
6=45°
0.031 1.30 0.0052 0.0062 0.0104 0.0071 0.0074  0.0320 0.0361
0.035 1.40 0.0053 0.0061 0.0085 0.0070 0.0073 0.0269 0.0310
0.050 1.80 0.0051 0.0059 0.0049 0.0068 0.0071 0.0156 0.0206
0.080 2.30 0.0047 0.0056 0.0023 0.0064 0.0067 0.0094 0.0153
0.125 2.90 0.0043 0.0055 0.0014 0.0060 0.0063 0.0060 0.0128
0.175 3.40 0.0041 0.0054 0.0008 0.0057 0.0060 0.0047 0.0117
0.250 3.80 0.0036 0.0050 0.0003 0.0052 0.0054  0.0038 0.0104
0.350 4.10 0.0028 0.0039 0.0001 0.0041 0.0043 0.0033 0.0083
0.500 4.40 0.0016 0.0022 0.0000 0.0024 0.0025 0.0017 0.0047
6=7.0°
0.080 3.40 0.0046 0.0059 0.0095 0.0066 0.0069 0.0130 0.0202
0.125 4.40 0.0046 0.0057 0.0042 0.0064  0.0067 0.0070 0.0143
0.175 5.30 0.0043 0.0056 0.0022 0.0060 0.0063 0.0043 0.0122
0.250 6.40 0.0037 0.0050 0.0012 0.0053 0.0055 0.0027 0.0102
0.350 7.50 0.0027 0.0037 0.0006 0.0040 0.0041 0.0020 0.0076
0.500 8.60 0.0014 0.0018 0.0002 0.0020 0.0021 0.0012 0.0039
0.700 9.30 0.0003 0.0005 0.0000 0.0005 0.0005 0.0004 0.0010

TABLE XIX. Significant systematic errors fag§/F¥ for E=29 GeV. The beam and target polarization
errors are each completely correlated.

X Q? f R Ps Pt A Total
0=4.5°
0.031 1.30 0.0013 0.0030 0.0018 0.0019 0.0082 0.0092
0.035 1.40 0.0015 0.0034 0.0020 0.0021 0.0076 0.0089
0.050 1.80 0.0019 0.0040 0.0026 0.0027 0.0059 0.0083
0.080 2.30 0.0027 0.0062 0.0037 0.0039 0.0055 0.0102
0.125 2.90 0.0037 0.0095 0.0052 0.0055 0.0052 0.0138
0.175 3.40 0.0048 0.0111 0.0068 0.0071 0.0055 0.0165
0.250 3.80 0.0062 0.0122 0.0089 0.0093 0.0066 0.0199
0.350 4.10 0.0079 0.0146 0.0114 0.0119 0.0091 0.0251
0.500 4.40 0.0096 0.0175 0.0140 0.0146 0.0100 0.0301
6=7.0°
0.080 3.40 0.0025 0.0051 0.0036 0.0038 0.0072 0.0106
0.125 4.40 0.0038 0.0073 0.0053 0.0055 0.0057 0.0126
0.175 5.30 0.0048 0.0086 0.0069 0.0071 0.0049 0.0148
0.250 6.40 0.0063 0.0115 0.0090 0.0094 0.0045 0.0190
0.350 7.50 0.0079 0.0156 0.0115 0.0120 0.0057 0.0248
0.500 8.60 0.0096 0.0206 0.0142 0.0148 0.0081 0.0317
0.700 9.30 0.0100 0.0229 0.0149 0.0156 0.0129 0.0355
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TABLE XX. Deuteron results fog; at fixedQ? of 2, 3, and 5 (GeW)? evaluated assuming, /F, is
independent of?. In addition to the systematic errors shown, there are normalization uncertainties shown in

Table XV.

X 09(Q?=2) * stat+syst 09(Q?=3) * stat+syst g9(Q?=5) * stat+syst
0.031 0.166-0.162+0.033 0.18@:0.176+0.036 0.1980.194+0.040
0.035 0.0290.104+0.027 0.0310.112+0.029 0.034:0.124+0.032
0.039 0.202-0.084+0.022 0.2180.091+0.024 0.23%0.100+0.027
0.044 —0.038+0.071+0.017 —0.040+0.076+0.019 —0.044+0.083+0.020
0.049 —0.035+0.060+0.014 —0.037£0.064+0.014 —0.040+0.070+:0.016
0.056 0.046:0.052+0.011 0.042-0.056+0.011 0.046:0.061+0.012
0.063 0.0270.045+0.008 0.028:0.048+0.008 0.031#0.052+0.009
0.071 0.0530.040+0.006 0.056:0.042+0.007 0.066:0.046+0.007
0.079 0.038:0.036+0.005 0.046:0.038+0.005 0.044:0.041+0.006
0.090 0.126:0.030+0.005 0.125:0.032+0.005 0.135:0.034+0.005
0.101 0.079%0.028+0.004 0.0830.029+0.004 0.089:0.031+0.004
0.113 0.064:0.025+0.003 0.067%0.026-0.004 0.072-0.028+0.004
0.128 0.1280.023+0.004 0.1330.024+0.004 0.1410.025-0.004
0.144 0.136:0.021+0.004 0.135:0.022+0.004 0.142-0.023+0.004
0.162 0.0710.020+0.003 0.0730.020+0.004 0.076:0.021+0.004
0.182 0.141#0.019+0.004 0.1430.019+0.004 0.1480.020+0.005
0.205 0.0680.0170.005 0.0690.017:0.005 0.076:0.017:0.005
0.230 0.071#0.016-0.005 0.0710.016:0.005 0.0720.016=-0.005
0.259 0.049-0.017:0.004 0.0490.017+0.004 0.049-0.0170.004
0.292 0.094:0.017:0.004 0.092-0.016:0.004 0.096:0.016+-0.004
0.329 0.106:0.017-0.004 0.096:0.016+0.004 0.092-0.016+-0.004
0.370 0.089%0.017-0.004 0.08%0.016-0.004 0.0780.015-0.004
0.416 0.05%0.016+-0.004 0.0510.015+0.003 0.0470.014+0.003
0.468 0.064:0.017-0.004 0.055:0.014+0.003 0.0480.012+0.002
0.526 0.0740.019+0.004 0.066:0.015+0.003 0.049-0.012+0.002
0.592 0.043%0.020+0.002 0.031#0.014+0.002 0.0230.011+0.001
0.666 0.026:0.024+0.002 0.01%0.016+0.001 0.011#0.010+0.001
0.749 0.0480.025+0.002 0.0280.014+0.001 0.016:0.008+0.001

errors are slightly better in this case. Other improvements onesonant part came from a parameterization of all existing
Ref.[16] include better modeling of the resonance region fordeep-inelastic datéfit 11l of Ref. [5]), which was extrapo-
radiative and resolution effects. lated into the resonance region. Specifically, fov?

The resonance asymmetries were calculated as specified2 5 Ge\?, A; was given by the tunedo result alone;
in Sec. IV B for the deep-inelastic analysis. In the presenthoveW?=3.0 Ge\?, A, was taken as the sum of the
case, we have determined the dilution fadtarsing a Monte  resonant contribution and the fit |1l inelastic background; and
Carlo routine as described below. The tek also included in the region 2.5 W?< 3.0 Ge\? the two extremes were lin-
a resolution correction in the resonance region. early interpolated.A, was calculated usingy\é"w, which

We developed a Monte Carlo code which simulated allje|ds values close to zero. The model-dependence of this

relevant aspects of the experiment_. It was used to prediGtngice forA, was determined by alternately consideripg
total count rates and count rate differences from a set of o gng A,=0.

tabl_es_ of cross _sections_and asymmetrie_s generated by the The observed raw parallel asymmetaf®¥ is propor-
radiative corrections .rou_tme. The unpolarized cross sections, -1 to the combination of photon asymmetrigg+ 7A, .
came from parametrizations for the resonance reQ]er] Therefore, we first extracte@;+ nA, from the data, and
and the deep-inelastic regigh07,83. The asymmetries con- then deduced); from this using various assumptions about

tain both resonant and non-resonant contributions. The resq- : .
S X . The following steps were required to produ& A
nance contribution was calculated using the cadd 117, %adg ) g step q P B+ 7h2
1.

which includes parametrizations of all of the existing reso-
(1) The radiative corrections code was run with the options

nance data; however, the helicity amplitudeg, and A,
for S;; andD 45 were tuned to agree with our data. The non-  as specified above to create the Born cross sections, the
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TABLE XXI. Proton results forg, at fixed Q? of 2, 3, and 5 (GeW)? evaluated assuming, /F, is
independent of?. In addition to the systematic errors shown, there are normalization uncertainties shown in

Table XV.

X gh(Q2=2)+ statt syst gP(Q?=3)+ statt syst gh(Q?=5)+ statt syst
0.031 0.2720.145-0.037 0.294 0.157+0.040 0.3220.172+-0.044
0.035 0.468 0.096+0.032 0.504:0.103+0.035 0.5520.113+0.041
0.039 0.28%0.077+-0.026 0.304:0.083+0.028 0.33%30.091+0.031
0.044 0.334:0.065+-0.022 0.35%0.069+-0.024 0.396:0.075+-0.027
0.049 0.334:0.054+-0.019 0.357%0.058+-0.020 0.389-0.063+-0.023
0.056 0.312-0.046+-0.017 0.332:0.049+-0.018 0.362-0.053+0.020
0.063 0.2670.039+0.014 0.2830.041+0.016 0.308&0.045+-0.017
0.071 0.292-0.034+0.013 0.309-0.036+-0.014 0.336:0.039+0.016
0.079 0.305:0.030+0.013 0.322:0.032-0.014 0.3490.034+-0.015
0.090 0.2570.024+0.011 0.276:0.025-0.012 0.292-0.027+0.013
0.101 0.292-0.022+0.011 0.306:0.023+0.012 0.336:0.025+-0.013
0.113 0.2640.020+0.010 0.276:0.021+0.011 0.296:0.022+0.011
0.128 0.2530.019+0.010 0.2630.019+0.010 0.281+0.021+0.010
0.144 0.2290.017=0.009 0.23&0.018+0.009 0.252-0.019+0.009
0.162 0.242-0.016+0.009 0.256:0.017+0.009 0.2630.018+0.009
0.182 0.2320.016+0.008 0.23&0.016+0.008 0.2480.017+0.009
0.205 0.225:0.014+0.008 0.2290.014+0.008 0.236:0.014+0.009
0.230 0.202-0.013+0.008 0.204-0.013£0.008 0.20&0.014+0.008
0.259 0.2410.014+0.008 0.2410.014+0.008 0.242-0.014+0.008
0.292 0.19%0.014+0.007 0.195:0.014+0.007 0.192-0.014+0.007
0.329 0.1790.015+0.006 0.1740.014+0.006 0.169-0.014+0.006
0.370 0.1610.014+0.005 0.1530.014+0.005 0.146-0.013+0.005
0.416 0.1770.014+0.005 0.164-0.013+0.005 0.1510.012+0.005
0.468 0.1510.014+0.005 0.1340.012+0.004 0.1180.011+0.004
0.526 0.13%0.017£0.004 0.1150.014+0.003 0.0950.012+-0.003
0.592 0.1050.019+-0.003 0.07&0.014+0.002 0.0590.011+0.002
0.666 0.07@:0.024+0.002 0.046:0.016+0.001 0.03@:0.010+0.001
0.749 0.08@:0.025+-0.002 0.046:0.014+0.001 0.026-0.008+0.001

Born asymmetries, and the predicted values\of A,, correction termA,. (obtained from the difference be-
0, andg, for both NH; and ND; targets at E143 kine- tween fully radiated Monte Carlo results and the model
matics. Born asymmetry was applied in order to generate the

(2) The radiative corrections code was run to create tables of  fully corrected values oA, .
cross sections and asymmetries over a wide range db) The ratios &\, + 7A,)/A, andg, /A, were used as calcu-
kinematics, fully internally radiated, to use as input to lated in the Born version of the radiative correction rou-
the Monte Carlo generator. tine to findg, andA;+ n»A, for our data.

(3) The Monte Carlo routine was run for both polarized pro-

tons and dguterons a}lone', and for full N@nd N,H? This extraction method required that the Monte Carlo rou-
targets. This simulation included external radiation,ne nrovide a detailed and realistic simulation of the data,
spectrometer acceptance, resolution, multiple scattering,c|yding resolution effects which are very important in the
and Fermi motion, as well as the reconstructed kinematigesonance region. Therefore, we performed a series of tests
variables and raw asymmetries. to insure that the Monte Carlo simulation described the data
(4) The raw data was corrected for efficiencies, polarizationwell, and provided radiative and resolution corrections with
polarized nitrogen and polarized protons in NOsing  sufficient precision compared to the statistical accuracy of
the standard E143 procedure. Then, the data was cobur data. Without any normalization factors, the generated
rected by the dilution factotthe ratio of Monte Carlo unpolarized counts versi&/? agree with the data to better
events from polarizable protons or deuterons to thoseéhan 2.2%(3.4% in the 4.5°(7°) spectrometer. The shape
from all target componentsand the additive radiative as a function ofA/? is in even better agreement in the region
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TABLE XXII. Neutron results forg; at fixed Q2 of 2, 3, and 5 (GeW)? evaluated fromg? and g¢
assumingy, /F, is independent of?. In addition there is a normalization uncertainty common to all data of
2.4% due to beam polarization.

X g7(Q?=2)+ stattsyst g7(Q?=3)+ statrsyst g7(Q?=5)+ stattsyst
0.031 0.085:0.378+0.081 0.0910.408+0.088 0.106:0.448+0.097
0.035 —0.406+0.244+0.067 —0.437£0.262+0.072 —0.479+0.287+0.080
0.039 0.1530.197:0.056 0.164:0.212+0.060 0.186:0.232+0.066
0.044 —0.415+0.166+0.044 —0.444+0.177+0.048 —0.485+0.194+0.053
0.049 —0.413+0.141+0.036 —0.440£0.151+0.039 —0.480+0.164+0.043
0.056 —0.225+0.122+0.029 —0.240£0.130+0.030 —0.261+0.142+£0.033
0.063 —0.229+0.106+0.023 —0.243£0.112+0.024 —0.264+0.122+0.027
0.071 —0.180+0.094+0.019 —0.190£0.099+0.021 —0.206+0.107+-0.022
0.079 —0.240+0.084+0.017 —0.252£0.088+0.018 —0.273+0.095+-0.020
0.090 0.0150.071+0.017 0.016:0.074+0.018 0.0170.080+0.019
0.101 —0.125+0.064+0.015 —0.131+0.067+0.016 —0.141+0.072£0.017
0.113 —0.136+0.058+0.013 —0.141+t0.061+0.014 —0.151+0.065t0.015
0.128 0.0220.054-0.015 0.02%0.056£0.016 0.024:0.059+0.017
0.144 0.0530.050+0.015 0.055%:0.051£0.016 0.0580.054+0.016
0.162 —0.095-0.047+0.012 —0.098£0.048+0.012 —0.102+0.050£0.013
0.182 0.0610.044+0.016 0.0620.045+0.016 0.064:0.046+0.017
0.205 —0.086+0.039+-0.014 —0.087£0.039+0.014 —0.089+0.040+0.014
0.230 —0.047+0.038+0.014 —0.047£0.038+0.014 —0.047+0.038+0.014
0.259 —0.144+0.041+0.012 —0.141+0.040+0.012 —0.140+0.040+0.012
0.292 0.00£:0.040+0.013 0.00%:0.039+0.013 0.00%:0.038+0.013
0.329 0.036:0.041+0.013 0.034:0.039:0.013 0.0320.037:0.012
0.370 0.0310.040+0.012 0.02%0.037£0.011 0.0270.035-0.011
0.416 —0.067+0.040+0.010 —0.060£0.036+0.009 —0.054+0.032£0.009
0.468 —0.018+0.040+0.009 —0.015£0.034+0.008 —0.013+0.029+0.007
0.526 0.016:0.047+0.009 0.013%0.037+0.008 0.016:0.029+0.006
0.592 —0.018+0.051+0.007 —0.012£0.036+0.005 —0.009+0.026+0.004
0.666 —0.015+0.067+0.005 —0.009+0.041+0.003 —0.006+0.026+0.002
0.749 0.034:0.073+0.007 0.01&0.039+0.004 0.00%:0.021+0.002

of the resonances. This provides confidence that the accepsed to determine the structure functiansandg, and the
tance and resolution of the spectrometer are properly modatio of structure functiong,/F;. The NMC fit [107] was
eled. In addition, we have found that the measured and simwsed forF,. The SLAC global analysig83] was used foR.
lated count-rate differences agree well with each otherwhile the fit toR was made to data with a limite@? range
These rates were integrated over flgpiasijelastic region and x=0.1, it is consistent with recent measurements at
(W?<1 Ge\?) where model uncertainties are minimal be- lower x [118,119 and differentQ? [120]. Estimated errors
cause of reasonably good knowledge of elastic form factoren these unpolarized structure functions are given in Sec.
and radiative corrections. The overgfl for the four degrees V B. The neutron spin structure function can be extracted
of freedom corresponding to p(4.5°)(4f), d4.5°) and from the deuteron and proton results in a manner similar to
d(7°) is3.85. that used for the unpolarized structure functions. For lggth
andg, we use the relation:

V. RESULTS AND COMPARISON TO THEORY

n 2y _ond 2 _ —gP 2
Table 11l gives the results foA and AP with the proton 9"(x,Q%) =2¢%(x,Q%)/(1~1.50p) ~g"(x,Q%), (55

target for the beam energy of 29.1 GeV and for the 4.5° and

7° spectrometers, respectively, along with the total radiativavhere wp, is the probability that the deuteron will be in a
corrections to each point. Tables IV-V give the results forD-state. We usep=0.05+0.01[121] given by N-N poten-
AP and radiative corrections for the beam energies of 16.2ial calculations. No other nuclear contributions dg, are
and 9.7 GeV and for the two spectrometers. Tables VI-Vlllincluded. In the measuredrange of this experiment, a con-
give the corresponding results for the deuteron target. Sincstantwp is adequate, although at higher and lowemore
the 29 GeV data include botky, andA, , Egs.(4) are used refined corrections become importdi22—-124. The neu-
to determine the asymmetrids; and A,, and Eqs.(2) are  tron asymmetries can then be calculated using Es.

112003-37



K. ABE et al. PHYSICAL REVIEW D 58 112003

A.Ajandg; 0.6 T T[T TTTTT] T T TTTTT

For beam energies of 16.2 and 9.7 GeV there aré&no 04| H’ (@ g

data available. We have assumed thg(ix,Q?) is given by B | * ++++0’oo.... . 7]
eithergy’ " or g,=0, both of which are consistent with our 02~ AT

0, data at 29 GeV. These different assumptions lead to very 1) F S ———— L

similar results. We have then determindg and g, using —— il
Eq. (5). 04| (b) of

Tables IX and X show the values of,/F; and A; for B
deep-inelastic scatteringh\®=4 Ge\?) for all three beam 9102 b 400 ]
. . WW + *L” ¢ .0.......
energies and both spectrometers ugingg, ' for the 16.2 oF———- H-i- —————— et _
and 9.7 GeV data ané; and A, for the 29.1 GeV data. i

Figures 13 and 14 show, /F, for proton and deuteron as _8'2 B EE— — .;...
functions ofQ? averaged into & bins. Data from EM{6], l @ o1 7]
SMC[7,9,14, SLAC E80[2], and SLAC E13(3] are also

included. The results are consistent withyF; andA; being 0 ] _+;+;+ﬁ,’!0io’_o..w_
independent oR? for Q?=1 (GeV/c)?. We fit all the deu-

teron and proton datéincluding the SMC data af?<1), oSt I T
with the empirical parametrizatiorax®(1+bx+cx?)[1 0.01 0.1 1
+Cf(Q?)]. The coefficients of the fit are shown in Table x

Xl, and the fits are shown in Figs. 13 and 14. We chose three FIG. 17. g,(x,Q? evaluated atQ?=3 (GeV/c)? (assuming
forms for f(Q?) shown in column 3 of the table. They are g:/F; is independent 0Q?) as a function ok.
f(Q%)=0: noQ? dependence,
f(Q?)=1/Q% higher twist behavior, Table XIV showsg; at the averaged measured value of
f(Q% =In(1/Q?): pQCD behavior. Q? obtained from the average value @f/F,. The quantity
The minimumQ? of the fits is shown in column 2 and is g7 was obtained using Eq55). Figure 16 showsg; as a
either 0.3 or 1.0 (Ge\y)*. For the proton data, the® per  function of logx. The area between the data and zero is the

DF is less than unity for all the fits except fit I, indicating integral forming the sum ruleftg(x)dx= /. xg(x)d In x.
that there isQ? dependence fo@?<1 (GeV/c)?. Fit Il in- 0 o

dicates that there is no need for a@y-dependent term for
Q?=1(GeV/c)?, which is our cut-off for deep-inelastic
scattering. For the deuteron data, the fits are not as good, but The systematic errors were calculateddgf/F,, A;, and
still have a confidence level of about 10%. Fit VV, which hasg, . Only the systematic error due £&J was considered since
Qﬁ]mzo.S (GeVk)?, is used to evaluatg‘z’"W and to iterate  the systematic errors due £9 were negligible compared to
the radiative corrections described above. the statistical errors. Some of the errors were multiplicative
Also shown in Figs. 13 and 14 are the results from theand independent ok while others werex-dependent. The
E154[125] leading order pQCD evolution fit to world data errors due to multiplicative factoréeam and target polar-
including preliminary results from this experiment. It is in jzation) are shown in Table XV. The errors apy andg; /F
good agreement with the data, including the data@r  from these normalizations were obtained using a smoothed
<1(GeV/lc)® which was not used in the fit. However, for fit to g, /F,. The breakdown of the major sources of error
the proton it does have an exaggera@ddependence at the for a sample of ouk bins is shown in Tables XVI-XIX for
highestx. Sinceg,/F; andA; are both consistent with being deuteron and proton targets for bathy and g,/F;. The
independent 0Q? for Q*=1 (GeV/c)?, we choose to com- radiative correction error dominated at lowThe errors due
bine our data at fixed by averaging them over all measured to multiplicative factors were only significant when eithgr
values forQ®=1 (GeVic)®. Tables XIl and Xlll and Fig. 15 or g, /F; were large at middle and high respectively.
show these averaged values as a functior.ofhe band at  Multiplicative systematic errors:

the bottom of Fig. 15 represents the size of the systematic L .
errors. Also shown are results from other experimentdl) The error of the beam polarizatidPs was estimated to

B. Systematic errors

[6,7,9,14 averaged in a similar way. The various experi- € 0.024(relative. See Section Ill C 5. _
ments are in agreement with each other. Resultgy{dF, (2) The error of the target polarizatioRt had a relative
and A, are similar at lowx and diverge slightly at higkx. systematic error of 0.025 for protons and 0.04 for deu-
For the proton, bothy, /F, andA,; are small and positive at terons. The error was assumed to be 100% correlated
low x and rise steeply toward unity as—1. For the deu- between runs, since the systematic error was obtained
teron, bothg,/F; and A, are close to zero at low and from the spread of the thermal equilibrium measurement
increase slowly with increasing. For the neutron, both results, each of which provided the calibration constants
0,/F, andA; are negative over most of theregion, show- for large groups of runs. See Sec. Il D 2.

ing almost no indication of becoming positive at highas  (3) The proton in nitrogen correctidisee Eq.(41)] contrib-
expected from earlier prediction27]. uted with a 0.004 relative systematic error since the cor-
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Systematic errors dependent xn

(1)

2

()

(4)

®)

(6)

TABLE XXIII. [8g.(x)dx at differentQ? by different methods. The first error is statistical and the
second is systematic. There are additional normalization uncertainties shown in Table XV.

Method Q?=2(GeVic)? Q?=3(GeVi)? Q?=5(GeVic)?
Deuteron 9./F, 0.050+0.004+0.003 0.046:0.003+0.003 0.043%0.003+0.002
Deuteron A 0.047+0.005:0.003 0.044-0.004£0.003 0.0430.003£0.002
Proton 0./F, 0.129+0.004+0.006 0.1210.003:0.006 0.11%0.003:0.006
Proton A 0.120+0.004+0.006 0.116:0.003:0.006 0.116:0.003:0.006
Neutron g,/F; —0.022-0.011+0.006 —0.023+0.008:0.006 —0.025+0.007+0.006
Neutron A; —0.019-0.013+0.005 —0.021+0.009-0.005 —0.023+0.007+0.005

rection C; was always around 0.02, while the relative eters set at opposite polarity. No systematic error was
error onC, was estimated to be 0.2. assigned to the model of charge symmetry.

When averaging, /F, over spectrometers and beam en-
ergies, the weight of each data point included statistical and
The error of the dilution factof came from several point-to-point uncorrelated systematic errors. For the system-
sources. The component dependent on our experimentatic error of the neutron structure functigfj as well as of
setup (the amount of ammonia in the target gellas the differencegf—gY, the beam polarization error and the
known to 4% for both targets. The relative error from thedilution factor errors due to the unpolarized cross sections
cross-section ratior, /o, was 1%[108]. It was one of were assumed to be 100% correlated, while the other errors
the dominant errors for the NHarget and did not con- were assumed to be uncorrelated.
tribute for the NI target. The ratio of nuclear to deute-  The systematic error on the integral was calculated using
rium cross sections, the EMC effect, is known to 1.5%the separated correlated and uncorrelated systematic errors.
relative and was another large error source. It has a 104 he systematic errors of the lowand highx extrapolations
overall normalization and another 1% of uncorrelatedWere added together with the systematic error for the data

error[106]. The small mass of the NMR coil was known region. The sum was then quadratically combined with the fit
to 20% but did not contribute significantly to the overall €7TOrs for.the low- and higb(-extrapolations to yield the total
error. This leads to an average errorfoaf 2% for NHg systematic error on the integral.
and 1.5% for NI3.
The nitrogen correction was applied via two factda®s, . .
and C, [see Eq.(44)]. The error onC, was neglected The Ellis-Jaffe[Eq. (21)] and Bjorken[Eq. (20)] sum
(ND; only) contained the proton asymmetry and was cal-experimental resul_ts do not cover ;Ilat any singleQ?. In
culated for each bin using our measured proton asym- the measured region of we must either interpolate or ex-
metry and its error trapolate our results from the measur@d to some fixed

. > ,
The systematic error on the radiative corrections was calQo - [N the regions o above and below the measured re-
culated for each bin by varying several classes of input 910", We use model-dependent extrapolations.
models. See Section IV B 6 for details. It is shown in
Tables XVI-XIX for typical values ok at 29 GeV beam
energy forg, andg,/F;. Several methods have been used to determinat fixed
The error due to the structure functi®&fx,Q?) contrib- Q(ZJ-
uted tog, /F; andg, quite differently due to the rela- 1o E xxIv. Systematic errors on the measured integral at
tlons_h!p betweerF, andF,. Forg, the effecft of_R IS Q2=3(GeVi)2.
negligible whereas fog, /F, it is one of the significant

C. Integrals

1. Measured region

errors. Its systematic error was taken from the SLAC Source Deuteron Proton Neutron p-n
global analysig83] and ranged from 3% to about 7.5%.

While this fit to R was made to data with a limite@? Fa 0.001 0.003 0.001 0.003
range andx=0.1, it is consistent with recent measure- R 0.000 0.001 0.000 0.001
ments at lowex [118,119 and differentQ? [120]. Arc 0.001 0.002 0.003 0.005
The error in the structure functidf, was obtained from f 0.001 0.002 0.001 0.003
the NMC fit [107]. The error returned from the fit was Pg 0.001 0.003 0.001 0.003
taken as completely correlated point-to-point. P: 0.002 0.003 0.005 0.007
Pion and charge-symmetric backgrounds were treated as Total 0.003 0.006 0.006 0.010

statistical errors from the measurement with spectrom
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TABLE XXV. Estimates off 5%%,(x,Q?)dx at Q?= 3 (GeV/c)? using various hypotheses. Columns 3-5
have the Regge forrg, = 8x fitted to g;(x,Q?) at theQ? shown in the second row, with shown in the
first row, in the range 0.08x=<X,,; shown in column 2. Column 6 has a fit of the form In(iL/ Column 7
has results of global fit Il of Table XI. The last column is the integral of the SMC data with flat Regge
extrapolation ¢=0) belowx=0.003.

Xeut a=0 a=0 a=0.5 In(1k) global Il SMC
Q=3 Q=1 Q=3 Q’=3 Q=3 Q°=3

Deuteron 0.10 0.002 0.002 0.001 0.003 0.001 —0.005£0.003
Proton 0.10 0.009 0.010 0.004 0.015 0.018 0:00403
Neutron 0.10 -—-0.005 -—0.006 —0.002 —0.009 —0.016 —0.025+0.007
p-n 0.10 0.014 0.016 0.006 0.024 0.034 0.68009
Deuteron 0.06 0.001 0.001 0.000 0.002
Proton .06 0.010 0.011 0.005 0.015
Neutron .06 -0.008 -0.009 -0.004 -—0.012
p-n .06 0.018 0.020 0.010 0.026

relevantQ? range. Forx=0.6, theoretical papers often use

approximations in defining the relationship betwdenand

(2) AssumeA, is independent of? and determing, from F, and sometimes use pQCD fits g instead of empirical
[91(x,Q2) =A;(X) X F1(x,Q3) + ¥2g3"(x,Q?)]. fits to the data. Ax=0.75 typical pQCD fit§59,125,126

(3) Fit the data to a functional form which has semi- show g§/F} differing by 30-50% between the measured
empirical dependencies oxn and Q? such as the fits Q%~9.5 (GeVk)? and Q>=3(GeV/c)?, but these predic-
described above. tions are questionable due to the assumptions used.

(4) Do a pQCD fit to determine the quark and gluon distri-  Tables XX—XXII list g, as a function ofx at fixed Q®
butions and then calculate the changegingoing from  values of 2, 3, and 5 (Ge)” for proton, deuteron, and
the measured to the desired kinematics. neutron. These results were evaluated by methdd; 1F;

independent ofQ?). Figure 17 shows the corresponding
In this paper we will pursue the first two options with method 1 results fog; at Q*=3 (GeVic)?. Results for
emphasis on the first. We note that the pQCD fits indicated 5501 (X)dx using methods 1 and @, independent 0Q?,

in Figs. 13 and 14 show littl€? dependencécompared to g‘z’"w) at the same three values @ are given in Table

the errors of the experiment$or g,/F; at x<0.5 in the  XXIIl. Method 1 yields slightly larger results in magnitude

(1) Assumeg,/F; is independent of? and determiney,
from gy (x,Q5) =01 /F1 X F1(%,Q3).

TABLE XXVI. Integral of g, in the measured region as well as extrapolations to high andxl@as
described in the text. Slight differences between the measured targets and derived targets, n and p-n, are due
to correlations among systematic errors. The structure fungiowas calculated at fixe@? assuming
g, /F; independent of?2.

(Q?» Measured Highx Low x Total

(Gevrc)? J 61 [N 001 J591
Deuteron 2 0.05610.004:0.003 0.006:0.001 0.001-0.006 0.0510.004£0.006
Proton 2 0.1290.004-0.006 0.0010.001 0.0110.007 0.146:0.004£0.010
Neutron 2 —0.022£0.0110.006 0.00%0.001 —0.009+-0.016 —0.030+0.011+0.017
p-n 2 0.149-0.012+0.011 0.00%*0.001 0.026:0.019 0.1690.012+0.022
Deuteron 3 0.0460.003+0.003 0.006:0.001 0.0010.006 0.04%0.003+0.006
Proton 3 0.12+0.003£0.006 0.00%0.001 0.01%*0.007 0.133%0.003+0.009
Neutron 3 —0.023£0.008-0.006 0.00#0.001 —0.010+0.015 —0.032+0.008+0.016
p-n 3 0.143:0.009+0.010 0.00%0.001 0.0210.018 0.164:0.009+0.021
Deuteron 5 0.0430.003+0.002 0.006:0.001 0.00%0.006 0.044:0.003+0.006
Proton 5 0.11#0.003+0.006 0.00%0.001 0.0120.008 0.1290.003+0.010
Neutron 5 —0.025+0.007+-0.006 0.00%*+0.001 —0.010+0.015 —0.034+0.0070.016
p-n 5 0.1410.008+0.010 0.00%0.001 0.0220.017 0.164:0.008+0.020
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TABLE XXVII. Comparison of integrals from this experiment and E1J4®] and SMC[7,9]. Note that
the SMC and E143 results usgg/F, independent of)? and E142 used, independent of)? to evaluate
g, at fixedQ? from measurements at differe@f, and that the different experiments had different m&an

Q? Method X range This experiment ~ « Other experiments-
Proton 5 0./F, 0.03=x=<0.7 0.115-0.006 SMC 0.1280.006
O=x=1 0.129:0.010 0.146:0.011
Deuteron 5 0./F4 0.03=x=<0.7 0.0410.004 SMC 0.0430.007
O=x=1 0.044£0.007 0.03%0.008
Neutron 2 A 0.03<x=<0.6 —0.021+0.009 E142 —0.028+0.008
O=x=1 —0.030+0.020 —0.031+0.011

than method 2, but the difference is smaller than the tota{3) Using the formg,>=In(1/x) [129,13Q.

error for all targets at fixe®)?=3 (GeV/c)?. The compo-
nents of the systematic error on the integral are shown in

(4) Using the parametrization Il from Table Xthe form is
Regge inspired at low).

Table XXIV. The correlated systematic errors due to beam5) Using pQCD fits.
and target polarization anfd, dominate. The radiative cor-

rection errors tend to be anti-correlated between low and The Regge method requires a choicexafange to deter-
high x and thus partly cancel in the integral.

The evaluation off 5%%,(x,Q2)dx can be done by sev-

eral methods.

2. Low X

(1) Using Regge trajectory-type behavigr,= x“g(l) at fixed

Q? and lowx. The differenceg?— g7 has isospin 1 and

only one Regge trajectory contributes. The valuera$

in the general range 0z5a=0 [127-129. For the indi-

mine the pole parameter and a choice of other possible
Regge trajectories. In addition, dgf, has Regge behavior at a
given Q?, it will not have Regge behavior at oth€? since

g, evolves withQ? differently at different values of. Table
XXV shows the results of various options, including using
the Regge form aQ?=1 and 3 (GeV¢)?. Constraininga

=0 gives good fits at botlQ?=1 and 3 (GeV¢)?. How-
ever, requiringy=0.5 gives a rather poor fit@/df~2) for

the proton. We take the average of the four fits in Table
XXV with =0 as the central value of the lowextrapola-

vidual proton and deuteron targets there may be morgon. The error encompasses all the other models indicated.
than one pole contributin§127]. There also may be These averages are shown in Table XXVI. The values of the
even more complex behavior of the singlet term.

2

trapolations belowx=0.003.

Using SMC data from 0.063x=<0.03 and Regge ex-

integral for proton, deuteron, neutron, and proton-neutron
(p-n) may not add up exactly due to the non-linearity of the
fits.

TABLE XXVIII. Experimental value ofl'; compared to the Ellis-Jaffe sum rule and Bjorken sum rule
(p-n). For the theoretical input we take,(M,)=0.118+0.003 and & — D = 0.58 with uncertainties of either
0.032(small or 0.120(large). The Ellis-Jaffe sum is evaluated with both the invariant gfddependent
pQCD singlet corrections. The Bjorken sum rule depends only on the non-singlet correction.

(Q?) riheory riheory Error Error

(GeVic)? rge invariant  Q?-dependent  (small) (large
Deuteron 2 0.0510.008 0.070 0.065 +0.004 +0.014
Proton 2 0.14€0.010 0.161 0.156 +0.005 +0.016
Neutron 2 —0.030+0.020 —0.010 —0.015 +0.005 +0.016
p-n 2 0.169-0.025 0.171 0.171 +0.006 +0.006
Deuteron 3 0.04%0.007 0.071 0.066 +0.004 +0.014
Proton 3 0.1330.010 0.165 0.160 +0.005 +0.016
Neutron 3 —0.032+0.018 —-0.012 —0.017 +0.004 +0.016
p-n 3 0.164-0.023 0.177 0.177 +0.004 +0.004
Deuteron 5 0.0440.007 0.072 0.068 +0.004 +0.015
Proton 5 0.1290.010 0.169 0.164 +0.005 +0.016
Neutron 5 —0.034+0.017 —-0.014 —0.018 +0.004 +0.016
p-n 5 0.164-0.021 0.182 0.182 +0.003 +0.003
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TABLE XXIX. The evaluated quark spins using both the “invariant” a@d-dependent pQCD singlet
coefficients, with an assumed error 61D of 0.016. If the more conservative estimate &f3F—D)
=0.12 is used, the only change is to the errorAmwhich is shown in the last column.

Method S =a, Au Ad As ConservativesAs
Deuterium invariant 0.350.07 0.84-0.02 —0.42+-0.02 —0.08+0.03 +0.05
Proton invariant 0.220.09 0.83:0.03 —0.43t£0.03 —0.10+0.03 +0.06
Deuterium Q?=3 (GeVic)®> 0.37+0.08 0.85-0.03 —0.41+0.03 —0.07+0.03 +0.06
Proton Q?=3(GeVlc)? 0.32+0.10 0.83:0.03 —0.43+0.03 —0.09+0.04 +0.06

Recent results from SLAC11] indicate thatg] may be  a¢(M;)=0.118+0.003[26], three active flavors, andF3
behaving as~x~ %8 at low x. If the proton behaves in a —D=0.58[27] with uncertainties of either 0.03mal) [27]
similar way, then the above extrapolations would be open t®r 0.12(large) [20]. This larger error, as discussed in Section
question. IIB 1, is likely to be an overestimate. For the Ellis-Jaffe sum

rule, the values for both the “invariant” an@?-dependent
3. High x singlet pQCD correctiongsee Eq(17)] are given. They dif-
fer by an amount which is larger than the theoretical error
due to ag. In the case of the deuteron, the experimental
errors are comparable to the theoretical difference. The mea-
sured values of ? andT'¢ are shown in the table along with

The extrapolation to higk was done by two methodét)
assumingg;=(1—x)* [131] and fitting to the four highest
bins and(2) assumingAf=0.75(19- 16F5/F5)/15 andA]

:0'75(2_3':2/':8)/(5':2/':2), [27]j For bothgj and gf, the derived value of']. Using the small errors onB-D
both methods gave almost. identical valuesféggl(x)dx_ and the “invariant” singlet term the Ellis-Jaffe sum rules are
For the deuteron the value is 0.000 and for the proton 0.004i5|ated by 0.023 0.007 (deuteroh and 0.032-0.012 (pro-

We assign an error of 0.001 in both cases. For the neutron yqp) - A violation implies that there could be a significant
the value of the mtegral is 0.0810.001 where rounding SU(3) symmetry breaking effect or that there is strange
errors account for inexact matqh with proton and deuteronynq/or gluon spin contributing to the proton spin. If we con-
results. The small value of the mtegra@l is mostly.dule.to thesiger the large B—D errors (larger error due to possible
small value ofF; and not the properties of the individual symmetry breakingcombined with theQ?-dependent singlet
models. The average values are shown in Table XXVI. term  the deviations from the sum rule reduce to 0.018

+0.015(deuterom and 0.0270.019(proton.
4. Total integral

Table XXVI showsI', the total integral fronx=0 to 1, 6. Bjorken sum rule
in the last column for proton, deuteron, neutron, and the The Bjorken sum rule integr@Eq. (20)] is given in Table
difference proton-neutron. The experimentally measureXVIil for three different values ofQ?. The theoretical
portion of the integral makes the largest contributiorsto,
with the low x extrapolation error a close second. The cor- T T 1T T T T 17 7711
relation between the measurement errors at joand the .
extrapolation errors is small compared to the model depen- :
dence of the extrapolation. ———e—— E143p

The integrals from this experiment, E120], and SMC :
[7,9,14 are compared in Table XXVII &? values reported
by the other experiments. Comparisons are made for the full
range inx of 0 to 1, as well as for the common measuxed
range between experiments. For each comparison, we evalu-
ated the integral using the same assumptions a@dutle- : SMC—p
pendence that the other experimenters us8d8C results :
were calculated by us from their tables the experimental
range there is good agreement between this experiment and
the other resultd’,; for each experiment, as shown in Table
XXVII, are also in excellent agreement with the caveat that
different x ranges were measured and different extrapola-

tions used in the unmeasured region. FIG. 18. Measured singlet matrix elemert§’ from this ex-
periment, E142[10], SMC [7,9], and EMC/EB0/E130 combined

[6]. These results were calculated from the published first moments
of g; using up-to-date “invariant” singlet pQCD corrections and

Ellis-Jaffe sum rule predictions for the integréli. (21)]  §(3F —D)=0.032. The dashed curve indicates the world average
are shown at three values g in Table XXVIIl. We use  of 0.31+0.04.

Experiment

——r— SMC—d
IR N T [ T T NN B
0 0.1 02 03 04 05 06

ag (inv)

5. Ellis-Jaffe sum rule
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TABLE XXX. Results forA,, g, andg, for the proton measured in the 4.5° and 7.0° spectrometers at
the indicated average valuesxfndQ? and beam energy of 29.1 GeV. The highesiin shown is in the
resonance region defined by missing mags<4 Ge\2.

Q2

X interval Xy (GeVlc)? Ab+ stattsyst gh+ stattsyst g_gi stat-syst

0.029-0.047 0.038 1.49 0.01®.018+ 0.006 0.48%0.980+0.332 0.2230.983+0.332
0.047-0.075 0.060 2.01 0.029.014+0.005 0.39%0.374+0.138 0.2230.375-0.138
0.075-0.120 0.095 2.60 0.080.015-0.006 —0.236+-0.203+0.074 —0.295-0.204-0.074
0.120-0.193 0.152 3.21 0.02D.021+0.008 —0.136+0.125+0.049 —0.127+0.127-0.049
0.193-0.310 0.241 3.77 0.09D.032-0.011 —0.046+0.079+0.026 0.0270.080+0.026
0.310-0.498 0.379 4.22 0.139.060+0.014 —0.050+0.048+0.009 0.051*0.050+0.009
0.498-0.799 0.595 4.55 0.06D.154+0.028 —0.037+0.020+-0.004 —0.005-0.022+0.004
0.075-0.120 0.101 3.76 0.029.025+-0.007 0.066:0.366+0.116 0.006:0.368+0.116
0.120-0.193 0.155 4.97 0.048®.019+0.007 0.1710.141+0.049 0.198:0.142+0.049
0.193-0.310 0.243 6.37 0.053.022+0.007 —0.068+0.070+0.021 0.0230.071+0.021
0.310-0.498 0.382 7.76 0.0%D.035-0.008 —0.039+0.034+0.007 0.043%0.035+-0.007
0.498-0.799 0.584 8.85 0.16®.083+0.016 —0.022+-0.011+0.002 0.0010.012+0.002

value involves onIy non-singlet pQCD corrections and ngl being constant or approaching zero as:0. At Q2
thus independent of ambiguities associated with the singlet g (GeVic)2, the combined results arel“?j=0 170
corrections(invariant or Q“-dependent Theoretical errors +0.012,I'P=0.130+ 0.006, and™}= — 0.040+ 0.008 with a

depend only on the uncertainty i;. The measured values very smally? per DF.FE’j is one standard deviation from the

are from this experiment only and the errors ||_'lclude all €O heoretical value of 0.182 determined from EQO) with
relations. The experimental errors are considerably larger

than the theoretical errors. Experiment and theory a reaS(MZ):O'll& The addition of higher twist and other ef-
o L P Y a9r€%cts described below make the agreement even better. If we
within one standard deviation.

A more precise result can be obtained by combining alrassume_the Bjorken sum Bl_Jolfols true and solve(Eq. for a;
the experiment$7,9,6,1] which published a value of the W€ obtainas(M,) =0.123 06
integrals. SLAC experiment E154.1] on the neutron was
not included because they did not publish an integral of their
data alone. We consistently used the method wittiF, We used Eqgs(14)—(15) to extract our measured value of
independent oQ? to evolve the results to consta@t. Inall  a, from the proton and deuteron first moments. Then using
experiments, the low- extrapolation errors were limited to Eq. (20) (with AG=0), we extracted the individual polariza-

D. Quark polarization

TABLE XXXI. Results forA,, g, andg; for the deuteron measured in the 4.5° and 7° spectrometers at
the indicated average valuesxfandQ? and beam energy of 29.1 GeV. The highediin shown is in the
resonance region defined by missing mags<4 Ge\2.

(Q? _
x interval  (x) (GeVic)? AY+ stattsyst g9+ stat+syst g3+ stattsyst

0.029-0.047 0.038 1.49 0.07®.045-0.010  3.426:2.1570.575 3.27%:2.161+0.575
0.047-0.075 0.060 2.01 —-0.025-0.028:£0.006 —0.655-0.707+0.157 —0.799+0.709+0.157
0.075-0.120 0.095 2.60 0.068®.032+0.010 0.008:0.390-0.118 —0.048+0.392+0.118
0.120-0.193 0.152 3.21 0.06%9.045+0.016 —0.118:0.243+-0.080 —0.095+0.245+0.080
0.193-0.310 0.241 3.77 0.08.072+0.020 0.127#0.154-0.041  0.134:0.156+0.041
0.310-0.498 0.378 422 —0.079+0.144+0.017 —0.1270.094-0.010 —0.095+0.096+0.010
0.498-0.799 0.595 4.56 0.32D.390+0.044 0.037%0.039-0.004  0.02% 0.041+0.004
0.075-0.120 0.101 3.77 0.0240.046+0.009 0.1720.621+0.133  0.084-0.624+0.133
0.120-0.193 0.154 497 —0.0070.036-0.011 —0.109-0.235-0.076 —0.086+0.237+0.076
0.193-0.310 0.242 6.37 —0.043£0.043£0.015 —0.133+0.116+0.041 —0.117+0.118+0.041
0.310-0.498 0.381 7.76 0.06®.073+0.014 —0.042+0.056+0.011 —0.006+0.057+0.011
0.498-0.799 0.584 8.86 0.239.183£0.030  0.006:0.018+0.003  0.01%*0.019+-0.003
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TABLE XXXII. Results for A,, g, andg; for the neutron measured in the 4.5° and 7° spectrometers at the indicated average values of
x andQ? and beam energy of 29.1 GeV. The highediin shown is in the resonance region defined by missing M&ss4 Ge\2.

Q2
X interval (x) (G<eV/>c)2 AJ+ stat-syst g5 = stattsyst g_gi stat-syst
0.029-0.047 0.038 1.49 0.143®.105+0.023 7.0244.777+1.288 6.9634.787+1.288
0.047-0.075 0.060 2.01 —0.085:0.065+0.015 —1.811+1.574+0.367 —1.948+1.579+0.367
0.075-0.120 0.095 2.60 0.01£®.076-0.025 0.2540.868+0.266 0.192-0.872+0.266
0.120-0.193 0.152 3.21 —0.013+0.114+-0.040 —0.118+0.541+0.180 —0.079+0.545+0.180
0.193-0.310 0.241 3.77 0.06D.192+0.056 0.326:0.342+0.093 0.2630.347+-0.093
0.310-0.498 0.378 4.22 —0.433+0.419+-0.058 —0.225+0.209+0.024 —0.256+0.214+0.024
0.498-0.799 0.595 4.56 0.926.302+0.200 0.116:0.086+0.010 0.0640.091+0.010
0.075-0.120 0.101 3.77 0.028®.113+-0.024 0.3151.392+0.312 0.1841.399+0.312
0.120-0.193 0.154 4.97 —0.078:£0.091+0.029 —0.407+0.528+0..172 —0.384+0.533+0.172
0.193-0.310 0.242 6.37 —0.195:0.118+0.041 —0.219+0.261+0.091 —0.276+0.265+0.091
0.310-0.498 0.381 7.76 —0.131+0.218+0.045 —0.052+0.125+-0.025 —0.057+0.128+0.025
0.498-0.799 0.584 8.86 0.5440.627+-0.120 0.0210.041+0.006 0.023%0.042£0.006

LILLILILLL | LI l T T 1T 005
~
04 (@) A AN .
.

~

-~ 0
02 * =
Of—-— ———+—'—!%—‘— ——1 -0.05
4.5ouomdﬂ
—o2b 1 il L T
d N 01
041~ (b) Az N .
= o
02f + — g 0
& b 1
. Y e wf
o : [rrrrr——
45 ] 1l 1 |||||7||| L1 11l
02 79 -
Ll L1l o 0 B i
(c) xg3
02 2 -
0_ —
021 45 P |
B 71 i
. 1l L1l L1l
Lyl Ll L 0.01 0.1 1
0.01 0.1 1 X

X
FIG. 20. The results forg,(x,Q?) as a function ofx for this
FIG. 19. The results foA,(x,Q?) as a function ofx for this experiment(squares for 4.5°, circles for 7.°Systematic errors are

experiment(solid squares for 4.5°, solid circles for J°Also indicated by bands. Overlapping data have been shifted slighdy in
shown are SMQopen circleg [14], E142 (open squane[10], and  to make errors clearly visible. The solid curve shows the twist-2
E154 (diamond [15]. The solid and dashed curves correspond togg"W calculation for the kinematics of the 4.5° spectrometer. The
the positivity constraint at 4.5° and 7° kinematics, respectively.same curve for 7° is nearly indistinguishable. The bag model cal-
Overlapping data have been shifted slightlyxnto make errors  culations atQ?=5.0 (GeVk)? by Stratmanri56] (short dashand
clearly visible. The bands indicate systematic errors for the twoSong and McCarthy57] (long dash are indicated. The curves on
E143 data sets. the neutron plot are difficult to distinguish from zero.
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TABLE XXXIII. Results for the momentd™{? andI'{? evalu- E. A, and g,

ated atQ?=5 (GeV/c)?, and the extracted twist-3 matrix elements

d, for proton(p), deuteron(d), and neutror(n). The errors include Tables XXX_dXT]X”dSh_OWf‘Z andg, _f(r)]r beaCh target an?

statistical(which dominatg¢ and systematic contributions. spectromete(.an the derived neutronvith beam energy o
29.1 GeV. Figures 19 and 20 sho#, and xg, for each

a,l2=TPx 10° I x10° d,x 108 target and spectrometer. The systematic errors are indicated
by the bands. Also shown in Fig. 19 are the results from
p 12.4:1.0 —6.3x1.8 5.8:5.0 SMC[9,14] for the deuteron and proton and from E142)]
d 4.6+0.8 —1.4+3.0 5.1+9.2 and E15415] for the neutron. All results are shown at their
n —24+16 3.3t6.5 5.0:21.0 measured)?. There is good agreement between the various

experiments. As seen in Fig. 19, the values\§fare consis-

tent with zero, while the values o) deviate significantly
tions of the quarks. It is important to remember that thesdrom zero forx=0.1. For this experiment the average value
polarizations have meaning within the quark-parton modefor all x of A, is 0.031+0.007 for the proton, 0.003
where ag=A3. In pQCD the interpretation becomes *0.013 for the deuteron, and0.03+0.03 for the neutron.
scheme-dependent and depends on whelf@¢x) contrib-  The measured, obeys theyR bound within errors, and at
utes tol';. The results are shown in Table XXIX and Fig. almost all kinematics the absolute value of the measured
18. Results for both the “invariant” andQ?-dependent values are significantly lower than the bound. The dashed
pQCD singlet coefficients are shown in the table while thecurve is a calculation og‘z’VW from Eq. (24) usingg, evalu-
figure shows “invariant” results. The quantitieg, Au, and  ated from a fit to world data discussed in Sec. V A of this
Ad are relatively insensitive to the values BfandD, but  paper. Thegy'" curves for the 7° and the 4.5° kinematics
As is very dependent on them. The last two columns ofare indistinguishable on the figure. The other theoretical
Table XXIX show the errors orhs with two different esti- curves are bag model predictiof§6,57] which include
mates on the errors orF3-D. As seen in Fig. 18 the results twist-2 and twist-3 contributions foQ?=5 (GeV/c)2. At

from the deuteron and proton targets are consistent with eadfigh x the E143 results fog} indicate a negative trend con-
other (there is only a small correlation between the emors sjstent with the expectations fgy’ "V with a x? of 43 for 48

The differences between the “invariant” ai@’-dependent degrees of freedom. However, the results are also consistent
results are smaller than the present experimental errors. TRgit, g8=0 with ay? of 52. The deuteron and neutron results
negative polarization of the strange quark sea of aboujye ess conclusive because of the larger errors and are also

—0.08 is very significant only if the smaller estimatesFof ., cistent with botig/"/ andg,=0. The moments afj, will
andD are used. Our averaged proton and deuteron results fJ yiscussed belowzalong with the momentsyof

ag'’=0.33+0.06, while the world average yieldg~0.31
+0.04. The results foay are significantly smaller than the
naive parton model prediction dfX, =1, the relativistic par-
ton model prediction of 0.75, the Ellis-Jaffe sum rule predic- Using our results for botly; andg,, we have computed
tion of 0.58, and a quenched lattice calculation of 0.60the third moment of the OPE sum rul¢gg. (25)], and
+0.05[132]. With such a low value o&,, angular momen- solved for the twist-3 matrix element, and the twist-2 ma-
tum conservatiofisee Eq(9)] requires that the nucleon spin trix elementa,. For the measured region 0-0%<0.8, we
be dominated by a combination of gluon polarization andevaluatedg;, corrected the twist-2 part af, to fixed Q?
orbital angular momentum, or a large charm polarization not5 (GeVic)? assumingg; /F; is independent 0% and
included in the formalism abovgEgs. (14—(20)]. There have averaged the two spectrometer results. Pos®ble-
have been several approaches to understanding the low valpendence ofj, was neglected. We neglect the contribution
of ag. These are described in Sec. Il. from the region Bsx<0.03 because of the? suppression

F. Higher moments ofg,; and g,

TABLE XXXIV. Theoretical predictions for the twist-3 matrix element§ and 5 for proton anddd and
fg for deuteron. Also shown ig, the higher twist correction tb'; described in the text.

Bag models QCD sum rules
Ref.[57] Ref.[66] Ref.[53] Ref.[144] Ref.[145] Ref.[52] Ref.[146]

Q? (GeVic)? 5 5 1 1 1 1 -
dbx 10° 17.6 6.0 21 10 -6+3  —3x3 -
f5x10° - - 35 28 —376 —-50+34 —69+5
ubx 10 - - 27 15 —-15+7  —20x13 —27=2
dgx 10° 6.6 2.9 11 5 —-17+5 —13%5 -
f9x10° - - 17 14 —25+4  —34+20 —38%5
ugx 108 - - 13 7 -10£3 —-13x8  —15%2
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FIG. 21. A, versus momentum measured from polarized protons .
for #~ and ', atE=29 GeV in both spectrometers. FIG. 22. A, versus momentum measured from polarized deuter-

ons form~ and 7", atE=29 GeV in both spectrometers.

factor. For 0.8-x<1, we assume that bol andg, behave jjer [133] showed that, obeys an evolution equation in

3 o H ~ . . .
as (1-x)* since at highx, g,~—g; from Eq. (4) andF;  the jimit thatN.— . However, this program of calculation
—0, and we fit the data fox>0.56. The uncertainty in the nag not been carried out yet.

extrapolated contribution is taken to be the same as the con- T test the Burkhardt-Cottingham sum rule, E27), we
tribution itself. The results are shown in Table XXXIlIl. Our pave evaluated the integralg o95(x)dx=—0.014* 0.028
extracted values fod, are consistent with zero, but the er- gnq S 00%(x)dx=—0.034+ 0.082 using the same high-

rors are large. For comparison, in Table XXXIV we quote extrapolation as discussed above. These results are consistent
theoretical predictionf52,55-58 for dj anddg. Ford3the  with zero. To evaluate the integral far<0.03 is theoreti-
proton and neutron results were averaged and a deuter@ally challenging. A double logarithmic approximation has
D-state correction was applied. We note that the results fobeen used134] to calculate bothy, and g, in the lowx

db anddj differ in sign from the theoretical QCD sum rule region yieldingg,=x~ %> at a fixedQ? of a few (GeVk)2.
calculations[52,55,58. The bag model prediction®6,57,  Then [3%%,(x)dx is negligible and the sum rule is con-
however, are of the same sign as the data. Ali, Braun anfirmed.

TABLE XXXV. Pion asymmetries versus momentuf®’ for proton and deuteron targets &

=29.1 GeV.
E’(GeV) AP(77) AP(7™) A7) Ad(m™)
6=4.5°
8.04 0.028-0.010 0.016:0.019 0.00%+0.011 0.013:0.021
10.65 0.012:0.012 0.0430.022 —0.017£0.013 0.00%:0.025
13.57 0.012:0.016 0.018:0.031 —0.015+0.018 0.016:0.036
16.58 0.00%+0.023 0.065:0.043 —0.017£0.025 0.026:0.052
19.41 0.002:0.036 0.0410.069 0.1080.041 0.0310.087
21.88 —0.044+0.056 0.02&0.111 —0.108+0.068 0.031+0.146
23.90 0.0180.063 0.27%0.127 —0.084:0.079 —-0.172£0.171
25.44 0.0580.082 0.05%0.168 0.05%0.111 0.094:0.242
6=7.0°

5.61 0.123-0.069 -0.010+0.135 0.022:0.072 —0.272+0.195
7.72 0.018:0.010 0.02%0.019 —0.021+0.010 —0.038+0.031
10.29 0.001-0.012 0.081-0.023 -0.019+0.013 0.006:0.037
13.19 0.016:0.022 0.05%0.043 0.063:0.024 0.034:0.071
16.19 0.085:0.036 0.0710.075 —0.021+0.042 0.142:0.129
19.06 0.096:0.052 —0.035+0.107 0.076:0.063 0.2310.196
21.59 —0.034+0.064 0.106:0.136 0.023:0.085 0.066:0.263
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TABLE XXXVI. The measured virtual photon-nucleon asymmefy+ »A, and the spin structure functian for the resonance region.
The values ofv? andQ? are given at bin centers. The dilution facfoand applied correction ter, , which for these data also includes
a resolution correction, are from Eq@8) and (54). The value ofg, in the last column is calculated frod, under the assumption that

A2:0.

W2 GeV? Q? (GeVic)? f A A;+ A, * stattsyst g, = stattsyst
Proton6=4.5°
1.31 0.55 0.180 —0.0444 —0.086+0.126+0.225 —0.011+0.017+0.030
1.69 0.54 0.164 —0.0284 —0.453+0.125+0.127 —0.112+0.031+0.032
2.06 0.53 0.155 0.0101 0.4610.106+0.104 0.13%0.032+0.031
2.44 0.52 0.153 0.0204 0.694.091+0.086 0.344:0.045+0.035
2.81 0.50 0.154 —0.0051 0.222-0.078+0.046 0.142-0.050+0.027
3.19 0.49 0.144 —0.0049 0.242-0.079+0.092 0.142-0.046+0.050
3.56 0.48 0.144 —0.0047 0.096:0.072+0.030 0.0610.049+0.018
3.94 0.47 0.147 —0.0032 0.002-0.064+0.011 0.002-0.054+0.010
4.31 0.46 0.144 —0.0013 0.1340.059+0.017 0.129-0.057+0.008
4.69 0.45 0.143 —0.0013 0.1050.056+0.014 0.116:0.058+0.009
Deuteronf=4.5°
1.31 0.55 0.247 —0.0242 —0.173+0.278:0.236 —0.015-0.024+0.021
1.69 0.54 0.235 —0.0221 —0.305+0.231+0.078 —0.061+0.047+0.015
2.06 0.53 0.232 —0.0009 0.296:0.157+0.095 0.10%0.058+0.034
2.44 0.52 0.227 0.0115 0.184.152+0.072 0.078&0.064+0.030
2.81 0.50 0.232 0.0030 0.0210.128+0.055 0.011#+0.068+0.029
3.19 0.49 0.230 —0.0033 0.14%0.113+0.021 0.093%0.072+0.011
3.56 0.48 0.230 —0.0040 0.023:0.102+0.011 0.01%0.074+0.008
3.94 0.47 0.230 —0.0037 —0.017+0.096+0.010 —0.014+0.078+0.008
431 0.46 0.233 —0.0031 —0.034+0.091+0.009 —0.030+0.080+0.008
4.69 0.45 0.229 —0.0028 0.0550.086+0.010 0.053:0.084+0.008
Proton6=7.0°
1.56 1.26 0.159 —0.0524 —0.143+0.128+0.113 —0.015+0.013+0.012
1.94 1.23 0.154 —0.0012 0.349:0.110+0.105 0.0380.012+0.012
231 1.20 0.156 0.0251 0.799.087+0.088 0.17%0.019+0.020
2.69 1.18 0.158 0.0036 0.583.077+0.058 0.1630.021+0.014
3.06 1.15 0.154 0.0046 0.560.069+0.078 0.177%0.024+0.025
3.44 1.12 0.150 0.0029 0.262.066+ 0.035 0.10#0.025+0.010
3.81 1.10 0.148 0.0027 0.299.063+0.039 0.136:0.028+0.008
4.19 1.07 0.148 0.0038 0.433.059+0.062 0.2210.030+0.012
4.56 1.04 0.148 0.0035 0.324€.056+ 0.054 0.185:0.032+0.017
4.94 1.02 0.147 0.0033 0.230.053+0.037 0.15@:0.034+0.010
Deuteronf=7.0°
1.56 1.26 0.232 —0.0312 0.043:0.243+0.103 0.003%0.017+0.007
1.94 1.23 0.232 —0.0131 0.163:0.179+0.128 0.0180.019+0.014
231 1.20 0.230 0.0108 0.183.154+0.033 0.03@:0.025+0.005
2.69 1.18 0.231 0.0110 0.2370.134+0.072 0.054:0.030+0.016
3.06 1.15 0.234 0.0019 0.389.114+0.046 0.1120.033+0.012
3.44 1.12 0.228 0.0000 0.08D0.105+0.017 0.0280.037+0.006
3.81 1.10 0.228 —0.0005 0.12%#0.099+0.019 0.049:0.040+0.006
4.19 1.07 0.230 —0.0002 0.1780.094+0.030 0.08@:0.042+0.009
4.56 1.04 0.230 —0.0006 0.1450.091+0.026 0.073%0.046+-0.008
4.94 1.02 0.230 —0.0006 0.20%+0.085+0.036 0.1130.048+0.012
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G. Higher twist effects ' T T[T T 1

We have compared our experimental integrals with theo-
retical predictions using pQCD for the fini®@? corrections
to various sum rules, which were originally derived at infi-
nite Q2. At low Q? it is possible that higher twist effects
could also influence the evolution gf . These terms gener-
ate a multiplicative term of the formji1+C/[Q?(1—x)]}
[135]. When going to very high order in pQCD there is a
confusion between resummation effects generating?1/
terms and the higher twist terms. There have been several
calculations of the corrections 19, using QCD sum rules
and the bag modelsee the review$136]). These take the W2 (GeV?)
form of an additive correction to the sum rule of the form
w'/Q? where tp, n, or d for proton, neutron, or deuteron.  FIG. 23. Extracted values foh;,+ 7A, (circles in the reso-
From QCD sum rulef25,54 the higher twist contribution to nance region for the proton &) 4.5° and(b) 7.0°; and for the
ryis: deuteron atc) 4.5° and(d) 7.0°. Also shown are the Monte Carlo

predictions (solid line) and the data of Baunet al. [139] (dia-

4 monds. Error bars correspond to statistical errors only, whereas the
My bands below the data correspond to the systematic errors.
&

(56) NH; and ND; targets, and were corrected for beam and tar-
get polarizations as well as dilution to obtain the asymme-
tries from polarized protons and deuterons. The asymmetries
are small, but for the proton may be slightly positive for both
signs of pions at small momentum. Table XXXV gives the
pion asymmetry at the beam energy of 29.1 GeV for proton
and deuteron targets. Data for other beam energies and for
the target spins oriented perpendicular to the beam direction
Qave much larger statistical errors and are consistent with

M2
FTTZQ—zN(a2+4d2+4f2)+O

|- Gro

where a, (twist-2) and d, (twist-3) have been calculated
from data above antf}, is twist-4. The contribution t@. from

a, andd, is 0.004 for the proton and 0.002 for the deuteron,
which are quite negligible at our avera@¥=3 (GeV/c)?
and small compared to the estimated contributions ffgm
Table XXXIV shows calculated values @ff and ,ug using
bag models and QCD sum rules. The sum rule calculation
average about 0.02 for the proton and- 0.013 for the deu-
teron and thus would have an effect on the calculatioh of
at our averag®? of 3 (GeV/c)? comparable to our experi-
mental error. The bag model calculations are similar in mag- Results forA; + »A, extracted via the asymmetry method
nitude but opposite in sign to the sum rule calculations. Afor the resonance regio><5 Ge\?) are shown in Table
different type of calculation, using a diquark mod&B8]  XXXVI and in Fig. 23. Also shown in Fig. 23 is the data of
gives a higher twist contribution of a different form than Eq. Baumet al. [139]. The two data sets agree within the errors
(56), which numerically is 1% or less of bo[l’ﬁ" andl'} for  of both measurements. The asymmetry is negative and close
Q?=2 (GeVic)?. Using data from this experiment, Ji and to the expected valué,=—3 for the A resonance. In the
Melnitchouk[85] have extracted values for the twist-4 ma- region of theD 5 and theS,; resonancesW?~ 2.34 Ge\f)

trix elementf,. Combining this with results foa, andd,  A;+ nA, is large and positive. Althoughly is large for our

they find for the protonu5=0.04+0.02, and for the neutron kinematics, a small value &, would imply thatA; + 7A; is
15=0.03+0.04. ~A;.

The QCD sum rule higher-twist correction and a Pade Table XXXVII lists the systematic errors ol, + 7A; by
summation of the perturbative terms have been applied to theategory. The procedure for estimating these is as follows:
Bjorken sum rulg[Eq. (20)] by Ellis et al. [137]. They then (2 radiative corrections4): the maximum deviation in
use world data, including the preliminary results from thisthe radiative correction resulting from a 50% change in the
experiment, and find excellent agreement between experinput asymmetries;(b) model dependencémode). the
ment and theory. Working backwards, they determine thavorst-case change due to using various cross-section models
best value ofag is 0.117 3994+ 0.002 where the first set of in the extraction ofA, + 7A, from A, ; (c) central angle(6):
errors is experimental and the second theoretical, in excelledtncertainty due to the location of the central angle of the

agreement with the world average of 0.118.003. spectrometers(d) energy calibration §’): uncertainty due
to the spectrometer energy calibrati¢e); spectrometer reso-

lution (Reso): the maximum difference obtained by varying

the width of the hodoscope fingers by 20% and re-running
The asymmetries forr™ and r~ for our primary energy the Monte Carlo routine(f) polarization P,P,): combined

of 29 GeV corresponding to target polarization parallel anduncertainty in the beam and target polarizatigig$;dilution

anti-parallel to the beam directiorA{) are shown in Figs. factor (f ): uncertainty based on the variations in the calcu-

21 and 22. These data were measured using our polarizdated dilution factor with various cross-section models and

I. Resonance region

H. Pion asymmetry
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TABLE XXXVII. Systematic errorgabsolute on A, + A, by category for the resonance regisee text
for details.

w2 A model 6 E’ Resol PuP; f R %

Proton6=4.5°

131 0.0083 0.1842 0.0033 0.1156 0.0328 0.0354 0.0260 0.0188  0.0057
1.69 0.0006  0.1245 0.0051 0.0163  0.0052 0.0019 0.0014 0.0169  0.0046
2.06 0.0837 0.0082  0.0077 0.0541 0.0019 0.0145 0.0106 0.0224  0.0040
2.44 0.0548 0.0614 0.0070 0.0114 0.0098 0.0211 0.0155 0.0520 0.0088
2.81 0.0339 0.0019 0.0014 0.0201 0.0040 0.0106 0.0078 0.0191 0.0042
3.19 0.0544 0.0832 0.0008 0.0118 0.0027 0.0106  0.0078  0.0349  0.0040
3.56 0.0146  0.0256  0.0004  0.0003 0.0008 0.0045 0.0033 0.0150 0.0036
3.94 0.0102 0.0015 0.0000 0.0022 0.0020 0.0009 0.0006 0.0003 0.0032
4.31 0.0011 0.0028 0.0006 0.0012 0.0010 0.0055 0.0040 0.0156 0.0031
4.69 0.0062  0.0017 0.0004 0.0008 0.0001 0.0043 0.0032 0.0115  0.0029

Deuteronfd=4.5°

131 0.1965 0.1531 0.0242 0.1203 0.0375 0.0236  0.0132 0.0027  0.0033
1.69 0.0638 0.0613 0.0129 0.0331 0.0048 0.0015 0.0008 0.0259  0.0049
2.06 0.0220 0.0861 0.0180 0.0197 0.0044 0.0161 0.0090 0.0234  0.0058
2.44 0.0107 0.0702 0.0059 0.0073 0.0010 0.0046 0.0026 0.0126  0.0040
2.81 0.0074 0.0542 0.0017 0.0047 0.0013 0.0004 0.0002 0.0016 0.0022
3.19 0.0110 0.0047 0.0067 0.0046 0.0016 0.0099 0.0056 0.0108 0.0034
3.56 0.0037  0.0099 0.0014 0.0003 0.0002 0.0027 0.0015 0.0017 0.0022
3.94 0.0029 0.0094 0.0003 0.0001 0.0002 0.0003 0.0002 0.0016 0.0019
431 0.0021  0.0084 0.0011 0.0008 0.0002 0.0009 0.0005 0.0037 0.0016
4.69 0.0024 0.0056 0.0027 0.0007 0.0001 0.0039 0.0022 0.0060 0.0016

Proton6=7.0°

1.56 0.0186  0.1033 0.0010 0.0126 0.0386 0.0163 0.0090 0.0030 0.0010
1.94 0.0165 0.0186 0.0086 0.1006  0.0010 0.0163 0.0089 0.0137  0.0019
231 0.0742 0.0028 0.0150 0.0171 0.0141  0.0258 0.0141  0.0251  0.0081
2.69 0.0103 0.0287 0.0088 0.0196 0.0012 0.0237 0.0130 0.0370  0.0064
3.06 0.0342 0.0630 0.0057 0.0105 0.0043 0.0200 0.0110 0.0385 0.0064
3.44 0.0106  0.0196 0.0029 0.0039 0.0024 0.0100 0.0055 0.0262 0.0033
3.81 0.0075 0.0030 0.0030 0.0021 0.0013 0.0115 0.0063 0.0353 0.0040
4.19 0.0054 0.0056  0.0040 0.0004 0.0004 0.0164 0.0090 0.0591 0.0061
4.56 0.0071  0.0235 0.0028 0.0005 0.0005 0.0127 0.0070  0.0463  0.0046
4.94 0.0009 0.0099 0.0018 0.0004 0.0003 0.0089 0.0049 0.0341 0.0039

Deuterong=7.0°

1.56 0.0887 0.0335 0.0008 0.0355 0.0288 0.0216 0.0091 0.0030 0.0018
1.94 0.0144 0.1146  0.0172 0.0523 0.0004 0.0158 0.0066 0.0016  0.0019
2.31 0.0206  0.0020 0.0111 0.0185 0.0051 0.0064 0.0027 0.0113 0.0028
2.69 0.0072 0.0686  0.0095 0.0040 0.0004 0.0098 0.0041 0.0163 0.0043
3.06 0.0085 0.0136  0.0209 0.0052 0.0110 0.0229 0.0096 0.0269  0.0083
3.44 0.0045 0.0129 0.0051 0.0033 0.0032 0.0049 0.0020 0.0056  0.0031
3.81 0.0045 0.0101 0.0068 0.0003 0.0030 0.0073 0.0030 0.0115 0.0031
4.19 0.0046  0.0095 0.0101 0.0062 0.0004 0.0113 0.0047 0.0232 0.0045
4.56 0.0015 0.0075 0.0079 0.0032 0.0004 0.0091 0.0038 0.0208 0.0037
4.94 0.0063 0.0059 0.0109 0.0082 0.0011 0.0130 0.0054 0.0289 0.0054
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FIG. 24. Measurements @f;(x,Q?) in the resonance region as Iy B ,‘ N
a function of W? for the proton ai(@ 4.5° and(b) 7°; and for the I/
deuteron atc) 4.5° and(d) 7°. The present dataircles are plot- 0 ,j L 1
ted together with the data of Bauet al.[139] (diamond$ and our
Monte Carlo simulatior(solid line). The errors are indicated as in (b) p
Fig. 23. 01
. . . ’ ] | ] | 1 | 1
the stated uncertainty in the target compositidm;R(x,Q?) 0 1 > 3 4
(R): uncertainty arising from lack of knowledge d® Q@ [(GeVic)?]

=0 lo7; (i) no transverse datayf): uncertainty in the ex-

traction ofg, from A;+ A, due to the lack of knowledge FIG. 25. Integrals ofj;(x,Q?) at several fixed values @? for
aboutAz. Thls was estimated using the maximum deV|at|ons(a) the neutron andb) the proton. The present dataircles are
in g; assumingh, =0 andg,=0. Even ifA, were as large as  yotteq together with data from E143 deep-inelastic results from
0.3, the extracted values gf would shift by less than 0.014, {his experiment(squares and E142[10] (inverted triangle The
which is small compared to the statistical errors on eackyrves correspond to the evolutifdg] of the deep-inelastic results
pOint. By far the Iargest error comes from radiative and resodue to Changingls (so”d), the predictions of Burkert and loffe
lution corrections. [142] (short dash the model of Soffef143] (long dash, and the

In addition toA;+ nA,, Table XXXVI also shows the GDH approach taQ?=0 (solid). The error bars are statistical, and
results forg, for the resonance region. Figure 24 shayys the shaded bands correspond to the systematic errors.
for proton and deutero¢per nucleohmeasured with the two
spectrometers as a function W2, The data of Baunet al.  lation we simply took the overall parametrization of the data
[139] are taken at similar kinematics and convertegj{dor and integrated it fromx=0 to x=0.03. Extrapolation errors
comparison by assuminy,= 0. Within errors, the two mea- for the region below the last measured datumx&t0.03
surements agree well. Both data sets show a negative contsivere taken to be as large as the values themselves. Table
bution in the region of theA(1232 resonance atW? XXXVIII lists for each target the numerical values for the
~1.5 GeV, and a strongly positive contribution just above integrals in the resonance region alod&®), in the deep-
W?2=2 Ge\? where theS;; and D3 resonances are impor- inelastic region I'2'S), for the lowx extrapolation ['$"),
tant. This peak is less pronounced for the deuteron. The soligind for the combined totall().
lines show the Monte Carlo simulation. Although several models for th®? evolution ofI';(Q?)

Figure 25 shows the integrall (Q?) for proton and neu-  exist [53,140—143 we show here only two representative
tron, evaluated at the avera@¥ for the resonance region ones, together with the evolutid3] of the world’s deep-
(M?<W?<4 GeV?). We summed our resonance results di-inelastic data due to the changing coupling constant Al-
rectly (where Q does not vary muchand then added a though the GDH sum rule is strictly valid only &3=0
contribution from smallek (largerW?) at the same fixe®*  whereI';(Q?) vanishes, it can be used to predict the slope of
by interpolating the 9.7 and 16 GeV data to the appropriatq™,(Q?) for small Q2. The solid line at lowQ? showsT,
Q2. The neutron integrals were derived assuming a 5% D— — k?Q?/8M? in which « is the anomalous magnetic mo-
state probability for the deuteron. The statistical errors asment of either the proton or neutron. Burkert and Idffd 2]
signed to the integral over the deep-inelastic regibf'})  consider the contributions from the resonances using the
correspond to the weighted average of the statistical errorsode A0, and the nonresonant contributions using a simple
on the corresponding 9.7 and 16.2 GeV data points used ihigher-twist-type form fitted to the deep-inelastic data. Their
the interpolation. Systematic errors on the total integ¥dl  model is constrained to fit both the GDH and the deep-
were calculated using the systematic uncertainties for théelastic limits, and it describes the data quite well. Soffer
measuredy; in the resonance region added linearly to theand Teryae\143] assume that the integral ovgr+g, var-
systematic errors for the deep-inelastic region, which arées smoothly from highQ? where g,~0 down to Q?=0.
highly correlated with each other. For tle<0.03 extrapo- Using their simple prediction for this integral and subtracting
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TABLE XXXVIII. Integrals I';(Q?) of the structure functiong, for the proton(p), deuteron and neutron
(n) at low Q2. Listed are the measured sufi§® for the resonance regiomM?<4 Ge\?) andI'>'S for the
deep-inelastic regiofW?>4 Ge\? using data from 9.7 and 16 GeV beam energitt® lowx extrapolation
I'$" for x<0.03, and the combined tot&E™.

2

(GeVic)? '+ statt syst I'D'S+stat+syst ree I'P'+stat- syst
0.5 Proton 0.0220.007£0.008 0.01%#0.002+0.003 0.009 0.04¥0.007+0.015
0.5 Deuteron 0.00#£0.010+0.008 0.004-0.003+0.002 0.000 0.0080.011+0.009
0.5 Neutron —0.013:0.023+0.018 —0.030+0.024+0.025
0.5 p-n 0.0770.027+0.036
1.2 Proton 0.0320.003-0.003 0.05%*0.003+0.003 0.014 0.10#0.005-0.016
1.2 Deuteron 0.0180.005-0.003 0.0190.006+=0.002 0.001 0.03%0.0070.006
1.2 Neutron —0.001+0.010+0.008 —0.023+0.016£0.020
1.2 p-n 0.127#0.018£0.034

the contribution fromg, using the Burkhardt-Cottingham g, are consistent with calculations within the large errors.

sum rule[74] gives the dashed curves in Fig. 25, which alsoThe resonance region data show the theoretically expected

agree quite well with our data. asymmetries at thA (1232 peak and larger than expected
The present spin structure function data in the region oRsymmetriegat least at lowQ?) in the region of theS;; and

the nucleon resonances allow us to determine the integrald:3 resonances. The first moment@if(Q?) decreases with

'1(Q?) for the first time atQ? below 2 (GeVt)2. In con-  decreasing? at low Q? toward the GDH sum rule limit as

trast to the nearly flat behavior in the deep-inelastic regiorPredicted by several models. The asymmetry of pions is

above Q2=2(GeV/)?, I'; varies rapidly below Q2  close to zero. _

=2 (GeVlc)2. Models that interpolate between the deep- With the current round of experiments we now have good

inelastic and GDH limits describe the data quite well in thisknowledge of the distribution of quark spins for0.003. A
non-perturbative regime. complete understanding of the spin structure of the nucleon

awaits experiments to measure directly the gluon spin distri-

X h K spin distributi |
V1. CONCLUSION bution and to probe the quark spin distribution at lower
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