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Standard parton distribution function sets do not have rigorously quantified uncertainties. In recent years it
has become apparent that these uncertainties play an important role in the interpretation of hadron collider data.
In this paper, using the framework of statistical inference, we illustrate a technique that can be used to
efficiently propagate the uncertainties to new observables, assess the compatibility of new data with an initial
fit, and, in case the compatibility is good, include the new data in thESt556-282(198)02019-0

PACS numbdss): 13.87.Ce, 12.38.Qk

[. INTRODUCTION The method described in this paper is well suited for this
purpose.

Current standard sets of parton distribution functions In this paper, using the framework of statistical inference
(PDPF) do not include uncertaintid4]. In practice, as long as [5,6], we illustrate a method that can be used for many pur-
the PDF’s are used to calculate observables that themselvesses. First of all, it is easy to propagate the PDF uncertain-
have large experimental uncertainties, this shortcoming isies to a new observable without the need to calculate the
obviously not a problem. In the past the precision of thederivative of the observable with respect to the different PDF
hadron collider data was such that there was no ostensiblearameters. Secondly, it is straightforward to assess the com-
need for the PDF uncertainties, as was testified by the googatibility of new data with the current fit and determine
agreement between the theory and measurements. Howevgjhether the new data should be included in the fit. Finally,
the need for PDF uncertainties became apparent with thghe new data can be included in the fit without redoing the
measurement of the one jet inclusive transverse energy at thghole fit.

Fermilab Tevatror{2]. At large transverse jet energies the  This method is significantly different from more tradi-
data was significantly above the theoretical prediction, a posjgnal approaches to fit the PDF’s to the data. It is very
sible signal for new physics. The deviation was ultimatelyfiexible and beside solving the problems already mentioned,
“fixed” by changing the PDF’s in such a manner that they it offers additional advantages. First, the experimental uncer-
still were consistent with the observables used to determingyinties and the probability density distributions for the fitted
the PDF[3]. This is a reflection of the significant PDF un- parameters do not have to be Gaussian distributed. However,
certainties for this observable. Knowing the uncertainties orsych a generalization would require a significant increase in
the PDF's would have cleared the situation immediately computer resources. Second, once a fit has been made to all
Note that once the data is used in the PDF fit, it cannot bgne data sets, a specific data set can be easily excluded from
used for other purposes: specifically, setting limits on posthe fit. Such an option is important in order to be able to
sible physics beyond the standard model. In that case, ongyestigate the effect of the different data sets. This is par-
should fit the PDF's and the new physics simultaneouslyticularly useful in the case of incompatible new data. In that
The technique presented in this paper is well suited for thigase one can easily investigate the origin of the incompat-
sort of problem. ibility. Finally, because it is not necessary to redo a global fit

The spread between different sets of PDF's is often assqn order to include a new data set, experimenters can include
ciated with PDF uncertainties. Currently, this is what is Useqheir own hew data into the PDF's during the ana'ysis phase_
for the determination of the PDF uncertainty on teboson The outline for the rest of the paper is as follows. In Sec.
mass at the Fermilab Tevatron. It is not possible to argue that e describe the inference method. The flexibility and sim-
this spread is an accurate representation of all experiment |icity of the method is illustrated in Sec. I, by applying it
and theoretical PDF uncertainties. For the next planned higfy the Collider Detector at Fermilal€DF) one jet inclusive
luminosity run at Fermilab, assuming an integrated luminostransverse jet energy distributidi2] and the CDF lepton
ity of 2 fo™?, the expected 40 MeV uncertainty on t¢  charge asymmetry dafd]. In Sec. IV we draw our conclu-

boson mass is dominated by a 30 MeV production modekjons and outline future improvements and extensions to our
uncertainty. The latter uncertainty itself is dominated by themethod.

PDF uncertainty, estimated to be 25 Mg4). This determi-
nation of the PDF uncertainty is currently nothing more than
an educated guess. It is made by ruling out existing PDF's,
using the lepton charge asymmetry\ihboson decay events.
The spread of the remaining PDF’s determines the uncer- Statistical inference requires an initial probability density
tainty on the extractetl-boson mass. Because the PDF un-distribution for the PDF parameters. This initial distribution
certainty seems to be the dominant source of uncertainty inan be rather arbitrary, in particular it can be solely based on
the determination of th&V-boson mass, such a proceduretheoretical considerations. Once enough experimental data
must be replaced by a more rigorous quantitative approaclare used to constrain the probability density distribution of

Il. THE METHOD OF INFERENCE
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the parameters the initial choices become irrelevabhvi- We now can evaluate any integralover the parameter

ously, the initial choice does play a role at intermediatespace as a finite suh6]

stages. The initial distribution can also be the result of a

former fit to other data. The data that we will use later in this Npar

paper do not constrain the PDF’'s enough by themselves to |_f FON P (N A~ —— E FON)=(f), )

consider using an initial distribution based only on theory.

The final answer would depend too much on our initial

guess. We therefore decided to use the results of[Rgfln . .

this work the probability density distribution was assumed toWlth M as thejth random set ofn). The functionf repre-
ents an integrable function of the PDF parameters. The un-

be Gaussian distributed and was constrained using deep Icertamt on the integrdl due to the MC integration is given
elastic scatteringDIS) data. All the experimental uncertain- by y 9 9 9

ties, including correlations, were included in the fit, but no
theoretical uncertainties were considered. The fact that no

Fermilab Tevatron data were used allows us to illustrate the <f2>—(f>2
method with Fermilab Tevatron dataVe briefly summarize =N—"N_ ()]
Ref.[8] in the Appendix. pdf

In Sec. Il A we explain the propagation of the uncertainty
to new observables. Section 1l B shows how the compatibil- For any quantityx(\) that depends on the PDF param-
ity of new data with the PDF can be estimated. Finally, ineters {\} (for example, an observable, one of the flavor
Sec. Il C we demonstrate how the effect of new data can bEDF’s or for that matter one of the parameter itsethe
included in the PDF’s by updating the probability density theory prediction is given by its average valug and its
distribution of the PDF parameters. uncertaintyo. :3

A. Propagation of the uncertainty

Npdf
We now assume that the PDF’s are parametrized at an Hx= fvx(?\)Pinit(?\)d)\%N—cﬁzl X(N),
initial factorization scaleQg, with Ny, parametersi\} P
E)\l,)\z,...,)\Npa and that the probability density distribu-
; Npdf

tion is given byP;,:(\). Note thatP;,:(\) does not have to 5
be a Gaussian distribution. Ux:JV(X()\)—Mx)zpinit(h)dk —pf; (X(N) = ).
By definition P;,;(\) is normalized to unity, (4)
jvpinit()‘)d)‘zl’ (1) Note thatu, is not necessarily equal to the value xqfA)

evaluated at the central value of tfe}. However, this is
where the integration is performed over the full multidimen-how observables are evaluated if one has only access to
sional parameter space add=1I. Pa’ d\;. To calculate the PDF’s without uncertainties.
parameter space integrals we use a Monte CAMIG) inte- Giveny(\), another quantity calculable from thk}, the

gration approach with importance sampling. We generat&ovarnance ok(:) andy(A) is given by the usual expression
Npqt random sets of parametefs} distributed according to

Piit(A). This choice should minimize the MC uncertainty

for most of the integrals we are interested in. For reference nyZI (X(N) = ) (Y(N) = ) Pigie(N) dX

we also generate one set at the central values of\thehe

Moy - The number of parameter sets to be used depends on 1 oo J

the quality of the data. The smaller the experimental uncer- ~ Npar ]Z (XN = ) (YN = ). (5)

tainty is compared to the PDF uncertainty, the more PDF’s
we need. We must ensure a sufficient fraction of PDF’s span
the region of intered.e., close to the da}aFor the purposes The correlation betweewr(\) andy(\) is given by cog,
of this paper, we found thatl,4= 100 is adequate. Clearly, =Cy,/(oy0oy). For example, this can be used to calculate
to each of theN s sets of parameterd} correspond a set of the correlation between two experimental observables, be-
unique PDF’s. Each of these PDF sets have to be evolvetiveen an observable and one of the PDF parameters, or be-
using the Altarelli-Parisi evolution equations. We used thetween an observable and a specific flavor PDF at a fixed
CTEQ Collaboration package to do this evoluti@]. Bjorken x.

Using Eq.(3), the MC uncertainty on the average and

(co)variance is given by

The standard PDF sets of REf] basically assume that the initial
probability density distribution for the parameters is uniform.

Recent PDF sets have also included the Tevatron data that wedlf the uncertainty distribution is not Gaussian the average and the
will use, but none of these sets included uncertainties. standard deviation might not properly quantify the distribution.
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oy , e~ (V2XoeN)

Suy= , P(xé|N) =P e ———— 9
X \/Wdf ( | ) (Xnew) (ZW)Nob#Ctoq

502=0'2\/i (6) e 2 ” 242
X 7N Npgf C.L.(x |)\)=C.L.(Xnew)=f ) P(x)dx~, (10

Xnew

0C,,=Cyy\/ 2 h

Xy Xy Wdf where
The MC technique presented in this subsection gives a ; Nobs e oo
simple way to propagate uncertainties to a new observable, XnewlN) = ; =X (MM =% (V) (1)

without the need for calculating the derivatives of the ob-

servable with respect to the parameters. ) ) .
is the chi-squared of the new data. The theory prediction for

thekth experimental observabig(\) is calculated using the
PDF set given by the parametdig. The matrixM™ is the

We will assume that one or several new experiments, nohverse of the total covariance matr®&®, which in turn is
Used in the determination Of the Il’lltla| probablllty density given by the sum Of the experiment@FXp and theoretica'
distribution, have measured a set Wf,s observablegx®  ctheor coyariance matrix. We assume that there is no corre-
=X{,X3,... X\, - The experimental uncertainties, including lation between the experimental and theoretical uncertainties.
the systematic uncertainties, are summarized by Ngg, ~We will use a minimal value of 0.27% on the confidence
X Nops €Xperimental covariance matri@®®. Note that the level, corresponding to a three sigma deviation, as a measure
correlations between experiments are easily incorporatedf compatibility of the data with the theory. If the new data
Here however, we have to assume that the new experimenge consistent with the theory prediction then the maximum
are not correlated with any of the experiments used in thef the distribution of they2,,, should be close tbl,ps (within
determination oP,,; . The probability density distribution of the expected/2N,,s uncertainty. The standard deviation of

B. Compatibility of new data

{x®} is given by X2ew o2 ., tells us something about the relative size of the
Nt PDF uncertainty compared to the size of the data uncertainty.
p(xe):f P(Xe|7\)Pinn()\)d?\~N— Z P(x¢[\), (7) The larger the value O&Xﬁew is compared toy2Ny,s the
v paf =1 more the data will be useful in constraining the PDF’s.

where P(x¢|\) is the conditional probability density distri- Note tgat.'f there are several unczorrelated. experiments,
bution (often referred to as likelihood functipriThis distri- 1€ t0talX7e, IS €qual to the sum of theye,, of the individual
bution quantifies the probability of measuring the specific seEXPeriments and the conditional probability is equal to the
of experimental value&®! given the set of PDF parameters product of the individual conditional probabilities.
{\}. In PDF sets without uncertaintie®;,;(\) is a delta
function andP(x®)=P(x®|\). C. Effect of new data on the PDF’s

Instead of dealing with the probability density distribution Once we have decided that the new data are compatible
of Eq. (7), one often quotes the confidence level to determin%\//

ith the initial PDF's, we can constrain the PDF’s further.
the agreement between the data and the model. The con Ve do this within the formalism of statistical inference, us-

dgnce Ievellis defined as the probability that a repeat of. th?ng Bayes theorem. The idea is to update the probability
given experimert) would observe a worse agreement with density distribution taking into account the new data. This

the model. The confidence level pt°} is given by new probability density distribution is in fact the conditional

Npdr probability density distribution for thg\} considering the
C.L.(xe)IJ C.L(XN) Py ) A ~ N > C.L(x)), new data{x®} and is given directly by Bayes theorem
\ pdf j=1
(8) P(x®IN) Pii(N)

PneV\p\): P()\lXe)= (12)

e ’
where C.L.&%|\) is the confidence level d&®} given{\}. If PO
C.L.(x®) is larger than an agreed value, the data are consid- o i i L
ered consistent with the PDF and can be included in the fit. F¥hereP(x®), dEf'nfd_ in Eq(7), acts as a normalization fac-
it is smaller, the data are inconsistent and we have to detefor such thaP(\[x®) is normalized to one. Because,(\)

mine the source of discrepancy. is normalized 2to unity, we can repla€qx®|\) in Eqg. (12

For non-Gaussian uncertainties the calculation of the consimply by e XneW™2_ This factor acts as a new weight on
fidence level might be ambiguous. In this paper we assumeach of the PDF's.
that the uncertainties are Gaussian. The conditional probabil- We can now replac®;,(\) by P,eu()) in the expression
ity density distribution and confidence level are then givenfor the average, standard deviation and covariance given in
by Sec. Il A and obtain predictions that include the effect of the
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new data. With the MC integration technique described be- An alternative way to generate a PDF set distributed ac-

fore, these quantities can be estimated by weighted sumsrding toP,(\) is to unweight the now weighted initial

over theN,q PDF sets PDF set. The simplest way to unweight the PDF sets is to use
a rejection algorithm. That is, defing,,,, as the largest of

i @ the N,gt Weights given in Eq(14). Next generate for each
Hx= kzl wix(A), PDF set a uniform stochastic numbmgy between zero and
one. If the weightwy is larger or equal t@, X w,.x We keep
N PDF setk, otherwise it is discarded. The surviving PDF’s are
o2~ > W x(\®)— w2, (13y  how dlstnbut(_ed according t@_new()\).n;l\'Nhe number of sur-
k=1 viving PDF’s is on average given bypdf = 1MW We can
now apply all the techniques of the previous subsections,
Npa using the new unweighted PDF set. The MC integration un-
Cyy™~ kzl Wil X\ ) = i, Ty ®) =y ], certainties are easily estimated using the expected number of

surviving PDF’s. In the extreme case thaj,,, is close to
one and only a few PDF survive the unweighting procedure,
the number of initial PDF's must be increased. The other
extreme occurs when all the weights are approximately
equal, i.e.w,~1/Nyq. In that case the new data hardly puts
any additional constraints on the PDF.

Thexﬁew is only used to calculate the weight of a particu-
lar PDF, so that the new probability density distribution of
Note that for the calculation of the Monte Carlo uncertaintyth® PDF parameters can be determined. We do not perform a

of the weighted sums, the correlation between the numeratdii-Squared fit. However, if the new probability density dis-
and denominator in Eq(13) has to be taken into account tribution of the parameters is Gaussian distributed then our

properly. method is equivalent to a chi-squared fit. In that case the

Our strategy is very flexible. Once the theory predictions2V€'2g€ value of the parameters cprre_sponds to _th_e maxi-
x'(\) using theN,q PDF sets are known for each of the mum of the probability _den3|ty distribution. The_ minimum
experiments, it is trivial to include or exclude the effect of chi-squared Sa” be estlmatgdlth MC uncertamp_e}s from.
one of the experiments on the probability density distribu-IN€ 8eragexne, calculated with the new probability density
tion. If the different experiments are uncorrelated then aldistribution. Indeed, by deflnénon this average must be equal
that is needed is thgZ,,, of each individual experiment for 1© the minimum chi-squareg,, plus the known number of
all the PDF sets. In that case, each experiment is compress@g@rameters. Note that the variance of jtfe., must itself be
i 2 equal to twice the number of parameters. To obtain the over-
into Npgr Xpew Values. . . - ;

One other advantage is that all the needid) can be all minimum chi-squared, the value of the minimum chi-
calculated beforehand in a systematic manner, whereas stafuared of the initial fit must be added)ify, As long as the
dard chi-squared or maximum likelihood fits require mamyconﬂdence level of the new data that were included in the fit

evaluations ofx}(()\) during the fit as the parameters are |s_suﬁ|p|ently high, the OV‘?fa” minimum c_h|—squared .Ob'
changed in order to find the extremum. These methods art’guned is guaranteed to be in accordance with expectations.
not very flexible, as a new fit is required each time an ex-
periment is added or removed.

The new probability density distribution of the PDF pa- Ill. EXPANDING THE PDF SETS

rameters is Gaussian if the following three conditions are o viability of the method described in Sec. Il is studied
met. First, the initial probability density distrilbqtid?ninit()\) using two CDF measurements. In Sec. Il A the one jet in-
must be Gaussian. Second, all the uncertainties on the dasjve transverse energy distribution is considered, while
points must.be Gaussm_n dlstrlbut@Uat includes systgnjatlc the lepton charge asymmetry W-boson decay is examined
and theoretical uncertainties-inally, the theory predictions i, sec. 111 B. The statistical, systematic, and theoretical un-
Xi(\) must be linear ir\} in the region of interest. This last certainties on the observables will be taken into account.
requirement is fulfilled once the PDF uncertainties are small

enough. For the studies in this paper all three requirements

are fulfilled. The new probability density distribution can A. The one jet inclusive measurement

therefore be characterized by the average value of the param- L .
eters and their covariance matrix, which can be calculated, The_ CDF _results on the one jet inclusive transverse en-
together with their MC integration uncertainty, using Eq_ergy distribution[2] demonstrated the weakness of the cur-

(13). Once the new values of the average and the covariand&nt standard PDF sets because of the absence of uncertain-
matrix have been calculated, a new set of PDF parameteltées on the PDF parameters.

can be generated according to the new distribution and used

to make further predictions instead of using the initial set of

PDF with the weights. “We are assuming that the initigf,,, was within expectations.

where the weights are given by

o~ (U2 x5e )

Wy = . (14)
s I’\l:pcife— (12 Xﬁew( 0
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The observables are the inclusive jet cross section at difestimate the uncertainty we make another theoretical predic-

ferent transverse energf’elﬁ‘T tion now choosing as a scaje=ET®. The “one-sigma”
q uncertainty is defined as
ag .
Xi dE; (E7). (15 doNLo

AM(ET): dE- (SN %E?ax)
We first have to construct the experimental covariance ma- T
trix C{® using the information contained in ReR]. The doNt© _ Cma
paper lists the statistical uncertainty at the different experi- B dET (Eropn w=ET%).
mental points Ag(EY}) together with eight independent
sources of systematic uncertaintiés,(E}). Hence, the ex- As we will see later in this section the theoretical uncertain-

(20

perimental measurements, are given by ties are small compared to the other uncertainties. Therefore
this crude estimate suffices for the purposes of this paper. In

] ) 8 ) the future a more detailed study of the theoretical uncertainty

XP=X{(\) + 7pAo(EY) + kEl mA(ET), (16)  is required. The scale uncertainty is often associated with the

theoretical uncertainty because of the truncation of the per-

. - turbative series. However, it is important to realize this is
t 1
where as befores;(\) was the theoretical prediction for the only a part of the full theoretical uncertainty.

. i
observable calculated with the set of paramefefsThe 7, In Fig. 1(a) we present results for the single inclusive jet

and 7, are independent random variables normally distrib-cos5 section as a function of the jet transverse energy. Both
uted with zero average and unit standard deviation. Note thajat5 and theoretical predictions are divided by the average

some of the systematic uncertainties given in R&f.are  reqiction of the initial PDF’s. The next leading ord&i_O)
asymmetric. In those cases we symmetrized the Uncerta'”&redictions are calculated using therraD prediction[10].

using the average deviation from zero. From B@) we can  The inner(outed error bar on the experimental points repre-
construct the experimental covariance matrix sents the diagonal part of the experimeitatal) covariance
8 matrix. The dotted lines represent the initial one-sigma PDF
exp_ i\\2 i j uncertainties. The solid lines are the theory predictions cal-
Cii™=(Qo(E))dy +k21 AdEr)A(ER). (7 culated with the new PDF'§.e., the new probability density
distribution. The plot is somewhat misleading because of
We also need to estimate the theoretical uncertainty. Ithe large point-to-point correlation of the uncertainties. The
Eq. (16) no theoretical uncertainties were taken into accountconfidence level of 50% is very high, indicating a good
We consider two types of uncertainties: the uncertainty duagreement between the prediction and the data.
to the numerical Monte Carlo integration over the final state This leads us to the conclusion that the one jet inclusive
particle phase spac#yc(E}) and the renormalization and transverse energy distribution is statistically in agreement
factorization scaleu uncertainty,AM(E'T)_ The theoretical With the NLO theoretical expectation based on the initial

prediction in Eq.(16) must then be replaced by probability density distribution of the PDF parameters. No
indication of new physics is present. Note that the prediction
. do™° i i i using the initial PDF differs quite a bit from the more tradi-
Xi(N)— dE; (Ex M)+ mcAwc(Ey) + 7,4 ,(Ey), tional fits such as MRSDO, see the dashed line in Fig).1

(18)  Having no uncertainties on the traditional fits it is hard to
draw any quantitative conclusion from this observation. The
from which we can derive the theoretical covariance matrixlarger value of the jet cross section calculated using the ini-
, _ ‘ tial PDF set at high transverse energies compared to MRSDO
C};‘e(”: (AMC(E'T))Zéij +A,(EPA L (EY). (199  was anticipated in Ref8] and can probably be traced back
to the larged andu quark distribution at the reference scale
Here we assume that there is no bin to bin correlation in th&, and moderatex~0.2. This difference in turn was par-
MC uncertainty. On the other hand, we take the correlatiortially attributed to the different way of treating target mass
of the scale uncertainty fully into account. Balfyc andA , and Fermi motion corrections.
are evaluated at the central values of the PDF parameters, Given the confidence level of 50% the one jet inclusive
assuming that the variation is small. data can be included in the fit. Using Ed.1) we calculate
We evaluate the scale uncertainty in a very straightforfor each PDF sek the corresponding?,,(\¥). This gives us
ward manner. As the central prediction the renormalizatiorthe 100 weightsv, (conditional probabilitiesdefined in Eq.
and factorization scale are taken to be equal to half the trang44). Using Eq.(13), we can calculate the effects of includ-
verse energy of the leading jet in the events 3ET®. To ing the CDF data into the fit. The results are shown in Figs.
1(a) and Xb). As can be seen in Fig(d) the effect is that the
central value is pulled closer to the data and the PDF uncer-
>To be more precise, the inclusive jet cross section in differentainty is reduced substantially. Two of the 14 PDF param-
bins of transverse energy. In the numerical results presented hegiers are affected the most. As expected these are the strong
we take the finite binning effects into account. coupling constanteg(M,) and the gluon PDF coefficierg,
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FIG. 1. (@) Single inclusive jet cross section as a function of the jet transverse energy. The results are divided by the average prediction
calculated with the initial PDF's. The data points are the CDF rdnrésults. The dotted lines represent the initial one-sigma PDF
uncertainties. The solid lines are the theory predictions calculated with the new PDF’s. Theimeererror bars on the data points are the
diagonal entries of the experimentidtal) covariance matrix. The dashed line is the prediction obtained with the Martin-Roberts-Sterling set
DO (MRSDO PDF set.(b) The one-sigma correlation contour between the strong coupling consi@dt;) and theB parameter in the
gluon PDF[=x%(1—x)# at the initial factorization scalecalculated for both the initial and new PDF'’s.

which controls the high behavior(the gluon PDF is pro- tive to the theory average prediction using the initial PDF's.
portional tox*(1—x)# at the initial scalg In Fig. 1b) we  For the NLO calculations th@YRAD prediction[10] was
show the correlation between these two parameters beforgsed. The inner error bars on the experimental points are the
and after the inclusion of the CDF data. As can be seen thetatistical uncertainties; the systematic uncertainties are
impact ong is very significant. Similarly, the uncertainty on small and we can safely neglect them. The outer error bars
as is reduced substantially and the correlation between thgre the diagonal of the total covariance matrix. In this case,
two parameters is also changed. This indicates that the onfie theoretical uncertainty is dominated by the phase space
jet i_nclusive transverse energy distribution in itse!f ha}s amaponte Carlo integration uncertainty; we took its bin to bin
jor impact on the uncertainty afs and the determination of ¢qrrejation into account. Similar to the one jet inclusive

the gluon PDF. Note that we do not address the issue of thg, gy erse energy case, the scale uncertainty is defined by the

p?ramfgrlz_aplpr; gfgg,“a'”.l?’ . r? ther Ctumces °|I hqrw tobga,ramdifference between the theoretical prediction calculated using
etrize the initial s will change the results. To obtain a, scales =My and u=2x M,y.

value and uncertainty afg(M,) which is on the same foot- As is clear from Fig. 2a), there is a good agreement be-

. : o )
INg as the.one obtained fromi"e™ colliders, one needs to tween the data and the NLO prediction, except for the last
address this issue. . . . o i
experimental point at the highest pseudorapidity. The confi-
dence level including the last point is well below our thresh-
old of 0.27%. In order to be able to include the data into the

Our second example is the lepton charge asymmetry if?DF fit we decided to simply exclude this data point from
W-boson decay at the Fermilab Tevatron. As already exeur analysis. Without the highest pseudorapidity point we
plained, this observable is important for the reduction of theobtain a reasonable confidence level of 4%. It is not as good
PDF uncertainties in th&/-boson mass extraction at hadron as in the single inclusive jet case even though the plots ap-
colliders. The asymmetry is given by pear to indicate otherwise. The reason for this is the absence

N* _N- of significant point-to-point correlation for the charge asym-
_ (N™ (7) (7¢)) (21)  Metry uncertainties.

(N"(7e) + N7 (7))’ We can now include the lepton charge asymmetry data
into the fit by updating the probability density distribution
whereN* andN™~ are, respectively, the number of positrons with Bayes theorem, as described in the previous section. In
and electrons at the pseudorapidiy. Fig. 2(a) the predictions obtained with the new probability

In Fig. 2(a), we show the preliminary CDF data of rufi 1 density distribution are shown by the solid lines. As ex-
(solid pointg for the asymmetry, along with the NLO pre- pected, the data are pulling the theory down and reducing the
dictions (dotted line$ including the PDF uncertainties, rela- PDF uncertainties.

B. The lepton charge asymmetry measurement

A(7¢)
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FIG. 2. (a) The lepton charge asymmetry as a function of the lepton pseudorapidity. The results are normalized to the theory prediction
using the average value of the initial PDF’s. The data are the CDF'tymeliminary results. The error bars, dotted and solid lines have the
same definition as in Fig. 1b) The ratioR(yy,) normalized as i@ as a function of th&V-boson rapidity. The dotted and solid lines are
defined as in Fig. 1.

It is difficult to correlate the change in the asymmetry to atial of future hadron colliders to measurg(M;) and the
change in a particular PDF parameter. On the other hand, WW-boson mass is impressive, but cannot be disentangled
is well known that the lepton asymmetry can be approxi-from PDF uncertainties. The physics at the large hadron col-
mately related to the following asymmetry of the ratio of up lider (LHC) will also undoubtedly require a good under-
quark (u) and down quarkd) distribution function standing of the PDF uncertainties. On a more general level,

if we want to quantitatively test the framework of perturba-
[u(xq)/d(x1)]—[u(X2)/d(Xz)]

tive QCD over a very large range of parton collision energies
ROW) = [ Td ) T+ (U T006) |

(22 the issue of PDF uncertainties cannot be sidestepped.

In this paper we illustrated a method, based on statistical
inference, that can be used to easily propagate uncertainties
to new observables, assess the compatibility of new data, and
M if the latter is good to include the effect of the new data on

X, 2:_W et W, (23 the PDF without having to redo the whole fit. The method is
’ s versatile and modular: an experiment can be included in or
excluded from the new PDF fit without any additional work.
whereM,y is the mass of thgV boson'\/g the center of mass The statistical and systematic uncertainties with the full
of the collider, andy,, the W-boson rapidity. The PDF’s Point-to-point correlation matrix can be included as well as
were evaluated with the factorization scale equaMg,.  the theoretical uncertainties. None of the uncertainties are

The ratioR(yy,) is approximately théA-boson asymmetry réquired to be Gaussian distributed. . .
and obviously is sensitive to the slope of &l ratio. One remaining problem is the uncertainty associated with

I Fig. 2b) we show the ratidR(y.,) calculated with both i SO, T BRI Bt 08 e T B0 TR S
the initial and the new probability density distributions. As b y

, o will require a compromise between the number of parameters
can be seen, the change is very similar to the change €XP&hd the smoothness of the PDF. We plan to address this

rienced by the lepton charge asymmetry itself. The change_ IBuestion in another paper. The next phase would then be to
R(yw) can _be Fraced toa S|mu|ta_neous Increase in the antiugyiain a large number of initial PDF’s sets based on theoret-
quark distribution and decrease in the antidown quark distrij.o| consigeration only, in the spirit of the inference method
bution at lowx. and Bayes theorem. The DIS and Fermilab Tevatron data
could then be used to constrain the range of these PDF’s
resulting in a set of PDF's which would include both experi-
épental and theoretical uncertainties.

The Bjorkenx are given by

IV. CONCLUSIONS AND OUTLOOK

Current standard sets of PDF do not include uncertaintie
It is clear that we cannot continue to discount them. Already
current measurements at the Fermilab Tevatron have high-
lighted the importance of these uncertainties for the search of For our initial PDF parameter probability density distribu-
physics beyond the standard model. Furthermore, the potetion we use the results of Reff8]. There a chi-squared fit

APPENDIX: INPUT PDF
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was performed to DIS data from BCDMS Collaboration where
[11], New Muon CollaboratiofNMC) [12], H1 Collabora-

tion [13], and ZEUS Collaboratiofl4]. Both statistical un-
certainties and experimental systematic uncertainties with 2 _ init
point-to-point correlations were included in the fit, assuming Xi”"()\)_% (A= )M = ) (A2)
Gaussian distributions. Howevero theoretical uncertainties

were considered. It is important to include the correlation of

the systematic uncertainties because the latter usually donis the difference between the total chi-squared of the experi-
nate in DIS data. Simply adding them in quadrature to thenental data used in the fit and the minimum chi-squared
statistical uncertainty would result in an overestimation of(1256 for 1061 data pointsvith the PDF’s fixed by the set
the uncertainty. of parameterg\}. The matrixM'™™ is the inverse of the co-

A standard parametrization §2=9 Ge\? is used with ~ variance matrixC"™. The [C™] is the determinant of the
14 (=N,,) parametersxd, , xg, xd, XU, andxsare param- covariance matrix. All the calculations were done in the
etrized using the functional form™(1—x)M, whereasxu, ~ Medified minimal subtractionMS) scheme. ,
is parametrized ascM(1—x)M(1+Ax). Here x is the Comparison with MRS and CTEQ Collaboration sets
Bjorken x. Parton number and momentum conservation conshowed a good overall agreement with a few exceptions.
straints are imposed. The full covariance matrix of the pa©One example is the difference in the gluon distribution func-
rameter<Ct is extracted at the same time as the value of thdiOn at large values at. The CTEQ Collaboration and MRS
parameters that minimize the chi-squared. The uncertaintigdStribution are somewhat above the result of R8f. This
on the parameters were assumed to be Gaussian, such tiifference was attributed to the fact that prompt photon data
the fitted values also correspond to the average values of tH4ere included in the CTEQ Collaboration and MRS fits.

parametersu, . The probability density distribution is then Note that the direct photon data have large scale uncertainty,
' and it might be misleading to include them in a fit without

N par

given by taking the theoretical uncertainty into account. Also, it is
JRSCAINTE impo'rtlant to keep in mind that .it is misleading to compare
Piit(\) = —————, (A1)  specific PDF's, as the correlations between different PDF
V(27r)Neaf CN| parameters are large.
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