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Partons in phase space
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Within QED, we examine several issues related to constructing a parton-model-based QCD transport theory.
We rewrite the QED analog of the parton model, the Weizsa¨cker-Williams approximation, entirely in terms of
phase-space quantities and we study the phase-space photon and electron densities created by a classical point
charge. We find that the densities take a distinctive ‘‘source-propagator’’ form. This form does not arise in a
conventional derivation of the semiclassical transport equations because of the overuse of the gradient approxi-
mation. We do not apply the gradient approximation and so derive the phase-space analog of the generalized
fluctuation-dissipation theorem. Together, this theorem and the expression for the phase-space particle self-
energies give a set of coupled phase-space evolution equations. We illustrate how these evolution equations
can be used perturbatively or to derive semiclassical transport equations. Our work relies on phase-space
propagators and sources, so we describe them in detail when calculating the photon and electron phase-space
densities. We use these tools to discuss the shape of a nucleon’s parton cloud.@S0556-2821~98!08019-9#

PACS number~s!: 24.10.Cn, 12.38.Mh, 25.75.2q
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I. INTRODUCTION

Primary hadronic collisions in a typical nuclear reaction
the BNL Relativistic Heavy Ion Collider~RHIC! will occur
at As;200A GeV. Such a collision is so violent that th
partons, i.e. the quarks and gluons, comprising the had
will become deconfined. With hadronic densities exceed
the inverse volume of a typical hadron, the partons will
main deconfined and are expected to form a quark-gl
plasma~QGP! @1–3#. Since transport theory descriptions
nuclear collisions have proven successful at lower energ
it is natural to attempt to describe the time evolution of t
QGP using a transport model derived from QCD. A transp
model would describe the time evolution of the part
phase-space1 densities throughout the collision. The proc
dures for deriving semiclassical transport equations us
time-ordered nonequilibrium methods are well develop
@5–9#. In fact, there have been several attempts at constr
ing a QCD transport model based on these procedures@10–
12#, but each of them have their problems. Chief amo
these problems is that one either treats the soft long-ra
phenomena~in the case of@12#! or one treats the hard shor
distance phenomena~in the case of@10#!, but never both in
the same framework. Normally when one discusses tra
port, one assumes a separation between the interaction
the kinetic length scales. This assumption allows one to
ply the gradient approximation, simplifying the form o
transport equations. However, the trade-off of making t
approximation is that one throws out the structure of
densities on one length scale in favor of the structure at
other length scale. If one relaxes this assumption then
may be able to treatboth hard and soft modes on equ

*Email address: dbrown@nscl.msu.edu
†Email address: danielewicz@nscl.msu.edu
1By phase-space, we mean in space, time, momentum and en

~or invariant mass! simultaneously.
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footing. We have not done this for QCD, but we have ma
several steps toward doing the analogous thing in QED.
techniques also allow for a simple connection with the QC
parton model. This paper consists of three parts, each
using QED and the partons of QED~i.e. photons and elec
trons! to describe different aspects of the problem of co
structing a QCD-based partonic transport theory. In the e
we use our accumulated insight to discuss the shape of
parton cloud of a nucleon.

Before outlining the paper, we must say a few wor
about our formalism. In the first two sections, we use Fe
man’s formulation of perturbation theory. In Feynman pe
turbation theory, one specifies the initial and final states o
reaction and calculates the probability of going from the i
tial to final state. Thus, it is the appropriate tool for calcul
ing observables for simple processes~such as exclusive cros
sections!. For this reason, we use Feynman perturbat
theory to illustrate how the phase-space sources and pr
gators work and to calculate the reaction probabilities
some simple processes. We show that, in Feynman pertu
tion theory, the particle phase-space densities hav
‘‘source-propagator’’ form. Namely, the densities are a co
volution of the probability2 to create a particle~the source!
with the probability to propagate from the creation point
the observation point~the propagator!. We are not the first to
consider writing transition probabilities in phase-spa
Remler @13# discusses simulating many-particle systems
phase-space. Remler’s work is not immediately applicable
partons because it only applies to particles with large ma
For more complicated processes, i.e. when we only know
initial conditions, we must resort to time-ordered nonequil
rium methods. In the last two sections we use time-orde

rgy

2Strictly speaking, neither the phase-space sources nor prop
tors are probabilities as they can be negative. As with any o
Wigner transformed quantities, they must be smoothed over s
phase-space volumes to render them positive definite.
© 1998 The American Physical Society03-1
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methods to derive the phase-space evolution equation
derive the generalized fluctuation-dissipation theorem an
discuss the parton distributions of a nucleon. The general
fluctuation-dissipation theorem shows that, in time-orde
field theory, the particle densities also have a ‘‘sour
propagator’’ form. It should come as no surprise that we fi
similar forms for the particle phase-space densities si
both formalisms are equivalent descriptions of element
processes. For simple tree-type processes in the ene
momentum representation, the moduli of the Feynman
retarded~or advanced! single particle propagators are th
same, so one can rewrite the reaction probability in term
either @17#. In fact, both sets of Feynman rules are spec
cases of the contour Feynman rules in Appendix A.

In the QCD parton model, a cross section is a folding
the parton distribution function~PDF! with the cross section
for the partonic subprocess. The QED analog of the pa
model is the Weizsa¨cker-Williams approximation@18,19#
since a cross section in the Weizsa¨cker-Williams approxima-
tion is a folding of the effective photon distribution with th
cross section for the photon absorption subprocess@14–16#.
In Sec. II, we write the Weizsa¨cker-Williams approximation
in phase-space in several steps. First, we write the reac
rate density for our ‘‘partonic subprocess,’’ namely the re
tion rate for absorbing a free photon. By writing this rate
phase-space, we also illustrate how we do our moment
space to phase-space conversions. Next, we write the r
tion probability for photon exchange in phase-space. Co
paring the full reaction probability with the reaction ra
density for absorbing a photon, we identify the effecti
phase-space photon distribution. This photon distribution
the effective photon number density in phase-space an
has the form of a phase-space source folded with a ph
space propagator. We calculate the photon number den
surrounding a classical point charge and explain how
photon’s phase-space propagator and phase-space s
work. Finally, we comment on the implications of this se
tion for the QCD parton model. We will find that we unde
stand how partons propagate and have an idea how to m
the gluon distribution gauge invariant, but since our pho
source is point-like we do not learn anything about QC
parton sources.

To find the parton distribution functions, one can sol
the parton evolution equations or equivalently one can s
up a class of parton ladder diagrams. The simplest pa
ladder has one rung corresponding to a single partonic s
ting. In Sec. III, we study the QED analog of this process
virtual photon splitting into a virtual electron and on-sh
positron. We start our analysis by generalizing the pha
space Weizsa¨cker-Williams approximation to include elec
trons and writing down the effective electron distributio
This effective electron distribution takes the ‘‘sourc
propagator’’ form. While this ‘‘partonic’’ splitting leads to a
complicated form of the electron source, the shape of
source is mostly determined by the underlying photon~the
‘‘parent parton’’! distribution. We calculate the electron di
tribution explicitly for a classical point charge and discu
how the electron propagates from the source to the obse
tion point. We have another reason for studying electro
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we can discuss a simple case where the ‘‘source-propaga
picture breaks down. This is the case of two virtual photo
colliding to produce an electron positron pair. The ‘‘sourc
propagator’’ picture breaks down because the photon fie
interfere on the length scale of the electron-positron crea
region. Nevertheless, discussing the process in phase-s
gives us insight into the reaction dynamics. Finally, we co
ment on the implications of the results from this section
QCD parton densities.

In Feynman perturbation theory, both the photon a
electron phase-space densities have a ‘‘source-propaga
form. This form does not usually arise when one uses tim
ordered nonequilibrium methods because one usually der
transport theory only after making the gradient approxim
tion. The gradient approximation amounts to ignoring sma
scale structure of the particle phase-space densities, resu
in much simpler collision integrals@5,9#. In Sec. IV, we fol-
low essentially the standard semiclassical transport equa
derivation, but never make the gradient approximation. Th
we arrive at the generalized fluctuation-dissipation theor
which codifies the ‘‘source-propagator’’ picture of the pa
ticle densities. Crucial inputs to the theorem are the pha
space sources; we will discuss how to calculate them. W
the sources and the generalized fluctuation-dissipation th
rem, we derive a set of phase-space evolution equati
These evolution equations describe the evolution of the s
tem in phase-space from the distant past to the present
cluding all ‘‘partonic’’ splittings, recombinations and scatte
ings. Furthermore, we can expand these evolution equat
to get the lowest order contributions to the particle densi
or we can differentiate the evolution equations to get tra
port equations.

As a practical application of this study, in Sec. V w
examine the coordinate space structure of the parton clou
a nucleon. In principle, one should Wigner transform t
quark or gluon wavefunctions of a nucleon. Since we do
know the quark or gluon wavefunctions of a nucleon, suc
specification is not possible and we must result to mod
building. One might envision constructing a model pha
space parton density of a nucleon by multiplying the mom
tum space density~the parton distribution function! and the
coordinate space density of the partons@21#. This approxi-
mation neglects correlations between the momentum and
sition in the parton density which are present in the pha
space density@22,23#. One might insert these correlation
using uncertainty principle based arguments@20,21#. This
has intuitive appeal, but such a prescription isad hocat best.
We can approach this problem in a more systematic man
using some physical insight from the momentum-spa
renormalization-group improved parton model. In th
model, one calculates the parton densities by evolving
densities in virtuality (Q2) and in longitudinal momentum
fraction (x). This evolution is equivalent to evaluating a ce
tain class of ladder diagrams and these diagrams can b
cast in the form of the phase-space generalized fluctuat
dissipation theorem. Thus, we can discuss the parton ph
space densities of a hadron in the large-Q2 limit or in the
small-x limit. We argue that neither large-Q2 partons nor
small-x partons extend beyond the nucleon bag in the tra
3-2
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PARTONS IN PHASE SPACE PHYSICAL REVIEW D58 094003
verse direction. However, we also argue that the largeQ2

partons extend out an additional3 \c/xPL from the bag sur-
face in the longitudinal direction. This is in line with wha
others have estimated@20,21#. Furthermore, we estimate tha
the small-x partons extend at least an additional\cA2q2

from the bag so the small-x parton cloud is substantially
larger than the large-Q2 cloud.

Throughout this paper we use natural units (\5c51)
when convenient, but we insert factors of\c whenever di-
rectly comparing a length to an inverse momentum. The
nature of the metric tensor is~1,2,2,2!.

II. THE PHASE-SPACE PHOTON DENSITY

One calculates a QCD parton-model cross-section
folding a parton distribution function~PDF! with the cross
section for the partonic subprocess. One follows a sim
procedure for calculating the cross-section in t
Weizsäcker-Williams approximation@14–16#: one folds the
effective photon distribution with the cross section for a
sorbing the photon@shown in Fig. 1~b!# to obtain the full
cross section@shown in Fig. 1~a!#. We recast the Weizsa¨cker-
Williams approximation in phase-space and, in the proc
define the phase-space effective photon distribution. T
phase-space photon density has the form of a phase-s
source convoluted with a phase-space propagator.

Let us outline this section. First we will compute th
photon-current B reaction rate in phase-space. This is sim
the probability for the probe particle, B, to interact with
free photon. This calculation is simple so we use it to illu
trate how we rewrite quantities in phase-space. Second
will calculate the reaction probability for one-photon e
change. In the Weizsa¨cker-Williams approximation, the re
action rate is the effective photon distribution folded with t
photon-current B reaction rate. So, we can identify
phase-space effective photon distribution. The effective p
ton distribution is a gauge-independent effective num

3The nucleon has 4-momentumPm5(P0 ,PL ,0W T).

FIG. 1. ~a! Cut diagram for current A to exchange a photon w
current B.~b! Cut diagram for current B to absorb a free photon.
both figures, the photon/current B interaction is unspecified an
represented with a blob.
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density of photons. Next, we calculate the phase-space
ton density surrounding a classical point charge. This ca
lation will highlight how the photon source and the propag
tor function in phase-space. Finally, we conclude this sec
with a brief discussion of the implications for a phase-spa
version of the QCD parton model.

In all of our calculations, we find the reaction probabilit
Mapping our results to cross sections is trivial and is outlin
in Appendix B. Since we are finding reaction probabilitie
we work in Feynman perturbation theory.

A. Photon-current B reaction rate

We start this subsection by finding the photon-curren
reaction rate,WgB→B8(x,q). This reaction rate plays the rol
of the ‘‘partonic’’ subprocess cross section in a QCD part
model calculation. Our derivation demonstrates how to
write the reaction probability completely in terms of phas
space quantities. The high point in this calculation occurs
Eq. ~2.1! when we identify the Wigner transforms of B’
current and of the photon field. This type of identificatio
lets us rewrite the reaction probabilities in phase-space.

To findWgB→B8(x,q) we write the S-matrix for the pro-
cess in Fig. 1~b!:

SgB→B8

5E d4x^0uAm~x!uqW ,l&^B8u j m~x!uB&

5E d4x
d4k

~2p!4 e2 ik•x^0uAm~x!uqW ,l&^B8u j m~k!uB&.

Here ^0uAm(x)uqW ,l&5A4p/2uq0uVem(l)eiq•x is the free
photon wave function~with q250! and j m is the current
operator for the probe particle B. We leave both the init
and final states ofB unspecified so the final state may be
single particle or several particles@as in Fig. 1~b!#.

We now square the S-matrix and average over pho
polarizations:

uSgB→B8u
2

5E d4xd4x8
d4k

~2p!4

d4k8

~2p!4 e2 i ~k•x2k8•x8!
1

2

3 (
l56

^0uAm~x!uqW ,l&^qW ,luA* n~x8!u0&

3^B8u j m~k!uB&^Bu j n
†~k8!uB8&.

On writing the coordinates and momenta in terms of
relative and average quantities@i.e. k̃5k2k8 and K5 1

2 (k
1k8)#, and taking advantage of the momentum conserv
delta functions in the current matrix elements,uSgB→B8u

2 be-
comes

uSgB→B8u
25E d4Xd4x̃

d4K

~2p!4

d4k̃

~2p!4 e2 i ~K• x̃1 k̃•X!

is
3-3
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3
1

2 (
l56

^0uAm~X1 x̃/2!uqW ,l&

3^qW ,luA* n~X2 x̃/2!u0&

3^B8u j m~K1 k̃/2!uB&^Bu j n
†~K2 k̃/2!uB8&.

~2.1!

There are two Wigner transforms in this equation: t
Wigner transform of the photon field~the x̃ integral! and the
Wigner transform of B’s current~the k̃ integral!.

Now we rewrite the S-matrix in terms of the phase-spa
quantities and define the reaction rate density:

uSgB→B8u
25E d4x

d4k

~2p!4

p

Vuq0u (
l56

em~l!en* ~l!

3~2p!4d4~q2k!JB
mn~x,k!

[E d4xWgB→B8~x,q!. ~2.2!

We also have defined the Wigner transform of the curren

JB
mn~x,q![E d4q̃

~2p!4 e2 i q̃•x^B8u j m~q1q̃/2!uB&

3^Bu j †n~q2q̃/2!uB8&. ~2.3!

Since B’s Wigner current is proportional to the reaction ra
it is natural to give them the same physical interpretation
a ‘‘probability’’ density,4 for absorbing a free photon with
momentumq at space-time pointx. Now, it may not be clear
where the spatial structure of the reaction rate comes fr
especially since the incident photon is completely deloc
ized in space~it is in a momentum eigenstate!. To give the
reaction rate spatial structure, we must localize either
initial or final states ofB with a wavepacket.

B. Photon exchange

In this section, we write the reaction rate for one-phot
exchange@see Fig. 1~a!# in phase-space. We do it two differ
ent ways: in terms of the Wigner transforms of the curre
A and B and the photon propagator and in terms of
Wigner transform of the photon vector potential. The fi
form of the reaction rate has a clear physical interpretatio
terms of photon emission, propagation, and absorpt
However, it is the second form which can be brought into
form of a ‘‘partonic’’ cross-section.

The S-matrix for Fig. 1~a! is

SAB→A8B85E d4xd4y^A8u j Am~x!uA&

4Because the Wigner current is the Wigner transform of a qu
tum object, it may not be positive definite@22,23# so it cannot be
strictly interpreted as a probability.
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c ~x,y!^B8u j Bn~y!uB&. ~2.4!

Taking the absolute square of this S-matrix and rewriting
in terms of Wigner transformed currents and propagators,
find

uSAB→A8B8u
25E d4yd4x

d4q

~2p!4 JA
mn~y,q!

3Dmnm8n8
c

~y2x,q!JB
m8n8~x,q!. ~2.5!

Here, the Wigner transform of the photon propagator is

Dmnm8n8
c

~x,q!5E d4x̃eix̃•qDmn
c ~x1 x̃/2!

3Dm8n8
c* ~x2 x̃/2!

5~4p!2gmngm8n8G
c~x,q!

andGc(x,q) is the Wigner transform of the scalar propag
tor. We outline the derivation ofGc(x,q) in Appendix G.
We discuss the Wigner transforms of the propagator and
rent when we study the photon and electron distributions o
point charge.

Equation~2.5! has an obvious physical meaning:~1! cur-
rent A makes a photon with momentumq at space-time point
y, ~2! the photon propagates fromy to x with momentumq
and ~3! current B absorbs the photon at space-time pointx.
The spatial structure of the integrand of~2.5! can come from
localizing eitherA or B.

Now we take a detour and calculate the Wigner transfo
of the vector potential of the currentA. This detour will lead
us to a form of the reaction probability amenable to a par
model-like interpretation. In terms of the current density a
propagator, the vector potential is5 @15#

Am~x!5E d4yDmn
c ~x2y!JA

n ~y!. ~2.6!

The Wigner transform of this is

Amn~x,q!5E d4x̃eix̃•qAm~x1 x̃/2!An* ~x2 x̃/2!

5E d4yJA
m8n8~y,q!Dm8n8mn

c
~x2y,q!. ~2.7!

The Wigner transform of the vector potential has a ‘‘sourc
propagator’’ form. CurrentA ~the photon source! creates the
photon with momentumq at space-time pointy and the
propagator takes the photon fromy to x. Let us put this in
Eq. ~2.5!,

uSAB→A8B8u
25E d4x

d4q

~2p!4 Amn~x,q!JB
mn~x,q!. ~2.8!

-
5Jackson actually uses the retarded propagator to define the v

potential because he discusses classical fields.
3-4
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PARTONS IN PHASE SPACE PHYSICAL REVIEW D58 094003
Stated this way, the spatial structure of the integrand of
equation comes from either localizingB or from the spatial
structure in the Wigner transform of the photon vector p
tential.

Equation~2.8! is close to the form of a cross section in th
QCD parton model because currentB is proportional to the
photon-current B reaction rate~as discussed in the previou
subsection! and the vector potential is proportional to th
phase-space effective photon density~as discussed in the
next subsection!.

C. The Weizsäcker-Williams approximation

The effective photon distribution we derive here is t
phase-space analog of Weizsa¨cker-Williams’ effective pho-
ton distribution. Thus, it has the interpretation as the num
of photons with virtualityq2 in a unit cell of phase-space
One could use it to calculate the reaction probability in F
1~a! by folding it with the photon-target reaction ra
WgB→B8(x,q). In QCD parton model terms, we take th
parton distribution function~the effective photon distribu
tion! and fold it with the partonic subprocess~the photon-
target reaction rate! to get the reaction probability for th
entire process.

We will derive the Weizsa¨cker-Williams approximation
in several stages. First we decompose B’s Wigner cur
into photon polarization vectors, allowing us to rewri
WgB→B8(x,q) in terms ofJB

mn(x,q). Knowing this, we iden-
tify the effective photon distribution. In the final subsectio
we will discuss the gauge independence of our effective p
ton distribution.

1. Current decomposition

If the photon probingJB
mn(x,q) is sufficiently delocalized

in space@i.e. ]sAmn(x,q)!qsAmn(x,q)#, the momentum-
space cutting rules tell us that we can expandJB

mn(x,q) in
terms of the photon polarization vectors@24#:

JB
mn~x,q!

5 (
l56

em~l!e* n~l!Jtrans~x,q!

1em~0!e* n~0!Jscalar~x,q!1
qmqn

q2 Jlong~x,q!.

~2.9!

Here,em(0) is the scalar~i.e. time-like! polarization vector:
em(0)5pBm2qmq•pB /q2, wherepB is the momentum of B.
The transverse polarization vectors,em(6), span the hyper-
plane perpendicular toem(0) andqm . Now, if Amn(x,q) is
not delocalized, then Eq.~2.9! should be modified to include
gradients6 in x. However, if we were to include those grad
ents here, we may not be able to mapJB

mn(x,q) toWgB→B8 .

6These gradients come from Wigner transforming terms prop
tional to the relative photon momentum.
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Sinceem(l)em* (l8)5dll8 , it is simple to find the sepa
rate currents in~2.9! in terms ofJB

mn(x,q):

Jscalar~x,q!5em~0!en* ~0!JB
mn~x,q!

and

Jtrans~x,q!5
1

2 (
l56

em~l!en* ~l!JB
mn~x,q!.

The longitudinal piece,Jlong(x,q), vanishes due to curren
conservation.

2. The effective photon distribution

If we insert~2.9! into Eq.~2.5!, the reaction probability is
a sum of two terms:

uSAB→A8B8u
25E d4x

d4q

~2p!4 Amn~x,q!

3 (
l56

em~l!e* n~l!Jtrans~x,q!

1E d4x
d4q

~2p!4 Amn~x,q!

3em~0!e* n~0!Jscalar~x,q!. ~2.10!

The two terms in~2.10! describe transverse and scalar ph
ton exchange between currents A and B, respectively.

Noting that if Jtrans(x,q) has a weakq2 dependence,7

thenJtrans(x,q)}WgB→B8(x,q). In other words,Jtrans(x,q)
is proportional to the reaction rate for the ‘‘partonic’’ sub
process. Therefore, the transverse term of~2.10! can be writ-
ten as

uSAB→A8B8u
25

1

4p E d4x
Vd3q

~2p!3

dq2

2p

3
dng~x,q!

d3xd3qdq2 WgB→B8~x,q!, ~2.11!

provided we identify the transverse effective photon dis
bution as8

dng~x,q!

d3xd3qdq25 (
l56

em~l!e* n~l!Amn~x,q!. ~2.12!

This effective photon distribution is the spin summed pho
Wigner function. In other words, it is the phase-space nu
ber density of photons at timex0 per unitq2. This effective
photon distribution is the QED analog of the phase-sp
parton distribution function. With Eq.~2.12!, we have gen-
eralized the Weizsa¨cker-Williams method to phase-space.

r-

7The reader should note here that the reaction rates are for pho
with any q2, while in Sec. II A the reaction rate was for on-she
photons only.

8We can make a similar identification with the scalar term.
3-5
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While classical derivations of the Weizsa¨cker-Williams
method begin with finding the photon power spectra from
Poynting flux@15,14#, a quantum mechanical derivation fo
lows along the lines of what we do here@24,16#. Were we to
perform the spatial integrals in~2.10!, we would find that the
exponentials in the Wigner transforms conspire to make s
eral delta functions. The resulting delta function integratio
are trivial and we would quickly recover the momentum
space result.

Now, multiplying the photon phase-space density by
projection tensor(l56em(l)e* n(l) in ~2.12! doesnot ren-
der the photon distribution gauge invariant, unlike in m
mentum space@24#, because the photon distribution is n
completely delocalized. WhenAmn(x,q) undergoes a gaug
transformation, terms proportional toqm are removed but
terms proportional to]/]xm are not. A gauge invariant vir
tual photon distribution is introduced below. This gauge
variant distribution reduces to~2.12! whenAmn(x,q) is suf-
ficiently delocalized.

3. Gauge issues

Parton densities are supposed to be gauge invariant
our effective photon distribution is gauge dependent. In t
section, we discuss howAmn(x,q) transforms under a chang
of gauge, determine the gauge invariant part ofAmn(x,q),
and state how the gauge invariant part ofAmn(x,q) is related
to the effective photon phase-space distribution.

In the energy-momentum representation, gauge tra
forming the photon field adds an arbitrary function in t
direction of the photon momentum to the photon vector
tential: Am(q)→Am(q)1qm f (q). Because components o
Am(q) in the direction ofqm are gauge dependent, we ca
write Am(q) as a sum of the gauge independent and dep
dent parts:

Am~q!5Am
i
~q!1Am

'~q!

whereAm
i (q)5(qmqn /q2)An(q) is the gauge dependent pa

of Am(q) andAm
'(q)5Am(q)2Am

i (q) is the gauge indepen
dent part. Wigner transforming the photon field gives u
term that is gauge independent and terms which are ga
dependent:

Amn~x,q!5E d4q̃

~2p!4 e2 ix•q̃

3@Am
i
~q1q̃/2!1Am

'~q1q̃/2!#

3@An
i
~q2q̃/2!1An

'~q2q̃/2!#*

[Amn
''~x,q!1Amn

'i
~x,q!

1Amn
i' ~x,q!1Amn

ii
~x,q!. ~2.13!

The only gauge independent piece ofAmn(x,q) is Amn
''(x,q).

We do the integrals in~2.13! and identify the tensor tha
projects off the gauge dependent part ofAsr(x,q):

Amn
''~x,q!5~gms2hms

1 !~gnr2hnr
2 !Asr~x,q!
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[P mnsrAsr~x,q! ~2.14!

where

hmn
6 5

~q6 i ]/2!m~q6 i ]/2!n

~q6 i ]/2!2 . ~2.15!

This projector must be understood as a series inqm and]m ,
so can only really be used when]sAmn(x,q)
,qsAmn(x,q). Now, the statement of current conservati
for a generalJmn(x,q) is

~q6 i ]/2!mJmn~x,q!5~q6 i ]/2!nJmn~x,q!50.
~2.16!

So, as expected, current conservation ensures that only
gauge independent part ofAmn(x,q) appears in the reaction
probability.

With Amn
''(x,q) in hand, we can postulate the gauge i

variant photon distribution:

dng~x,q!

d3xd3qdq25 (
l56

em~l!e* n~l!Amn
''~x,q!. ~2.17!

This reduces to~2.12! if the photon field varies slowly in
space @i.e. we neglect the gradients]sAmn(x,q)
!qsAmn(x,q)#, as we now show. Neglecting the derivativ
in ~2.15!, the projection tensor in~2.14! reduces to

Pmnsr'S gms2
qmqs

q2 D S gnr2
qnqr

q2 D
5S (

l56,0
em~l!es* ~l! D *

3S (
l856,0

en~l8!er* ~l8!D . ~2.18!

Since the polarization vectors form a complete basis
Minkowski space, i.e. (l56,0em(l)en* (l)1(qmqn /q2)
5gmn . Putting ~2.18! in Eq. ~2.17!, we arrive back at the
effective photon distribution in~2.12!.

The tactic of projecting out the gauge dependent parts
the photon distribution works mainly because of the sim
form of the U~1! gauge transformation. Nevertheless, a va
ant of this technique may possibly be applied to the glu
field.

D. Photon phase-space density of classical point charge

We now calculate the density for the simple case o
classical point charge radiating photons. If we localize
source’s wavepacket and view it on a length scale larger t
its localization scale, we can treat its density as a delta fu
tion. Thus, the shape of the photon distribution is determin
the photon propagation and we can use this calculation
illustrate how partons propagate in phase-space. We exp
that, despite our use of Feynman perturbation theory, we
describe photon propagation via the Wigner transform of
3-6
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PARTONS IN PHASE SPACE PHYSICAL REVIEW D58 094003
retarded ~time-ordered! propagator. As such, the photo
propagates a distance of roughlyRi;1/uqLu in the direction
parallel to the photon 3-momentum andR';1/Auq2u in the
direction perpendicular to the photon 3-momentum. W
demonstrate this behavior by plotting the coordinate-sp
distribution of photons withq2!q0

2 ~making the photons col
linear with the source! and withq2;q0

2. In Appendix E we

examine the additional case of a static point charge~i.e. vW
50!. This case is not relevant for QCD partons since a Q
parton source must be taken in the limituvW u→c.

1. Classical current

For our source current, we assume the source partic
wavepacket is localized on the length scales that our pho
can resolve so we can replace its current with the curren
a point particle~we discuss when this replacement is valid
Appendix D!. The source particle follows a classical traje
tory xm5x0vm with four-velocityvm5(1,vL ,0W T), vL'c and
g51/(12vL

2)@1. Ignoring the recoil caused by photo
emission, the current of the point charge is@15#

j m~x!5evmd3~xW2x0vW !.

The Wigner transform of this is the classical Wigner curre

Jclassical
mn ~x,q!5E d4x̃eiq• x̃ j m~x1 x̃/2! j n

†~x2 x̃/2!

52paemvmvnd~q•v !d3~xW2x0vW !.

~2.19!

Heree25aem is the QED coupling constant.
The current has several easy to interpret features. The

delta function setsq•v50. This ensures that the emitte
photons are space-like and that current is conserved. It
insures that, whenq2→0, the photons become collinear wit
the emitting particle (q05vLqL'qL making q2'qW T

2'0!.
This delta function arises because we neglect the recoil of
point charge as it emits a photon. The second delta func
insures that the source is point-like and follows its class
trajectory.

This source has one other feature of note: it allows
emission of both positive and negative energy photons
the following work, we consider creating only positive e
ergy photons so we insert a factor of 2u(q0) in ~2.19!. This
amounts to constraining the source’s initial energy to
greater than its final energy.

2. Retarded propagator

For our phase-space propagator, we take the Wig
transform of the retarded propagator instead of the Wig
transform of the Feynman propagator. This replacemen
legal since the reaction probability may be expressed
terms of either propagator, provided one uses the s
asymptotic states in both cases. Both propagators will g
different particle densities at intermediate stages but the fi
state particle densities converge as time goes to6`. We use
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the retarded propagator here because it leads to a more t
parent interpretation of the particle densities. We discuss
Feynman propagator in our discussion of the electron dis
bution of the point charge.

The Wigner transform of the retarded propagator giv
the weight for a particle with four-momentumqm to propa-
gate across the space-time separationDxm5xm2ym . In the
Lorentz gauge, the retarded photon propaga
Dmnm8n8

1 (Dx,q), is proportional to the retarded scalar prop
gatorG1(Dx,q):

Dmnm8n8
1

~Dx,q!5gmngm8n8G
1~Dx,q!. ~2.20!

The retarded scalar propagator is

G1~Dx,q!5
1

p
u~Dx0!u~Dx2!u~l2!

sin~2Al2!

Al2

and it is derived in Appendix G. In this expression, the Lo
entz invariantl2 is l25(Dx•q)22q2Dx2.

Let us now estimate how far the retarded propagator
send a particle with the momentumqm5(q0 ,qL ,0W ). First,
the retarded propagator has two theta functions, one tha
forces causality and one that forces propagation inside
light cone. The rest of the interesting features of the pro
gator are tied up in the dependence onl2. Since
G1(Dx,q)}u(l2)sin(Al2)/Al2, the particle does no
propagate much farther than the inequalities 0<Al2&1 al-
low. To see what these constraints mean, we investigate
q2.0, q2,0, andq250 cases separately.

To study theq2.0 case, we position ourselves in th
frame whereqm8 5(q08 ,0W ). In this frame, thel2 constraint
translates into a restriction on the spatial distance a par
can propagate:

0<q08
2DxW82&1.

Combined with the light-cone constraint,DxW8 is constrained
to

uDxW8u&H Dx08 for small Dx08,1/uq08u,
1/uq08u for large Dx08.1/uq08u.

~2.21a!

To find a cutoff forDx08 , we realize that, for a givenqm8 , the
propagator gives the ‘‘probability’’ distribution for propaga
ing across the space-time displacementDxm8 . Thus, we can
integrateG1(Dx8,q8) over all space and over time up t
some cutoff timet, giving us the total ‘‘probability’’ for
propagating to timet. We find that the propagation probabi
ity becomes unimportant fort*1/uq08u and this sets a cutof
in Dx08 :

Dx08&1/uq08u. ~2.21b!

Together, these three constraints define the space-time re
where the particle can propagate. When we move back to
3-7
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frame withqm5(q0 ,qL ,0W T), the region contracts in the tem
poral and longitudinal directions. From Eq.~2.21!, the limits
of the propagation region are

uDxWTu&R'5
1

Auq2u
~2.22a!

uDxLu&Ri5
1

uqLu
~2.22b!

uDx0u&R05
1

uq0u
. ~2.22c!

We study theq2,0 case in a similar manner. In the fram
with qm8 5(0,qL8 ,0W T), thel2 constraint implies

0<q8L
2~Dx80

22Dx8T
2!&1.

Combining this with the light-cone constraint immediate
gives us a limit onDxL8 :

uDxL8 u&
1

uqL8 u
. ~2.23a!

As with the q2.0 case, we can integrate the propagator
find the total ‘‘probability’’ for propagating to the timet. In
this case, the propagation probability is important only
t&1/uqL8 u, giving us a limit inDx08 of

uDx08u&
1

uqL8 u
. ~2.23b!

The limit on uDxWT8 u then follows directly from the light-cone
constraint:

uDxWT8 u&
1

uqL8 u
. ~2.23c!
lo

se

09400
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Again, these constraints define a space-time region where
particle can propagate. Boosting back to the frame withqm

5(q0 ,qL ,0W T), again the longitudinal and temporal spre
gets Lorentz contracted:

uDxWTu&R'5
1

Auq2u
~2.24a!

uDxLu&Ri5
1

uq0u
~2.24b!

uDx0u&R05
1

uqLu
. ~2.24c!

Now we study theq250 case. Withq250, l2 becomes

l25uDx•qu5uq0uuDxW•q̂2Dx0u&1. ~2.25!

In other words, high energy particles tend to follow the
classical path while low energy particles can deviate fr
their classical path. Expression~2.25! then gives a measur
of the deviation from the classical path.

3. Phase-space effective photon distribution

Now we put these elements together into the photon d
sity. We concentrate our efforts onAmn(x,q) because all of
the spatial dependence of the photon distribution is tied u
the Wigner transform of the vector potential. Inserting t
classical current and the retarded photon propagator in
Lorentz gauge into~2.7!, we find

Amn~x,q!54paemvmvnu~q0!d~q•v !

3E d4yG1~x2y,q!d3~yW2y0vW !. ~2.26!

The delta function integrals in Eq.~2.26! are trivial, however
the remaining proper time integral cannot be done anal
cally. We find
Amn~x,q!5
~8p!2aemgu~q0!d~q•v !

A2q2
vmvnA~2ux•qu,2A2q2g2~~x•v !22x2v2!2~x•q!2!, ~2.27!
ns
r

n-

mo-

-

where the dimensionless functionA(a,b) is given by

A~a,b!5E
a

`

dt
sin t

Ab21t2
. ~2.28!

There are two interesting cases that are easy to exp
that of photons nearly collinear to the source particle~i.e.
q0'qL@uqW Tu!, and that of photons with a large transver
momentum~i.e. uqW Tu;q0 ,qL!. Since there is a 1/A2q2 sin-
re:

gularity in the photon density and nearly on-shell photo
~i.e. q2→0! are collinear, there will be many more collinea
photons than any other kind.

Two plots, representative of collinear photons and highqW T
photons, are shown in Fig. 2. The left is a plot of the dime
sionless functionA(a,b) for collinear photons withqm

5(me ,me /vL ,0W T). On the right is a plot of photons with
transverse momentum comparable to their transverse
mentum and energy,qm5(me ,me /vL,0.56 MeV/c,0). The
characteristic energy scale of QED isme , so we choose this
scale for the momenta to plot. In both plots, we chosevL
50.9c to illustrate the Lorentz contraction of the distribu
3-8
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FIG. 2. Both figures are plots of the dimensionless functionA corresponding to the effective photon distribution of a point charge w

3-velocity vW 5(vL ,0W T) with vL50.9c. The photons in these slices of the phase-space distribution haveqm5(me ,me /vL ,0W T) ~left! and
qm5(me ,me /vL,0.56 MeV/c,0) ~right!. In both plots, only the negative and zero contours are labeled. The positive contours incre
increments of 0.25.
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tion. The oscillations exhibited by both photon distributio
are expected for a Wigner transformed density@22,23#. To
obtain an equivalent classical distribution, one should sm
this distribution over a unit volume of phase-space.

Both cuts through the photon distribution show Loren
contraction. For the collinear photons, this contraction occ
in the longitudinal direction. We can account for the contra
tion with the behavior of the retarded propagator. We exp
that the width will be ;Ri5\c/uq0u parallel to qW and
;R'5\c/Auq2u perpendicular toqW . For the collinear pho-
tons, qW is in the longitudinal direction andq05gAuq2u so
;RL5\c/gAuq2u. In other words, the collinear photon dis
tribution is a ‘‘Lorentz contracted onion’’ centered on th
moving point source. The inner layers of this ‘‘onion’’ co
respond to higheruq2u photons. However, we must emph
size that the contraction isnot due to the movement of th
source, but rather due to kinematics of the photon’s crea
and the propagation of the photon. To illustrate this po
one only needs to look at the high transverse momen
photons: their distribution is tilted. In the case plotted on
right in Fig. 2, the photon momentum points 45° to the lo
gitudinal direction, coinciding with the tilt of the distribu
tion. Furthermore, the width of the distribution is;Ri

5\c/uq0u along this tilted axis and;R'5\c/Auq2u perpen-
dicular to this tilted axis.

4. Comment on the gauge dependence of the effective photo
distribution of a point charge

Now, Amn(x,q) is a gauge dependent object and t
physically interesting object, the effective photon distrib
tion, is gauge invariant. One might ask whether the inter
ing features ofAmn(x,q) disappear under a gauge transfor
To see whether this happens, one must insertAmn(x,q) into
Eq. ~2.17!; the only things in~2.17! that could significantly
09400
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alter shape of the distribution~2.27! are the gradients. Now
because the photon source is extremely localized~it is a delta
function!, the shape of the photon distribution comes sol
from the propagator. Since the propagator varies sign
cantly on length scale comparable to 1/qm , derivatives of
Amn(x,q) are always comparable in size toqm and any ex-
pansion of the gauge projector in Eq.~2.14! will not con-
verge. So, we must conclude that our photon distribut
cannot be made gauge invariant using this technique and
we cannot tell what features of the photon density surviv
general gauge transform. Now, had wenot used a point
source for our photons, the integration over the source co
smooth the photon distribution so that it varies slower
space. In that case, our distribution could be rendered ga
invariant.

E. What the photons tell us about QCD partons

QCD parton model cross sections can be written in pha
space as a folding of the phase-space parton distribu
function with the reaction rate for the partonic sub-proce
The phase-space parton distribution functions are the sp
number density of partons with a certain momentum. T
parton distribution functions have a ‘‘source-propagato
form and can be defined in a gauge invariant manner. If
phase-space parton source produces only positive en
partons or if we use time-ordered field theory then the p
tons propagate from their source using the Wigner transfo
of the retarded propagator. This retarded propagator pro
gates off-shell partons up to roughly;Ri5\c/min(uq0u,uqWu)
parallel to the parton three-momentum and;R'

5\c/Auq2u perpendicular to the parton 3-momentum. Bo
of these estimates are valid only in frames withq0 ,qW Þ0.
When either q050 or qW 50, propagation is cut off at
3-9
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DAVID A. BROWN AND PAWEŁ DANIELEWICZ PHYSICAL REVIEW D 58 094003
;Ri ,'5\c/Auq2u. On-shell~i.e. q250! partons tend to fol-
low their classical trajectory, with deviations from that tr
jectory of order;1/uq0u.

Despite what we have learned, we know next to noth
about QCD parton sources in phase-space. We use a
source here while a nucleon has spatial structure on
length scales of interest. Furthermore, QCD partons rad
other partons and this alters the source. We gain more ins
into the phase-space sources in the next few sections.

III. PHASE-SPACE ELECTRON DENSITY

In the QCD parton model, the parton distribution fun
tions can be found by summing a class of ladder diagra
and the simplest of these has only one rung, correspondin
a single partonic splitting. One can see the QED analog
the first rung of such a ladder in Fig. 3~a!. Probing the elec-
tron distribution occurs in three steps:~1! a virtual photon
splits into an electron-positron pair with the positron o
shell, ~2! the virtual electron propagates from the splittin
point toward the probe particle and~3! the electron interacts
with the probe. We can give this rate a parton-model l
form by associating steps 1 and 2 with the effective elect
distribution and step 3 with the electron-probe reaction r
@see Fig. 3~b!#.

Let us outline this section. In subsection III A, we dem
onstrate that the reaction rate for the virtual electron
change process in Fig. 3~b! factorizes in phase-space, givin
the reaction rate a parton model like form. In the process,
electron phase-space density acquires the ‘‘sou
propagator’’ form. In subsection III B, we calculate the ele
tron distribution of a point charge. The electron source sh
is determined mostly by the shape of the parent photon
tribution. The electron can equivalently propagate with
retarded or Feynman phase-space propagators. We as
the electrons are massless throughout this section becaus
only know the form of the propagator for massive partic
in the high mass limit (me@p0 ,upW u). This limit is irrelevant
for QCD asLQCD;mq!p0 ,upW u. For completeness, we ca
culate the electron distribution in the high-mass limit in A

FIG. 3. ~a! Cut diagram for creating an electron-positron pair
photon splitting. The electron interacts with the probe particle,B.
The square vertex represents the photon source.~b! Cut diagram for
a free electron interacting with the probe particle.
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pendix F. In subsection III C, we discuss an apparent fail
of the ‘‘source-propagator’’ picture: lepton pair productio
in the strong field produced by two point charges. Beca
the photon fields of the two point charges interfere, it is n
possible to clearly isolate the source or probe and we can
factorize the square S-matrix into an electron distribut
and electron-probe interaction. Nevertheless, we can still
cuss the process in phase-space, even though we cannot
down the electron distribution. Finally, in subsection III
we discuss the implications of this section. The discussi
of splitting, of the massless propagators, and of a failure
factorization are all relevant for QCD partons.

A. Factorization and the effective electron
phase-space distribution

First we show that the process in Fig. 3 can be factoriz
in phase-space, giving a parton model-like form. The
matrix for the process in Fig. 3~a! is

SgB→ēB85E d4xd4yAm~x!c ē~x,s!

3egmSc~x2y!VBe→B8~y!. ~3.1!

The spatial structure of the electron source comes from
calizing the photon vector potential,Am(x). The spatial
structure of the ‘‘partonic’’ subprocess comes fro
VBe→B8(y), the electron-probe interaction in Fig. 3~b!. In Eq.
~3.1!, c ē(x,s)5*@d4k/(2p)4#v(k,s)eik•x@ f * (k)/A2k0V# is
the final positron wavepacket and Sc(x2y)
5*@d4p/(2p)4#e2 ip•(x2y)@(p”1me)/(p21me

21 i e)# is the
electron Feynman propagator.

We squareSgB→ēB8 and write it in terms of phase-spac
quantities:

uSgB→ēB8u
25aemE d4xd4y

d4p

~2p!4

d4q

~2p!4

d4k

~2p!4

3Amn~x,q! f ~x,k!~2p!4d4~k1p2q!

3TrH 1

2
~k”2m!gmSc~y2x,p!

3VBe→B8~y,p!gnJ . ~3.2!

Here, Sc(y2x,p) is the Wigner transform of the electro
Feynman propagator and it can be written in terms of
Wigner transform of the scalar Feynman propagat
Gc(x,q):

Saa8bb8
c

~x,p!

5E d4p̃

~2p!4 e2 i p̃•xSab
c ~p1 p̃/2!S̄a8b8

c
~p2 p̃/2!

5~p”1 i ]”1me!ab~p”2 i ]”1me!a8b8G
c~x,p!.
3-10
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PARTONS IN PHASE SPACE PHYSICAL REVIEW D58 094003
Also in Eq. ~3.2!, VBe→B8(y,p) is the Wigner transform of
the electron-probe interaction andf (x,k) is the phase-spac
density of final state positrons.

Since the positron rung in Fig. 3 is cut, we sum over
complete set of positron final states by putting the final p
itron in a momentum eigenstate9 and summing over the pos
itron final states and spin. Furthermore, we can separate
the spinor structure of the electron propagator and shift
derivatives to act onVBe→B8 . In the end we find

uSgB→ēB8u
25aemE d4xd4y

d4p

~2p!4

d4q

~2p!4

d3kf

2ukf 0u~2p!3

3Amn~x,q!Gc~y2x,p!~2p!4d4~kf1p2q!

3TrH 1

2
~k” f2m!gm~p”1 i ]” /21me!

3VBe→B8~y,p!~p”2 i ]” /21me!g
nJ . ~3.3!

SinceVBe→B8(y,p) is separated from the electron prop
gator, the reaction probability factorizes. We could explici
calculate the rate for the ‘‘partonic’’ subprocesseB→B8,
but we are only interested in the shape of the distribution
a function of electron momentum. We can guess the form
the electron density just by looking at Eq.~3.3!, without
performing the explicit rate density calculation. The electr
density is

dne2~y,p!

d3yd3pdp2 }aemE d4xGc~y2x,p!

3E d3k

2uk0u~2p!3 Amn~x,k1p!

[E d4xGc~y2x,p!S~x,p!.

~3.4!

Here,Gc(x,p) is the Wigner transform of the scalar prop
gator. Equation~3.4! has the ‘‘source-propagator’’ form: th
09400
e
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integral of Amn(x,k1p) over the positron momentum,S,
plays the role of the ‘‘partonic’’ source. Because the emitt
positron is in a momentum eigenstate, the spatial structur
the source comes solely from the parent photon’s pha
space distribution.

At this stage, we see several important features of
source. First, we note thed3k/uk0u in the positron momentum
integral. This factor weights positron emission toward sm
k0 . In a typical QCD parton ladder, ordering momenta
maximize the contribution from this particular singulari
leads to the BFKL evolution equations@25,26#. Second, we
note that the entire spatial dependence of the electron so
comes from the parent photon distribution. These two po
are especially important for the partons in Sec. V so they
elaborated on in the next subsection.

B. The effective electron distribution of a classical
point charge

Our main interest is with how the ‘‘parton ladder’’~in our
case, the source is only one rung of the ladder! shapes the
electron distribution. First, we discuss the electron’s sou
and how both the parent photon distribution and the cut p
itron rung effect it. Second, we discuss the interplay of
electron creation and propagation. Because the electron
positive energy, we can use either the retarded or Feyn
phase-space propagator. We choose to use the reta
propagator but, for completeness, we describe the Feyn
propagator.

1. The electron source

For our electron source, we choose the photon distribu
of Eq. ~2.27!. This is not a QCD parton-like distribution a
the photon source is point-like. Nevertheless, it conta
many of the general features that one expects from a Q
parton source. In particular, we discuss the 1/uk0u singularity
from the positron rung and we detail both the shape of
source and how this shape depends on the photon dist
tion.

Up to irrelevant constants, the electron source is
ing the
S~x,p!}aemE d4ku~2k0!u~p01k0!d~k22me
2!d~q•v !

A~a,b!

A2~k1p!2
~3.5!

wherea52ux•(k1p)u and

b52A2~k1p!2g2~~x•v !22x2v2!2~x•~k1p!!2.

The longitudinal and temporal positron momentum integrals can be done with the aid of the delta functions, leav
transverse momentum integrals:

9This makes the positron momentum weight-functionf * (k)}d4(k2kf), with kf
25me

2 , and the positron phase-space densityf (x,k)
5(2Vukf 0u)21(2p)4d4(k2kf).
3-11
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S~x,p!}aemu~p•v !E
ukWTu,kT max

d2kT

AkT max
2 2kT

2 H u~p01k01!A~a1 ,b1!

A2~k11p!2
1

u~p01k02!A~a2 ,b2!

A2~k21p!2 J . ~3.6!

FIG. 4. On the left: the electron source for electrons with momentumpm5(2.0,2.05,0W T) MeV/c electrons. In this figure, only the zer
contours are labeled. The positive contours are~in arbitrary units! 1.0, 2.5, 5.0, 7.5 and 10.0. On the right: the virtual photon distributi
corresponding to one of dominant contributions to electron source. These photons have^q1m&5(0.956,1.063,0.045,0.045) MeV/c. The
other root has similar momentum and a similar distribution. In this figure, only the negative and zero contours are labeled. The
contours increase in increments of 0.25~in arbitrary units!.
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Here, kT max
2 5g2(p•v)22me

2 . The two roots of the positron
momentum are given by

k0652g~gp•v7vLAkT max
2 2kWT

2!

kL652g~gvLp•v7AkT max
2 2kWT

2!. ~3.7!

Now, in a QCD parton ladder we expect to find a factor
d3k/uk0u for each cut rung. Here is no exception, one can
that d4ku(2k0)d(k22me

2) gives us this factor. However
because we neglect the recoil of the source, we have
additionald(q•v) and the factor becomesd2k/AkT max

2 2kT
2.

Because ukWTu,kT max5gp•v!uk06u,ukL6u, this singularity
forces the positrons to be anti-collinear with the po
charge. Furthermore, becauseq2'0 ~because of the 1/A2q2

singularity! the electrons are collinear with the point charg
As in a QCD parton ladder, the shape ofS comes from

the parent’s distribution. In the case at hand, we can actu
estimate thêqm& that gives the dominant contribution toS.
BecausekL andk0 are fixed by the delta functions andkWT is
bounded bykT max, we can estimate the average positr
recoil momentum. The averagekWT is given by ^ukWTu&
'()/2)kT max. In general, forvL'1, the averagêk7m& is
given by

^k7m&5g2~p•v !S 216
1

2
,216

1

2
,cos~uT!/g,sin~uT!/g D .
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For the purposes of illustration, we choose to emit the po
tron in the directionk̂T• x̂T5cos(uT)51/&. By momentum
conservation, the dominant photon momentum is^q6m&
5pm1^k6m&.

On the left in Fig. 4, we plot the electron source forpm

5(2.0,2.05,0W T) MeV/c electrons from a point charge mov
ing to the right withvL50.9c. We choose thispm because it
is both collinear with the point charge and because it
space-like (p2,0). Our source can emit bothp2.0 and
p2<0 electrons, however the typical QCD parton in a part
ladder is either space-like or on-shell. On the right in Fig.
we also plot the photon distribution corresponding to t
dominant ^qm&. Note that both the source and the phot
distribution have approximately the same width in both t
longitudinal and transverse directions. The tilt in the phot
distribution gets averaged away in thekWT integrals in Eq.
~3.6!.

2. Electron density using the retarded propagator

Now we put elements of the electron distribution togeth
In Eq. ~3.6!, we need the Wigner transform of the Feynm
propagator. However, since the electrons have positive
ergy we can replace the Feynman propagator with the
tarded propagator. We discuss the retarded propagato
Sec. II D 2 and we describe the phase-space Feynman pr
gator in the next subsection.

We are interested in electrons that have momenta that
both space-like and collinear with the source~for comparison
3-12
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PARTONS IN PHASE SPACE PHYSICAL REVIEW D58 094003
with QCD partons!, so we plot the coordinate space distrib
tion of electrons withpm5(2.0,2.05,0W T) MeV/c in Fig. 5.
The point source is moving to the right with velocity 0.9c.
Both the source and the underlying photon distribution
these electrons are shown in Fig. 4. To perform the fo
dimensional spatial integral in Eq.~3.6!, we use a Monte
Carlo integration scheme@27#. This integration scheme, be
ing probabilistic by nature, returns both the integral at a po
and the error on the integral at that point. The nonzero d
points never had a relative error greater than 20%, but du
this error, the location of the zero contours is uncertain
;30 fm.

Comparing the electron distribution with the source,
see that the electron distribution is elliptical with longitud
nal and transverse widths comparable to what one expec
adding the source width in Fig. 4~a! to our estimates for the
propagation length in Eqs.~2.24!. Unlike the electron source
distribution, the electron distribution is not symmetric abo
xL50. This is caused by the positron recoil because, w
there no positron recoil, we would have a delta function
insurep05pLvL ~as we found for the photons!. Because of
the positron recoil, the delta function is widened and
additional spread in energy causes the electron to propa
forward preferentially.

3. The Feynman propagator

Even though we choose situations where we can av
using the phase-space Feynman propagator, we should
scribe how it works. While the Feynman propagator pro
gates a particle with a given momentum@say pm

5(p0 ,pL ,0W T)# across a space-time displacementDxm

5(Dx0 ,DxL ,DxWT), it does so in a manner very differen
from the retarded propagator. The Feynman propagator

FIG. 5. Coordinate space distribution ofpm5(2.0,2.05,0W )
MeV/c electrons. Only the negative and zero contours are labe
The positive contours are in increments of 1.0~in arbitrary units!.
The sign of the contours in each region are denoted by6 signs.
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Gc~Dx,p!

5
1

4p
@sgn~Dx2!1sgn~p2!12 sgn~Dx•p!#

3H u~l2!
sin~2Al2!

Al2
2u~2l2!

exp~22A2l2!

A2l2 J .

The combination of the sign functions in the square brack
can be rewritten in a more transparent form:

@¯#5H 4 if Dx•p,p2,Dx2.0,

24 if Dx•p,p2,Dx2,0,

2 sgn~Dx•p! if p2,x2 have opposite sign.

Thus, particles with time-like momentum tend to travel fo
ward in time and inside the light-cone and particles w
space-like momentum tend to travel backwards in time o
side the light cone. Also as one might expect, anti-partic
with time-like momentum tend to travel backwards in tim
inside the light-cone and anti-particles with space-like m
mentum tend to travel forwards in time outside the ligh
cone.

The rest of the interesting features of the Feynman pro
gator are tied up in the dependence on the Lorentz invar
l25(Dx•p)22Dx2p2. As with the retarded propagator i
subsection II D, we will study thep2.0, p2,0, andp250
cases separately.

To study thep2.0 case, we boost to the frame whe
pm8 5(p08 ,0W ). In this frame,l25p80

2uDxW8u2>0, so only the
sine term contributes. The sine term is greatest forAl2&1
so we have the following limit on the spatial propagati
distance:

uDxW8u&
1

up08u
. ~3.8a!

As with the retarded propagator, we can compute the t
‘‘probability’’ to propagate to certain time. This calculatio
gives us the following limit on the temporal propagation d
tance:

uDx0u&
1

up08u
. ~3.8b!

Boosting the space-time region defined by these constra
back to the frame withpm5(p0 ,pL ,0W T), we find the follow-
ing constraints:

uDxWTu&R'5
1

Aup2u
~3.9a!

uDxLu&Ri5
1

upLu
~3.9b!

uDx0u&R05
1

up0u
. ~3.9c!

d.
3-13
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These limits are exactly the same as the ones we found
the retarded propagator in subsection II D.

To study thep,0 case, we boost to thepm8 5(0,pL8 ,0W T)
frame. In this frame,l25p8L

2(Dx80
22Dx8T

2). Inside the
light-cone, the exponential term disappears and we get a
straint onl2:

0>l25p8L
2~Dx80

22Dx8T
2!&1.

We can integrate to find the total ‘‘probability’’ to propaga
to a certain time, giving us a limit onDx08 :

uDx08u&
1

upL8 u
. ~3.10a!

Using thel2 and light-cone constraints, we find similar lim
its on DxWT8 andDxL8 :

uDxL8 u&
1

upL8 u
~3.10b!

uDxWT8 u&
1

upL8 u
. ~3.10c!

Boosting back to thepm5(p0 ,pL ,0W T) frame, we find

uDxWTu&R'5
1

Aup2u
~3.11a!

uDxLu&Ri5
1

up0u
~3.11b!

uDx0u&R05
1

upLu
, ~3.11c!

which is what we found for the retarded propagator. No
outside of the light-cone the situation is more complica
and we must integrate the propagator in the various di
tions to find limits. We find

uDx08u&
1

upL8 u
~3.12a!

uDxL8 u&
1

upL8 u
~3.12b!

uDxWT8 u&
1

upL8 u
. ~3.12c!

When we boost back to the frame withpm5(p0 ,pl ,0W T), we
find the result in Eq.~3.11c!.

Finally, we investigate thep250 case. Withp250, l2

becomes

0<l25uDx•pu5up0uuDxW• p̂2Dx0u&1 ~3.13!
09400
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because the exponential term does not contribute on the
cone. In other words the Feynman propagator functions
actly like the retarded propagator: high energy particles t
to follow their classical path while low energy particles c
deviate from their classical path. Expression~3.13! then
gives a measure of the deviation from the classical path.

We find that, despite the different boundary conditions
the two propagators, both the Feynman and retarded pr
gators send particles the same distances. This is probab
surprise since a calculation done using Feynman’s form
tion of perturbation theory must give the same results as
same calculation done using time-ordered perturba
theory.

C. Failure of factorization and the
‘‘source-propagator’’ picture

In this section, we investigate electron-positron pair p
duction in the strong field of two point charges. One mig
visualize this interaction as a virtual photon from one po
charge probing the virtual electron distribution of anoth
point charge. Thus, the electron distribution would app
factorized from the virtual electron-virtual photon collisio
process. However, we will show that this picture is incorre
because the photon fields interfere with one another
length scales comparable to the size of pair production
gion. Of course, this also means that our ‘‘sourc
propagator’’ picture fails here. Nevertheless, we can still f
mulate the problem in phase space and discuss the inter
of the interaction length and particle production leng
scales.

1. Interference of photon fields

We can write down the S-matrix corresponding to t
process in Figs. 6 and 7 using the same procedures use
the previous sections. To lowest order in the coupli
strength, we obtain

FIG. 6. Cut diagram for lepton pair production from a two ph
ton interaction.R is the space-time point of the center of the col
sion region.
3-14
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S12→1828eē5aemE d4x1d4x2

d4k1

~2p!4

d4k2

~2p!4

d4p

~2p!4

3
f * ~k1 ,k2!

A2k1,0VA2k2,0V

3eik1•x11 ik2•x21 ip•~x12x2!Lmn~k1 ,s1 ,k2 ,s2 ,p!

3$A1
m~x1!A2

n~x2!1A2
m~x1!A1

n~x2!%. ~3.14!

FIG. 7. The diagrams that contribute, at lowest order, to

gg→eē effective vertex.
09400
Herex1 andx2 are the interaction points of the photons a
should not be confused with the classical source particle
and 2. We have already separated theggeē effective vertex

Lmn~k1 ,s1 ,k2 ,s2 ,p!5ū~k1 ,s1!gmiSc~p!gnv~k2 ,s2!.

In Lmn(k1 ,s1 ,k2 ,s2 ,p), Sc(p) is the momentum-spac
Feynman electron propagator. The final state electr
positron wavepacket isf * (k1 ,k2) and we will assume the
final eē pair to be free and use the free wavepacket fr
Appendix D. The reader should note that we can already
the photons interfering in Eq.~3.14!.

As usual, we can rewrite Eq.~3.14! in terms of Wigner
transformed quantities. However, due to the photon fie
interfering, the structure of the cross terms are complica
The uS12→1828eēu2 is

e

field and

m. In
tate

s even
uS12→1828eēu2

5aem
2 E d4Rd4r

d4k1

~2p!4

d4k2

~2p!4

d4q1

~2p!4

d4q2

~2p!4

d4p

~2p!4 f ~R2r /2,k1 ,R1r /2,k2!Lmm8nn8~k1 ,k2 ,p,r !~2p!4d4

3~q11q22k12k2!H ~2p!4d4~q12k11p!A1
mm8~R2r /2,q1!A2

nn8~R1r /2,q2!1~2p!4d4~q12k22p!A1
nn8

3~R1r /2,q1!A2
mm8~R2r /2,q2!1E d4r̃ expF i r̃ •S 2p1

k12k2

2 D2 ir •~q12q2!GA1
nm8~R2 r̃ /4,q1!A2

mn8~R1 r̃ /4,q2!

1E d4r̃ expF i r̃ •S 2p1
k12k2

2 D1 ir •~q12q2!GA1
mn8~R1 r̃ /4,q1!A2

nm8~R2 r̃ /4,q2!J . ~3.15!

This equation could look simpler if, in the interference terms, we Wigner transformedA1 together withA2 . However then we
would have a virtual electron being emitted by some interference field and then reabsorbed by another interference
the resulting equations would be impossible to interpret using our photon distributions. In Eq.~3.15!, we neglectk̃ relative to
k in the effective vertex and in the factors of (2k0V) because the final state wavepackets are sharply peaked in momentu
Eq. ~3.15!, R is the center of the interaction pointsx1 andx2 andr is the space-time separation of these points. The final s
Wigner density is

f ~x1 ,k1 ,x2 ,k2!5
1

~2k1,0V!

1

~2k2,0V!
E d4k̃1

~2p!4

d4k̃2

~2p!4 e2 i k̃1x12 i k̃2x2f * ~k11 k̃1/2,k21 k̃2/2! f ~k12 k̃1/2,k22 k̃2/2!

and the Wigner transform of the effective vertex is

Lmm8nn8~k1 ,k2 ,p,r !5E d4p̃

~2p!4 eip̃•rLmn~k1 ,k2 ,p1 p̃/2!Lm8n8
* ~k1 ,k2 ,p2 p̃/2!.

We can write the effective vertex in terms of the scalar Feynman propagator,

Lmm8nn8~k1 ,k2 ,p,r !5ū~k1 ,s1!gmS p”1
i

2
]”1meDgnv~k2 ,s2!v̄~k2 ,s2!gn8S p”2

i

2
]”1meDgm8u~k1 ,s1!Gc~r ,p!

[lmm8nn8~k1 ,k2 ,p,r !Gc~r ,p!. ~3.16!

We simplify the reaction probability by summing over the final state electron and positron spins. We simplify thing
further by working in the ultrarelativistic limit, namely whenv1

2'v2
2'0. Under these approximations, we find
3-15
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uS12→1828eēu25aem
2 E d4Rd4r

d4k1

~2p!4

d4k2

~2p!4

d4q1

~2p!4

d4q2

~2p!4

d4p

~2p!4 f ~R2r /2,k1 ,R1r /2,k2!(
spins

lmm8nn8~k1 ,k2 ,p,r !Gc~r ,p!

3~2p!4d4~q11q22k12k2!H ~2p!4d4~q12k11p!A1
mm8~R2r /2,q1!A2

nn8~R1r /2,q2!1~2p!4d4

3~q12k22p!A1
nn8~R1r /2,q1!A2

mm8~R2r /2,q2!12E d4r̃ cosF r̃ •S 2p1
k12k2

2 D2r •~q12q2!GA1
nm8

3~R2 r̃ /4,q1!A2
mn8~R1 r̃ /4,q2!J . ~3.17!
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Given the relatively simple form of this equation, one wou
think that we could identify the exchanged electron’s pha
space density. In fact, if we use free particle distributions
the final state electron and positron and sum over final sta
we can identify the virtual electron distribution@Eq. ~3.4!# in
the direct terms. However, we cannot make the same ide
fication in the interference term and factorization is not p
sible here. We might find factorization again if we had se
eral point charges as one can envision a situation with m
photon sources screening the photons~a plasma for in-
stance!. The photon field might then be an incoherent sup
position of photon fields. In the absence of photon interf
ence, we might be able to define an effective elect
distribution.

2. The eēproduction region vs the interaction region

With Eq. ~3.17!, we can discuss the various length sca
of the problem. First theeē production region is set by th
shape and size of the photon distributions. Second, the
photon interaction region’s size depends on the mass
virtuality of the exchanged electron.

First, take the virtual photon distribution of the classic
point charge from Sec. II D. Now, the lowest energy a
momentum that each of the interacting photons can have10

q5(me ,me /vL ,0W T). Because the high energy or far of
shell photons are closer to the point charge then their lo
energy and nearly on-shell cousins, photons with the m
mum qm have the largest distributions. So, the geometri
overlap of the high energy portions of the virtual phot
distribution sets the size of theeē production region. In Fig.
8 we illustrate this: the two ellipses represent the edge of
photon distribution and the shaded region is the region wh
the eē pairs can be created.

Now, the size of the two photon interaction itself is dete
mined by how far the exchanged electron can travel betw
the vertices in Fig. 7. For this, we look at the phase-sp
electron propagator. Assuming massive electrons,11 we use
Remler’s causal propagator. Here the phase-space ‘‘prob

10The distribution of photons withq5(me ,me /vL ,0W T) is shown
in Fig. 2.

11The me50 case is uninteresting because theeē production re-
gion always extends over the two photon interaction region.
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ity’’ for propagating between two space-time points dro
like e22met for space-like electrons and like sin 2t(Ap2

6me)/(Ap26me) for time-like electrons. The proper tim
along the electron 4-momentum ist. In the direction trans-
verse to the electron four-momentum, the ‘‘probability’’
zero. Thus, the interaction region has a characteristic len
scale of '1/me . This is comparable to the width of th
photon distributions, so there is no scale separation. T
cally one requires the interaction length scale to be m
smaller than the characteristic length scale of the part
density in order to justify the gradient expansions and all
for a transport description. Because our approach does
rely on the gradient expansions, a transport description m
still be possible.

D. What the electrons tell us about QCD partons

In this section, we learned several things about the ma
less QCD parton phase-space densities. First, owing to
fact that the simplest parton ladder contains one rung re
senting a single partonic splitting, we learned how both
parent parton and cut rung affect the parton distribution. T

FIG. 8. The ellipses represent the edge of the photon distr

tions, each with four-momentumq5(me ,me /vL ,0W T). The shaded
region is the geometrical overlap of the photon distributions a

sets the size of theeē production region. The arrows point in th
direction of the photons’ source’s 3-momentum.
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shape of the parent parton distribution determines the sp
structure of the parton source. The rung of the parton lad
segment gets cut, putting that parton on shell. The inte
over final states of this parton is weighted toward giving i
low k0 . Second, partons propagate to the same dista
with the Feynman propagator that we found for the retar
propagator, despite the difference in the boundary conditi
of the two propagators. Finally, we learned that the ‘‘sour
propagator’’ picture of parton densities fails when the sou
particle and probe particle interact, even through quan
interference. Nevertheless, we can still discuss the proce
phase-space with the phase-space sources and propag
even if the densities have no clear meaning.

IV. QED TRANSPORT THEORY

The ‘‘source-propagator’’ picture of particle densitie
seems both common and physically intuitive. In this secti
we see how this picture arises in time-ordered nonequ
rium theory by deriving the generalized fluctuatio
dissipation theorem in phase-space. The derivation of
theorem mirrors the steps often used to derive the semic
sical transport equations. Namely, we derive the Kadan
Baym equations and formally solve them to get the gene
ized fluctuation-dissipation theorem. Unlike oth
derivations of the transport equations, we do not perform
gradient expansion. Instead, we directly Wigner transfo
the generalized fluctuation-dissipation theorem. If we th
insert the Wigner transformed self-energies into
fluctuation-dissipation theorem, we get a set of phase-sp
evolution equations for the particle densities. These evo
tion equations describe the complete evolution of the sys
in phase-space from some time in the distant past to
present, including all parton splittings, recombinations a
scatterings. In principle, the equations are nonperturbat
but we can expand them perturbatively. We demonstrate
by recalculating the photon and electron distributions
Secs. II and III. Following this, we derive transport equatio
from the phase-space evolution equations. Finally, we
scribe how the results of this section can be applied to Q
parton transport.

For those familiar with the common steps in derivin
semiclassical transport equations from the Kadanoff-Ba
equations, we suggest skipping past Sec. IV B to Sec. IV

A. Green’s functions

Our derivations begin with the contour Green’s functi
which we define as

iG~x,y!5^T̃f̂~x!f̂* ~y!& ~4.1a!

for scalar particles,

iD mn~x,y!5^T̃Âm~x!Ân~y!&2^Âm~x!&^Ân~x!&
~4.1b!

for photons and

iSab~x,y!5^T̃ĉa~x!ĉ̄b~y!& ~4.1c!
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for fermions. Thê ¯&5Tr(r...)/Tr(r) is a trace over the
system’s density matrix, specified at timet0→2`. The field
operators are taken in the Heisenberg picture.T̃ denotes or-
dering along the contour shown in Fig. 9. This ordering c
be written as

T̃A~x!B~y![u~x0 ,y0!A~x!B~y!6u~y0 ,x0!B~y!A~x!.
~4.2!

The upper sign refers to bosons and the lower sign to fer
ons. The contour theta function is defined as

u~x0 ,y0!5 H1 if x0 is later on the contour thany0

0 otherwise.

In addition to the contour Green’s functions~4.1a!–~4.1c!,
we define the. and, Green’s functions:

iG.~x,y!5^f̂~x!f̂* ~y!& ~4.3a!

iD mn
. ~x,y!5^Âm~x!Ân~y!&2^Âm~x!&^Ân~y!&

~4.3b!

iSab
. ~x,y!5^ĉa~x!cC b~y!& ~4.3c!

iG,~x,y!5^f̂* ~y!f̂~x!& ~4.3d!

iD mn
, ~x,y!5^Ân~y!Âm~x!&2^Âm~x!&^Ân~y!&

~4.3e!

iSab
, ~x,y!52^cC b~y!ĉa~x!&. ~4.3f!

These Green’s functions are hermitian and contain the c
plete single-particle information of the system. For examp
settingx5y gives us the single particle density matrix. Fu
thermore, Wigner transforming in the relative coordinate,
find the off-mass shell generalization of the Wigner functi
for the particles:

FIG. 9. The contour in the complex time plane used in t
evaluation of operator expectation values. The upper branch co
sponds to causal ordering and the lower branch to anticausal o

ing. The arrows denote the contour ordering enforced by theT̃
operator.
3-17
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f ~x,p!5 iG,~x,p!

5E d4~x2y!ei ~x2y!•piG,~x,y!

5E d4~x2y!ei ~x2y!•p^f̂* ~y!f̂~x!&.

We identify f (x,p) with the number density of particle~or
antiparticles! per unit volume in phase-space per unit inva
ant mass at timex0 :

f ~x,p!5
dn~x,p!

d3xd3pdp2 .

The off-shell Wigner function is related to the convention
Wigner function, f 0(x,pW ), through the invariant mass inte
gration:

f 0~x,pW !5
dn~x0 ,xW ,pW !

d3xd3p
5E

2`

`

dp2f ~x,p!.

In terms of the: Green’s functions, the contour Green
function can be written as

G~x,y!5u~x0 ,y0!G.~x,y!1u~y0 ,x0!G,~x,y! ~4.4!

for both fermions and bosons. Furthermore, because of
equal time commutation relations, for both fermions a
bosonsG.(x,y)5G,(y,x) andG(x,y)5G(y,x).

We define several auxiliary Green’s functions in terms
the . and , Green’s functions: the retarded and advanc
Green’s functions and the Feynman and anti-Feynm
propagators. We write only the equations for the scalar p
ticles. For the retarded and advanced propagators, we h

G6~x,y!56u~6~x02y0!!
09400
l
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~G.~x,y!2G,~x,y!!. ~4.5!

For the Feynman and anti-Feynman propagators, we ha

Gc~x,y!5u~x02y0!G.~x,y!1u~y02x0!G,~x,y!,
~4.6a!

Ga~x,y!5u~y02x0!G.~x,y!1u~x02y0!G,~x,y!.
~4.6b!

One can also obtain these Feynman and anti-Feynman pr
gators by restricting the arguments of the contour propa
tors to be on one side of the contour in Fig. 9.

B. Conventional transport theory

In this subsection, we follow the standard derivation
the transport equations up to the point where we find
generalized fluctuation-dissipation theorem. The procedur
as follows: ~1! find the Dyson-Schwinger equations for th
contour Green’s functions,~2! apply the free field equation
of motion to get the Kadanoff-Baym equations and~3! solve

FIG. 10. The Dyson-Schwinger equations of the propagat
Double lines represent the dressed Green’s functions and s
lines represent the non-interacting Green’s functions. The par
self-energies are the large square vertices.
nd dressed
FIG. 11. The scalar and electron self-energies and the photon polarization tensor. Bare vertices are represented by dots a
vertices by blobs. The self-energies and the polarization tensor are all represented by large square vertices.
3-18
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the Kadanoff-Baym equations to get the generaliz
fluctuation-dissipation theorem.

1. Dyson-Schwinger equations

The Dyson-Schwinger equations encapsulate all of
nonperturbative effects in the field theory that are poss
with only two-point functions. We can write the Dyson
Schwinger equations for the photon, electron and scalar c
tour Green’s functions:

G~1,18!5G0~1,18!1E
C
d2d3G0~1,2!

3Q~2,3!G~3,18! ~4.7a!
on
a
n

ua

09400
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Dmn~1,18!5Dmn
0 ~1,18!1E

C
d2d3Dmm8

0
~1,2!

3Pm8n8~2,3!Dn8n~3,18! ~4.7b!

Sab~1,18!5Sab
0 ~1,18!1E

C
d2d3Saa8

0
~1,2!

3Sa8b8~2,3!Sb8b~3,18!. ~4.7c!

In these equations, we represent the coordinates by thei
dex, i.e.x1→1. We present the corresponding diagrams
Figs. 10~a!–10~c!. In Eqs. ~4.7a–4.7c!, the non-interacting
contour Green’s functions have a 0 superscript.

The self-energies describe all of the branchings and
combinations possible for the photons, electrons and sca
The self-energies are
Q~1,18!5 i ~eZ]Jm!E
C
d2d3G~1,3!Ggff

n ~2,3,18!Dmn~1,3!1 i ~2iaemZ2gmn!

3E
C
d2d3d4G~1,2!Gggff

m8n8 ~2,3,4,18!Dmn8~1,3!Dnn8~1,4!1QMF~1!d4~1,18! ~4.8a!

Pmn~1,18!52 i ~2 ie~gm!ab!E
C
d2d3Saa8~1,2!Gge,n

a8b8~2,3,18!Sb8b~3,1!1 i ~eZ]Jm!

3E
C
d2d3G~1,2!Ggff,n~2,3,18!G~3,1!1 i ~2iaemZ2gmm8!

3E
C
d2d3d4G~1,2!G~3,1!Gggff,n

n8 ~2,3,4,18!Dm8n8~1,4!1PMF~1!gmnd4~1,18! ~4.8b!

Sab~1,18!5 i ~2 ie~gm!aa8!ECd2d3Sa8b8~1,2!Gge
b8b,n~2,3,18!Dmn~1,3!1SMF~1!dabd4~1,18!.

~4.8c!

In Figs. 11~a!–11~c!, we show all the diagrams corresponding to the non-mean-field terms in Eqs.~4.8a!–~4.8c!. We define the
contour delta functiond4(x,y) by

d4~x,y!5H d4~x2y! for x0 ,y0 on the upper branch

0 for x0 ,y0 on different branches

2d4~x2y! for x0 ,y0 on the lower branch.
we
Finally, there is another set of Dyson-Schwinger equati
for the vertex functions. Since we will truncate the vertices
tree level, we will not state the Dyson-Schwinger equatio
here.

2. Kadanoff-Baym equations

The free-field contour Green’s functions satisfy the eq
tions of motion:

~]x
21M2!G0~x,y!5d4~x,y! ~4.9a!
s
t
s

-

]x
2Dmn

0 ~x,y!54pgmnd4~x,y!
~4.9b!

~ i ]” x2me!Sab
0 ~x,y!5dabd4~x,y!.

~4.9c!

Combining these with the Dyson-Schwinger equations,
have
3-19
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~]1
21M2!G~1,18!5d4~1,18!1E

C
d2Q~1,2!G~2,18!

~4.10a!

]1
2Dmn~1,1,8!54pgmnd4~1,18!

14pE
C
d2Pm

n8~1,2!Dn8n~2,18!

~4.10b!

~ i ]” 12me!Sab~1,18!5dabd4~1,18!

1E
C
d2Sab8~1,2!Sb8,b~2,18!.

~4.10c!

There is a conjugate set of equations~4.9!, ~4.10! with the
differential operators acting on 18.

Restrictingt1 and t18 to lie on different sides of the time
contour in Fig. 9, we arrive at the Kadanoff-Baym equatio

~]1
21M2!G:~1,18!

5E d3x2QMF~xW1 ,xW2 ,t1!G:~xW2 ,t1,18!

1E
t0

t1
d2~Q.~1,2!2Q,~1,2!!G:~2,18!

1E
t0

t18d2Q:~1,2!~G.~2,18!2G,~2,18!! ~4.11a!

1

4p
]1

2Dmn
: ~1,18!

5E d3x2PMF~xW1 ,xW2 ,t1!Dmn
: ~xW2 ,t1,18!

1E
t0

t1
d2~Pm

.n8~1,2!2Pm
,n8~1,2!!Dn8n

:
~2,18!

1E
t0

t18d2Pm
:n8~1,2!~Dn8n

.
~2,18!2Dn8n

,
~2,18!!

~4.11b!

~ i ]” 12me!Sab
: ~1,18!

5E d3x2SMF~xW1 ,xW2 ,t1!Sab
: ~xW2 ,t1,18!

1E
t0

t1
d2~Sab8

.
~1,2!2Sab8

,
~1,2!!Sb8b

:
~2,18!

1E
t0

t18d2Sab8
:

~1,2!~Sb8b
.

~2,18!2Sb8b
,

~2,18!!.

~4.11c!
09400
.

Here the. and, self-energies have the same relation to t
contour self-energy that the. and, Green’s functions have
to the contour Green’s functions. Again, there is a set
conjugate equations with the differential operators acting
18.

3. Generalized fluctuation-dissipation theorem

Now we define the retarded and advanced self-ener
for scalars:

Q6~1,2!5QMFd~ t1 ,t2!6u~6~ t12t2!!

3~Q.~1,2!2Q,~1,2!!. ~4.12!

The photon polarization tensor and electron self-energy
defined in a similar manner.

Using these, we simplify the Kadanoff-Baym equation

~]1
21M2!G:~1,18!5E

t0

`

d2Q1~1,2!G:~2,18!

~4.13a!

1E
t0

`

d2Q:~1,2!G2~2,18!

~4.13b!

1

4p
]1

2Dmn
: ~1,18!5E

t0

`

d2Pm
1n8~1,2!Dn8n

:
~2,18!

~4.13c!

1E
t0

`

d2Pm
:n8~1,2!Dn8n

2
~2,18!

~4.13d!

~ i ]” 12me!Sab
: ~1,18!5E

t0

`

d2Sab8
1

~1,2!Sb8b
:

~2,18!

~4.13e!

1E
t0

`

d2Sab8
:

~1,2!Sb8b
2

~2,18!.

~4.13f!

If we subtract the. equations from the, equations and
multiply the resulting equations by6u(6(t12t18)), we get
a second set of differential equations:

~]1
21M2!G6~1,18!5d4~1218!1E

t0

`

d2Q6~1,2!G6~2,18!

~4.14a!

1

4p
]1

2Dmn
6 ~1,18!5d4~1218!1E

t0

`

d2Pm
6n8~1,2!Dn8n

6
~2,18!

~4.14b!

~ i ]” 12me!Sab
6 ~1,18!

5d4~1218!1E
t0

`

d2Sab8
6

~1,2!Sb8b
6

~2,18!.

~4.14c!
3-20
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Solving the initial value problem posed by Eqs.~4.13!
using Eqs.~4.14!, we find

G:~1,18!

5E
t0

`

d2E
t0

`

d3G1~1,2!Q:~2,3!G2~3,18!

1E d3x2d3x3G1~1,xW2 ,t0!

3G:~xW2 ,t0 ,xW3 ,t0!G2~xW3 ,t0,18! ~4.15a!

Dmn
: ~1,18!5E

t0

`

d2E
t0

`

d3Dmm8
1

~1,2!P:m8n8~2,3!

3Dn8n
2

~3,18!1E d3x2d3x3Dmm8
1

~1,xW2 ,t0!

3D:m8n8~xW2 ,t0 ,xW3 ,t0!Dn8n
2

~xW3 ,t0,18! ~4.15b!

Sab
: ~1,18!5E

t0

`

d2E
t0

`

d3Saa8
1

~1,2!Sa8b8
:

~2,3!Sb8b
2

~3,18!

1E d3x2d3x3Saa8
1

~1,xW2 ,t0!

3Sa8b8
:

~xW2 ,t0 ,xW3 ,t0!Sb8b
2

~xW3 ,t0,18!. ~4.15c!

These equations are the generalized fluctuation-dissipa
theorem. They describe the evolution of a density fluctuat
~given by the. and, Green’s functions! from t0 to t1 .

C. Phase-space generalized fluctuation-dissipation theorem

We now translate the fluctuation dissipation equatio
~4.15! into phase-space. We only do so for the scalar eq
tion because the photon and electron equations are sim
First we extend the integration region to cover all time:

G:~x1,x18!5E d4x2d4x3G1~x1,x2!Q:~x2,x3!G2~x3,x18!

1 lim
t0→2`

E d4x2d4x3d~ t02x20!

3d~ t02x30!G
1~x1,x2!G:~x2 ,x3!G2~x3,x18!.

Next, we Wigner transform in the relative variablex1
2x18 :

G:~x,p!5E d4x8
d4p8

~2p!4

3G̃1~x,p;x8,p8!Q:~x8,p8!

1 lim
x08→2`

E d3x8
d4p8

~2p!4

3G̃1~x,p;x8,p8!G:~x8,pW 8!. ~4.16!
09400
on
n

s
a-
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We recognize the Wigner transforms of the self-energy a
initial particle density:

Q:~x,p!5E d4x̃eip• x̃Q:~x1 x̃/2,x2 x̃/2! ~4.17!

and

d~ t02x0!G:~x,pW !5E d4x̃eip• x̃d~ t02~x01 x̃0/2!!

3d~ t02~x02 x̃0/2!!

3G:~x1 x̃/2,x2 x̃/2!. ~4.18!

The delta functions render the initial density independen
p0 . We have also defined the retarded propagator in ph
space:

G̃1~x,p;y,q!5E d4x8d4y8ei ~p•x82q•y8!

3G1~x1x8/2,y1y8/2!

3G2~x2x8/2,y2y8/2!. ~4.19!

At this point, one usually applies the gradient approximat
to Eq. ~4.16!, eliminating thed4x8 integral. We do not do
this.

Next, we assume the translational invariance of the
vanced and retarded propagators. This is reasonable at lo
order in the coupling since the free field advanced and
tarded propagators are translationally invariant. Making t
approximation, the retarded propagator in phase-space
comes

G̃1~x,p;y,q!5~2p!4d4~p2q!E d4zeip•z

3G1~x2y1z/2!~G1~x2y2z/2!!*

[~2p!4d4~p2q!G1~x2y,p!. ~4.20!

We will use G1(x2y,p) in all subsequent calculations. I
practice, we will only use the lowest order contribution
G1(x2y,p). This means that we dress the: propagators
but not the6 propagators when we iterate Eq.~4.15!. Thus,
our particles propagate as though they are in the vacuum
Appendix G we calculate the lowest order contribution
G1(x2y,p).

Repeating this for the photons and electrons, we arriv
the phase-space generalized fluctuation-dissipation theo

G:~x,p!5E d4yG1~x2y,p!Q:~y,p!

1 lim
y0→2`

E d3yG1~x2y,p!G:~y,pW !

~4.21a!
3-21
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Dmn
: ~x,p!5E d4yDmnm8n8

1
~x2y,p!P:m8n8~y,p!

1 lim
y0→2`

E d3yDmnm8n8
1

~x2y,p!

3D:m8n8~y,pW ! ~4.21b!

Sab
: ~x,p!5E d4ySaba8b8

1
~x2y,p!Sa8b8

:
~y,p!

1 lim
y0→2`

E d3ySaba8b8
1

~x2y,p!

3Sa8b8
:

~y,pW !. ~4.21c!

These equations describe the evolution of the particle ph
space densities fromy0→2` to the timex0 , including par-
ticle creation and absorption through the particle se
energies. They clearly have the ‘‘source-propagator’’ for
but also contain information about the initial particle densi
The derivation of these equations does not rely on the fo
of the self-energies and the general form is shown diagr
matically in Fig. 12. Thus, these equation can be re-app
to QCD. We exploit this fact when we discuss the shape o
nucleon’s parton cloud.

D. Phase-space evolution equations

The first step toward getting the phase-space evolu
equations from the generalized fluctuation-dissipation th
rem is to calculate the self-energies~i.e. the sources!. To do
this, we insert Eqs.~4.12! and ~4.4! into the self-energy
equations and keep only the lowest order approximation
the vertex functions. Thus, we assume that the interac
time is much smaller than the other time scales in the pr
lem. So, we arrive at the creation and absorption rates:

Q:~1,18!5 iaemZ2]J1mG:~1,18!]J18nD:mn~1,18!

1QMF
: ~1!d4~1218! ~4.22a!

FIG. 12. Cut diagram for probing the particle densities in t
generalized fluctuation-dissipation theorem. Time flows downw
and, since the the probe interaction is in the future, we leave
nature of the probe unspecified.
09400
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Pmn
: ~1,18!5 iaem Tr$gmS:~1,18!gnS"~1,18!%

1 iaemZ2]J1mG:~1,18! ]J18nG"~1,18!

1PMF
: ~1!gmnd4~1218! ~4.22b!

Sab
: ~1,18!52 iaem~gm!aa8Sa8b8

:
~1,18!~gn!b8b

3D:mn~1,18!1SMF
: ~1!dabd4~1218!.

~4.22c!

We have neglected the second scalar term in the polariza
tensor and the second photon term in the scalar self-en
because they enter with a factoraem

2 which is higher order
than the other terms we kept.

The self-energies in~4.22! can be Wigner transformed
Taking care to integrate the derivative scalar couplings
parts, we arrive at

Q:~x,p!5 iaemZ2E d4q1

~2p!4

d4q2

~2p!4

3~q11q22 i ]J/2!mG:~x,q1!

3~q11q22 i ]J/2!nD:mn~x,q2!~2p!4

3d4~p2~q11q2!!1QMF
: ~x! ~4.23a!

Pmn
: ~x,p!5 iaemE d4q1

~2p!4

d4q2

~2p!4 Tr$gmS:~x,q1!gn

3S:~x,q2!%~2p!4d4~p2~q11q2!!

1 iaemZ2E d4q1

~2p!4

d4q2

~2p!4

3~q11q21 ]J/2!m

3G:~x,q1!~q11q21 i ]J/2!n

3G:~x,q2!~2p!4d4~p2~q11q2!!

1P
MF

: ~x!gmn ~4.23b!

Sab
: ~x,p!52 iaem~gm!aa8E d4q1

~2p!4

d4q2

~2p!4

3Sa8b8
:

~x,q1!~gn!b8bD:mn~x,q2!

3~2p!4d4~p2~q11q2!!1SMF
: ~x!dab .

~4.23c!

We can rewrite these equations directly in terms of
particle and antiparticle densities12 to make their structure
explicit. In accordance with Eqs.~4.3a!–~4.3f!, we define the
particle densities as follows:

12Also known as the particle and anti-particle Wigner function

d
e
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iG:~x,p!5g:~x,p!5scalar densities ~4.24a!

iD mn
: ~x,p!5dmn

: ~x,p!5photon densities ~4.24b!

6 iSab
: ~x,p!5sab

: ~x,p!5 lepton densities.~4.24c!

Here the positive energy part of the. Green’s functions
correspond to the density for emission of (up0u,pW ) quanta,
while the negative energy part corresponds to the density
absorption of (2up0u,pW ) quanta. Similarly the positive en
ergy part of the, Green’s functions correspond to absorbi
(up0u,pW ) quanta and the negative energy part to emission
(2up0u,pW ) quanta. Thus,u(p0)g,(x,p) is the scalar density
andu(2p0)g.(x,p) is the antiscalar density. We can ma
similar identifications for the photon13 and lepton densities.

Now, combining~4.21! and ~4.23! and inserting the par
ticle densities, we arrive at

g:~x,p!5E d4y
d4q1

~2p!4

d4q2

~2p!4 G1~x2y,p!~2p!4

3d4~p2~q11q2!!aemZ2~q11q22 i ]J/2!m

3g:~y,q1!~q11q22 i ]J/2!ndmn
: ~y,q2!

1E d4yG1~x2y,p!iQMF
: ~y!

1 lim
y0→2`

E d3yG1~x2y,p!g:~y,pW ! ~4.25a!

dmn
: ~x,p!5E d4y

d4q1

~2p!4

d4q2

~2p!4 Dmnm8n8
1

~x2y,p!

3~2p!4d4~p2~q11q2!!

3 $aem Tr@gm8s:~y,q1!gn8s:~y,q2!#

1aemZ2~q11q21 i ]J/2!m8g:~y,q1!

3~q11q21 i ]J/2!n8g:~y,q2!%

1E d4yDmnm8n8
1

~x2y,p!iPMF
: ~y!gm8n8

1 lim
y0→2`

E d3yDmnm8n8
1

~x2y,p!d:m8n8~y,pW !

~4.25b!

sab
: ~x,p!5E d4y

d4q1

~2p!4

d4q2

~2p!4 Saba8b8
1

~x2y,p!

3~2p!4d4~p2~q11q2!!aem~gm!a8a9

13The dmn
, (x,p) in this section is the Wigner transform of th

vector potential,Amn(x,q), of Sec. II, as we demonstrate in subse
tion IV E.
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3sa9b9
:

~y,q1!~gn!b9b8dmn
: ~y,q2!

1E d4ySaba8b8
1

~x2y,p!~6 iSMF
: ~y!!da8b8

1 lim
y0→2`

E d3ySaba8b8
1

~x2y,p!sa8b8
:

~y,pW !.

~4.25c!

These equations are the most important result of this sec
They simultaneously describe all ‘‘partonic’’ splittings, re
combinations and scatterings from the distant past to
present. Note that an implementation of these equati
would be very different from the conventional transport a
proach. First, these splittings and recombinations occur in
cells of coordinate-space. This is very different from the co
ventional approach where particles interact only when th
are withinAsTOT of each other@28,21,7#. Second, the par-
ticles in our approach do not follow straight-like trajectorie
Instead, they have a ‘‘probability’’ distribution for propaga
ing to a certain point.

Equations~4.25! are the phase-space QED analog of M
khlin’s evolution equations@29#. A QCD version of the
phase-space evolution equations should reduce to Makh
equations when integrating out the coordinate depende
Geiger @10# has derived a set of QCD transport equatio
based on Makhlin’s work. While his derivation is very sim
lar to our derivation of the phase-space evolution equat
he does use the gradient approximation to simplify his co
sion integrals. The QCD version of the transport equatio
we derive in Sec. IV F would reduce to his semiclassi
equations if one applies this approximation.

There are several ways to solve Eq.~4.25! but we propose
only two methods in the following subsections. The fir
method is a perturbative scheme which we will use to der
the time-ordered version of the results of Secs. II–III. T
second method is to derive transport equations from
~4.25!.

E. Perturbative solution to the phase-space
evolution equations

We can perform a perturbative expansion on Eqs.~4.25!
and get the leading contributions to the particle densities.
show this for both the photons and electrons surroundin
classical~scalar! point charge.

We begin by stating the initial conditions14 for the particle
densities and listing the other assumptions used here.
initial electron and photon densities~at y0→2`! are sab

:

(2`,yW ,pW )5dmn
: (2`,yW ,pW )50. We also take the initial sca

lar densities to beg.(2`,yW ,pW )50 and g,(y0 ,yW ,pW )
5Nu(p0)d3(pW 2pi

W )d(p22M2)d3(x0pW /p02xW ). To get this
form for g,, we localize the initial scalar wavepacket
momentum as discussed in Appendix C 3. In addition to

14Unlike Feynman perturbation theory, we can only specify t
initial particle densities here.
3-23
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suming these densities, we must also neglect the mean
and drop the gradients in the scalar-photon coupling.

1. Photons

Since the scalar field only couples to the photons,
lowest order contribution to the photon density comes fr
the photons directly coupling to the initial scalar density. T
cut diagram for this process is in Fig. 13. For positive ene
photons, the density is

dmn
, ~x,p!5E d4y

d4q1

~2p!4

d4q2

~2p!4 Dmnm8n8
1

~x2y,p!

3~2p!4d4~p2~q11q2!!aemZ2~q11q2!m8

3g,~y,q1!~q11q2!n8g,~y,q2!.

Now, G.(x,p)5G,(x,2p) because: propagators obey
the relationG.(x,y)5G,(y,x). Thus, we can switch one o
the g,(y,q) to g.(y,2q), changing it from an initial state
antiscalar to a final state scalar. Doing so, we have

dmn
, ~x,p!5E d4y

d4q1

~2p!4

d4q2

~2p!4 Dmnm8n8
1

~x2y,p!

3~2p!4d4~p2~q12q2!!aemZ2~q12q2!m8

3g,~y,q1!~q12q2!n8g.~y,q2!. ~4.26!

Now we can bring aemZ2(q12q2)m8g,(y,q1)(q1

2q2)n8g.(y,q2) into the form of the Wigner transform o
the scalar current. To do this, we take the final state scala
be free and sum over all possible final momentum.15 Doing
so, Eq.~4.26! becomes

15We perform this calculation in detail in Appendix D.

FIG. 13. Cut diagram for the time-ordered~nonequilibrium!
photon density. Time flows downward and, since the probe inte
tion is in the future, we leave the nature of the probe unspecifi
09400
ld

e

e
y

to

dmn
, ~x,p!5E d4yDmnm8n8

1
~x2y,p!

3Jclassical
m8n8 ~y,p!.

Thus,dmn
, (x,p) can be identified with theAmn(x,p) in Eq.

~2.7!.

2. Electrons

Since the electrons only couple to the photons, the low
order contribution to the electron density comes from a p
ton splitting into electron-positron pairs. The cut diagram
this is shown in Fig. 14. From Eq.~4.25c! we have

sab
, ~x,p!5E d4y

d4q1

~2p!4

d4q2

~2p!4 Saba8b8
1

~x2y,p!

3~2p!4d4~p2~q11q2!!

3aem~gm!a8a9sa9b9
,

~y,q1!

3~gn!b9b8dmn
, ~y,q2!.

Using sab
, (x,q)5sba

. (x,2q), we find

sab
, ~x,p!5E d4y

d4q1

~2p!4

d4q2

~2p!4 Saba8b8
1

~x2y,p!

3~2p!4d4~p2~2q11q2!!

3aem~gm!a8a9sb9a9
.

~y,q1!~gn!b9b8dmn
, ~y,q2!.

~4.27!

c-
.

FIG. 14. Cut diagram for the time-ordered~nonequilibrium!
electron density. Time flows downward and, since the the pr
interaction is in the future, we leave the nature of the probe unsp
fied.
3-24
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Taking the initial photon density from~4.26! and taking
sb9a9

. (y,q2) to be a final state positron, we recover Eq.~3.4!.
However here all of the propagators are retarded while
electron propagator in Eq.~3.4! is causal.

F. Transport equations

In this section, we find a set of transport equations fr
the integral equations in~4.25!. We write the two equations
of motion for the phase-space retarded propagator. Apply
these equations to the phase-space evolution equations
derive two sets of coupled integro-differential equations. T
first set of equations are the transport equations and the
ond set are the ‘‘constraint’’ equations of Mro´wczyński and
Heinz @9,30#. The ‘‘constraint’’ equations describe the ma
shift of the particles in medium.

The equation of motion for the non-interacting retard
massless scalar propagator is

]2G1~x!5d4~x!.

The conjugate equation is

]2~G1~x!!* 5d4~x!.

Multiplying both sides of the first equation by (G1(y))* ,
both sides of the second equationG1(y) and Wigner trans-
forming in the relative space-time coordinate, we find tw
equations:
09400
e

g
we
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~k1 i ]/2!2G1~x,k!5E d4x8eix8•k~G1~x2x8/2!!*

3d4~x1x8/2! ~4.28a!

~k2 i ]/2!2G1~x,k!5E d4x8eix8•k~G1~x1x8/2!!

3d4~x2x8/2!. ~4.28b!

Inserting the retarded propagator in the energy-momen
representation~with me50! and adding and subtracting th
1 and2 equations, we find the equations of motion for t
retarded propagator:

k•]G1~x,k!5
2

p
u~x0!d~x2!sin~2x•k! ~4.29a!

~]2/42k2!G1~x,k!5
2

p
u~x0!d~x2!cos~2x•k!.

~4.29b!

Taylor series expanding the sine or cosine and keeping o
the lowest order is equivalent to performing the gradient
pansion.

Now, we apply thek•] and (]2/42k2) operators to the
particle densities in Eq.~4.25!. On the right hand side, thes
differential operators act on the retarded propagators, so
can use their equations of motion to simplify the results. F
scalars we get
p•]g:~x,p!5E d4y
d4q1

~2p!4

d4q2

~2p!4

2

p
u~x02y0!d~~x2y!2!sin~2~x2y!•p!~2p!4

3d4~p2~q11q2!!aemZ2~q11q22 i ]J/2!mg:~y,q1!~q11q22 i ]J/2!ndmn
: ~y,q2!

1E d4y
2

p
u~x02y0!d~~x2y!2!sin~2~x2y!•p!iQMF

: ~y!

1 lim
y0→2`

E d3y
2

p
u~x02y0!d~~x2y!2!sin~2~x2y!•p!g:~y,pW !~]2/42k2!g:~x,p!

5E d4y
d4q1

~2p!4

d4q2

~2p!4

2

p
~x02y0!d~~x2y!2!cos~2~x2y!•p!~2p!4d4~p2~q11q2!! ~4.30a!

3aemZ2~q11q22 i ]J/2!mg:~y,q1!~q11q22 i ]J/2!ndmn
: ~y,q2!1E d4y

2

p
u~x02y0!d~~x2y!2!

3cos~2~x2y!•p!iQMF
: ~y!1 lim

y0→2`
E d3y

2

p
u~x02y0!d~~x2y!2!cos~2~x2y!•p!g:~y,pW ! ~4.30b!

Now because of the delta functions, the boundary conditions aty0→2` only contribute whenuxW2yW u goes tò , implying that
we needg:(x,p) asxW→`. The densities are zero here, so they drop out from these equations.

The transport equations for the photons and electrons are
3-25
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p•]dmn
: ~x,p!5

2

p E d4yu~x02y0!d~~x2y!2!sin~2~x2y!•p!H E d4q1

~2p!4

d4q2

~2p!4 ~2p!4d4~p2~q11q2!!

3$aem Tr@gms:~y,q1!gns:~y,q2!#1aemZ2~q11q21 i ]J/2!mg:~y,q1!~q11q21 i ]J/2!ng:~y,q2!%

1gmniPMF
: ~y!J ~4.31a!

p•]sab
: ~x,p!5

2

p
~p”1 i ]” !aa8~p”2 i ]” !bb8E d4yu~x02y0!d~~x2y!2!sin~2~x2y!•p!H E d4q1

~2p!4

d4q2

~2p!4 ~2p!4

3d4~p2~q11q2!!aem~gm!a8a9sa9b9
:

~y,q1!~gn!b9b8dmn
: ~y,q2!1da8b8~6 iSMF

: ~y!!J . ~4.31b!

These equations almost have the form of the Boltzmann equation: the left side clearly is the Boltzmann transport ope
the right side is almost the collision integrals. If we were to expand the sines in the collision integrals and keep only the
term, we would recover the collision integrals. Furthermore, if we were to do this same approximation to the QCD ve
~4.31! we would arrive at Geiger’s semiclassical QCD transport equations@10#.

We also state the constraint equations:

~]2/42k2!dmn
: ~x,p!5

2

p E d4yu~x02y0!d~~x2y!2!cos~2~x2y!•p!H E d4q1

~2p!4

d4q2

~2p!4 ~2p!4d4~p2~q11q2!!

3$aem Tr@gms:~y,q1!gns:~y,q2!#1aemZ2~q11q21 i
↔
] /2!mg:~y,q1!~q11q21 i

↔
] /2!ng:~y,q2!%

1gmniPMF
: ~y!J ~4.32a!

~]2/42k2!sab
: ~x,p!5

2

p
~p”1 i ]” !aa8~p”2 i ]” !bb8E d4yu~x02y0!d~~x2y!2!cos~2~x2y!•p!H E d4q1

~2p!4

d4q2

~2p!4 ~2p!4

3d4~p2~q11q2!!aem~gm!a8a9sa9b9
:

~y,q1!~gn!b9b8dmn
: ~y,q2!1da8b8~6 iSMF

: ~y!!J . ~4.32b!
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If we were to derive the constraint equation for massive p
ticles, we would find that (]2/42k2)→(]2/42k21m2).
Therefore, the constraint equations give rise to the
medium mass shift for the photons and electrons and thus
RHS of the constraint equations can be interpreted as
‘‘in-medium’’ mass. Note that despite the presence of t
‘‘in-medium’’ mass, particles still scatter onto the light-con
This is not a surprise since the particles are massless. Fin
we have not written the various constants in terms of th
renormalized values. Dressing the particle densities by s
ing the evolution equations~which are nonperturbative!
should, to some extent, be equivalent to using renormal
couplings.

G. Implications for QCD parton transport theory

The ‘‘source-propagator’’ picture must apply to QCD pa
tons since our derivation of the phase-space general
fluctuation-dissipation theorem only depends on the form
the Dyson-Schwinger equations for the contour propaga
in ~4.7!. In particular, the specific form of the self-energies
irrelevant. It would then seem that if we find the QCD se
energies and define the parton distributions appropriately
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may construct QCD phase-space parton evolution equati
However, before we could do this we must assess whe
we need to dress the phase-space propagators and ver
implement renormalization and possibly attempt to treat
bound states.

In the present work, we dress the particle densities
iterating the phase-space evolution equations but we do
dress the phase-space propagators or vertices. How
dressing the particle densities may be sufficient to incor
rate any needed higher order or many particle effects. O
such effect is the mass shift of a particle in-medium. This h
been mentioned above and given this, it may prove neces
to give particles an effective mass as a simple form of
medium dressing of the phase-space propagators. In
event, we would then need the propagators with non-z
mass and we do not know the form of the retarded pha
space propagators for this case. We are currently investi
ing propagation in this case.

The issue of implementing renormalization will requi
some work as there is not a well-developed understandin
renormalization in non-equilibrium quantum mechanics.
momentum-space perturbation theory, renormalization
3-26
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used to correct some parameters~e.g. a particle’s mass! to
make them correspond to their observed values. Som
these corrections can be ascribed to many-particle eff
that are effectively dealt with by dressing the densiti
propagators and/or vertices. Nevertheless, there may b
vergencies that need to be removed in our formulation
non-equilibrium perturbation theory but, at the present,
have not yet encountered any. The issue of renormaliza
brings up one other question. Usually momentum-sp
renormalization is interpreted as removing physics at
momentum scale in favor of another scale. It is not cl
what this means in phase-space. When renormalizing
phase-space, are we removing physics at a certain le
scale, a certain momentum scale, both, or neither? Is re
malization a form of smoothing in phase-space, akin to
gradient approximation?

The issue of QCD bound states is very much an o
issue. Will we need to introduce higher-order correlatio
~i.e. four and six point functions! into the Dyson-Schwinge
equations? If so, this presumably would require some un
standing of hadronization and the role ofLQCD . LQCD is
usually interpreted as a momentum cut-off in perturbat
theory; as one approachesLQCD , nonperturbative effects in
crease and perturbation treatments break down. This in
pretation may not be appropriate in phase-space for sev
reasons. First, the phase-space evolution equations are
perturbative objects, so there should be no cut-off in mom
tum. Second, it is not clear whetherLQCD should be viewed
as a cut-off in momentum or whether 1/LQCD should be
viewed as a cut-off in coordinate space. In fact, it may
that 1/LQCD is simply a characteristic length scale for QC
bound states~i.e. hadrons! so that a proper treatment o
bound states may lead to a clear identification of the role
1/LQCD .

In any event, these three issues are intricately intertwi
and their investigation is beyond the scope of the pres
work. Nevertheless, in the absence of a phase-space e
tion equation, we can still use the generalized fluctuati
dissipation theorem as insight to build models. This is w
we do in the next section.

V. PARTON CLOUD OF A NUCLEON

We cannot calculate the phase-space parton distribu
functions without a set of QCD phase-space evolution eq
tions. Nevertheless, there is significant work calculating
parton distribution functions in momentum-space and m
of these results can be translated into phase-space. In pa
lar, we show that the leading logarithm approximati
should work in phase-space. Using the momentum orde
in the leading logarithm approximation and a simple mo
of the nucleon we estimate the size of the sea parton di
bution as a function of parton momentum.

A. QCD parton model and leading logarithm approximation

The QCD parton model rests on two simple assumptio
as!1 ~so perturbation theory is valid! and the parton life-
time is much larger than parton interaction time@25#. Both of
these conditions are necessary to factorize a cross secti
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a momentum-space calculation. Typically the parton dis
bution functions are calculated using either DGLAP, BFK
or GLR evolution, all of which are equivalent to applying
leading logarithm approximation~LLA !. In the LLA, we as-
sume the parton is produced in a cascade represented b
ladder diagram in Fig. 15. The probability of emitting thenth
parton with longitudinal momentum fractionxn and trans-
verse momentumqnT

2 from this cascade is@26#

dPn5
Ncas

p

dxn

xn

dqnT
2

qnT
2 . ~5.1!

Thus, by ordering the momentum properly as we go do
the ladder, we can pick up the largest logarithmic contrib
tions to thenth parton’s density.

Most hadron colliders probe regions where the data
well described with parton distribution functions calculat
within the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi~DG-
LAP! evolution scheme. DGLAP evolution is equivalent
the leading logarithm approximation in 1/q2 @LLA( Q2)#.
New experiments at the DESYep collider HERA are begin-
ning to see evidence that Balitskii-Fadin-Kuraev-Lipat
~BFKL! type evolution is necessary to describe the par
distribution functions at small-x @31#. BFKL-type physics is
believed to be responsible for the rise in the number of p
tons asx→0, however this rise can also be partially d
scribed by DGLAP-type physics@26,3,31#. BFKL evolution
is equivalent to the leading logarithm approximation in 1x
@LLA( x)#. Unlike DGLAP and BFKL evolution, Gribov-
Levin-Ryskin ~GLR! type evolution does not have a simp
momentum ordering because one sums terms with vary
powers of 1/x and 1/q2 @32,26#. Because of the simplicity of
the ladder structure and the momentum ordering neede
pick up the largest contributions, we will discuss both D
LAP and BFKL type partons in phase-space.

FIG. 15. Cut diagram for probing thenth generation of partons
in a typical cascade. Time flows downward in this diagram and
probe, being somewhere in the future, is left unspecified.
3-27
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We can apply the QCD parton model and LLA in phas
space if both are modified appropriately. Assume that we
working in a regime whereas!1, so we can apply phase
space perturbation theory, and assume that all elemen
particles are massless. Assume also that the probe is lo
ized on the length scale of the parton cloud. This assump
is equivalent to saying the parton lifetime is large compa
to the interaction time.

Now, if we find the same singularities in both phase-sp
and momentum-space, then we know that the LLA will gi
the dominant contribution to the particle densities in pha
space. The generalized fluctuation dissipation theorem
us that the parton density has the form

g:~x,p!5E d4yG1~x2y,p!S:~y,p!. ~5.2!

The self-energy,S:, is given by the parton ladder in Fig. 1
and the nth segment ofS: is shown in Fig. 16. In
momentum-space, the cut rung gives ad3k/uk0u which leads
to the dx/x in Eq. ~5.1!. To see how the factor ofd3k/uk0u
arises in phase-space, one needs only look at the elec
source in Sec. III B 1. The electron source has exactly
form of the segment in Fig. 16 and in that calculation w
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found exactly this factor ofd3k/uk0u. The fact that we find
the same factor ofd3k/uk0u in both the energy-momentum
representation and in phase-space simply reflects the fact
the cut parton density isu(k0)d(k2) in both cases and we
sum over final parton states. The factor ofdq2/q2 occurs in
Eq. ~5.1! because of the integration over the leg’s propaga
1/q2. In phase-space, the 1/q2 poles are tied up in the Wigne
transform of the retarded propagator, but they are still the

FIG. 16. Typical rung of the LLA ladder.
G1~x,q!5E d4q8

~2p!4 e2 ix•q8
1

~q1q8/2!21 i e~q01q08/2!

1

~q2q8/2!22 i e~q02q08/2!
.

t
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Thus, this segment of the parton ladder produces the s
divergencies in phase-space and momentum-space wha
orderings are needed to produce the leading contribution
momentum space will produce the same leading contr
tions in phase-space.

Our self-energy has the same ladder structure as the
tron source in Sec. III, so we know the spatial structure of
nth parton’s source is given by then21th parton’s distribu-
tion. Iterating back to the 0th parton~a valence quark!, we
see that the shape of the valence distribution sets the sha
the sea parton source. We take the valence quark wave f
tion to be uniformly spread throughout a bag with rad
Rbag . Since we are interested in high-energy collisions,
take the nucleon bag to be moving to the right with

momentumpm5(P0 ,PL ,0W T) with P0'PL@MN . Thus, this

nucleon has 4-velocityvm5(1,vL ,0W T) and the bag is con
tracted in the longitudinal direction by a factor ofg
51/A12vL

2@1. We assume the partons lose memory of
original valence quark momentum as one goes down the
der. Thus, any momentum-coordinate correlations in
source function should be washed out by the spatial inte
tions in Eq. ~5.2!. One might expect that the sea parto
forget the shape of the nucleon bag as well, but we show
the partons cannot propagate far enough from the orig
source for this to happen.
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B. Large-Q2
„DGLAP … partons

In the large-Q2 regime, the parton density is low bu
as(Q

2)ln(Q2/LQCD
2 )*1. Here the largest contribution to th

leading log ladder comes from largeQ2 logarithms.16 To get
the largest contributions from these logs, we order the m
menta as we move down the ladder:

2qn
2@2qn21

2 @¯@2q1
2@1/Rbag

2 'LQCD
2 .

Hereqi
2 is the virtuality of thei th leg. The kinematics at eac

leg-rung vertex ensure that the momentum fraction carr
by each leg is also ordered:

1>x1>¯>xn21>xn .

Whether a rung or leg is a quark or gluon is irrelevant, p
vided k250 and theq2 ordering holds. Now, given that th
proton has longitudinal momentumPL and the rungs and
legs are massless, each generation of partons must hav
ergy qn0'xnPL and transverse momentum ofqT

2'2q2

!x2PL
2 .

16Q2 can be taken as the typical momentum scale of the proc
In the case of a DIS probe, this is the momentum transferred by
probe.
3-28
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Let us discuss the general features of the parton clo
The retarded propagator lets thenth parton propagate out t
Rn';\c/A2qn

2 transverse to the parton momentum and
Rni;\c/qn05\c/xnPL parallel to the the parton momen
tum. Since xPL@pT , the parton momentum is approx
mately parallel to the nucleon momentum. BecauseRn'

!Rbag , the partons can never get far from the bag in
transverse direction and transverse spread of the partons
be dominated by the bag size:DRT;Rbag . On the other
hand, the longitudinal spread of the partons is roughly giv
by DRL;Rbag /g1\c/xPL , so can be dominated by th
longitudinal propagation distanceRi if x!MNRbag /\c. In
fact, for very smallx ~i.e. x;MNRbag /g\c! the spread of
the partons can meet or exceed the nucleon bag radius.
thermore, the actual distribution may be somewhat broa
due to the propagation of the virtual partons between
subsequent emissions along the ladder.

So, in our picture, the sea quark and gluon large-Q2 dis-
tributions have the same transverse size as the pa
nucleon, but the longitudinal size can be significantly bigg
than the parent. Furthermore, the drop off in the parton d
sity in the longitudinal direction occurs at the characteris
radius of;\c/xPL . This picture of the nucleon is consiste
with the uncertainty principle based arguments of Mue
@20#, later user by Geiger to initialize the parton distributio
in his Parton Cascade Model~PCM! @21#.

C. Small-x „BFKL … partons

In the small-x regime, the parton density is high an
as(Q

2)ln(1/x)*1. The small-x partons are mostly gluons. I
this regime, the leading logs come from the 1/x-type singu-
larities, i.e. from the cut rungs. Since leading logs come fr
the 1/x type singularities, the largest contributions com
about by strongly ordering the longitudinal momentum fra
tion as one moves down the ladder@33#:

1@x1@¯@xn21@xn .

BFKL-type evolution has only a weak dependence on
virtuality of the partons as we move down the ladder, so
assumeq2 to be fixed:qn21

2 'qn
2@1/Rbag

2 . This does not
significantly effect the results of the analysis@34#.

Now we must understand how the transverse momen
and energy of each parton leg changes as we go down
ladder. A well known effect of iterating the BFKL kerne
~equivalent to moving down the ladder! is that the transverse
momentum undergoes a random walk in ln(qT

2) @26,33#. In
fact, after iterating through a sufficiently large number
rungs, the spread in theqT distribution is given by

K S lnS qnT
2

q1T
2 D D 2L 5C lnS 1

xD
whereC5(Ncas /p)28z(3)532.14as . Thus,qnT

2 can be or-
ders of magnitude larger or smaller thanq1T

2 . We restate this
as

qnT
2 ;q1T

2 e65.7Aas ln~1/x!. ~5.3!
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We will consider the extreme cases of the transverse mom
tum and comment on the typical case,qnT

2 ;q1T
2 .

If the random walk results in a large transverse mom
tum, we will haveqnT

2 @q1T
2 ;2q2;(xnPL)2. Thus, thenth

parton will have 3-momentum in the transverse directio
We know that the parton can only propagate to a distanc
roughlyRi;\c/uq0u5\c/Aq21qT

21(xPL)2 in the direction

parallel toqW . Since\c/Aq21qT
21(xPL)2'\c/uqTu!Rbag ,

the parton cannot travel far from the original source in t
transverse direction. On the other hand, the parton’s long
dinal spread can be larger than the longitudinal bag size.
parton can propagate to a distance ofR';\c/A2q2 in the
direction perpendicular toqW , so we can expect a longitudina
spread of the parton distribution ofDRL;Rbag /g
1\c/A2q2. SinceRbag@\c/A2q2, this additional spread
can not match the spread of the DGLAP partons.

If the random walk results in a small transverse mom
tum, we will haveqnT

2 !q1T
2 ;2q2;(xnPL)2. In this case,

the nth parton will have 3-momentum in the longitudin
direction. As in the case of the DGLAP partons the ad
tional transverse spread isDRT;\c/A2q2!Rbag and so is
negligible. The additional longitudinal spread isDRL

;\c/uq0u5\c/Aq21(xPL)21qT
2 and may be significantly

larger than the bag radius because the parton is space-l
Summarizing both possibilities, the BFKL parton distr

butions have the same transverse spread,DRT;Rbag , but
different longitudinal spreads. The longitudinal spread m
range from DRL;Rbag /g1\c/A2q2!Rbag to DRL

;Rbag /g1\c/Aq21(xPL)21qT
2@Rbag for partons with

space-like momentum. The fact that the spatial extent of
BFKL cloud is so large in the longitudinal direction sugges
that the small-x partons~which are mostly gluons! can see
the color charge of any other nucleon in the longitudinal tu
centered on the parent nucleon. This suggests that we sh
treat the nucleus as a whole as a source of color charge in
spirit of McLerran-Venugopalan model@35#.

The large longitudinal extent of the small-x cloud has
another consequence: in a zero impact parameter nucl
nucleon collision, we would find that the soft~BFKL! par-
tons interact much earlier than the harder~DGLAP! partons
because of their greater longitudinal spread. This, coup
with the large density of small-x partons, leads to earlie
entropy production and stopping of the soft partons.

VI. CONCLUSION

We have made progress toward specifying the ini
phase-space parton distributions of a relativistic nuclear
lision. Regardless of the kinematical regime, the transve
spread of a parton distribution is dominated by the bag rad
;1 fm. The longitudinal spread of a parton distribution va
ies from roughly;Rbag /g1\c/xPL for moderate to largex
~i.e. for DGLAP partons! and from DRL;Rbag /g
1\c/A2q2 to DRT;Rbag /g1\c/Aq21(xPL)21qT

2 for
small x ~i.e. BFKL partons!. Since the smallx partons have
a large longitudinal spread and a high density, we expect
small x partons to interact much earlier than the largex
3-29
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partons in a typical nuclear collision. This may cause ear
entropy production and higher stopping than one expect
models that include only DGLAP parton distributions su
as the PCM@21#, HIJING @4#, and others.

Using time-ordered non-equilibrium methods, we deriv
phase-space evolution equations for QED, illustrating how
find them in QCD. Unlike conventional transport a
proaches, our calculation does not rely on the gradient
proximation. Thus, it should work on all length and mome
tum scales of interest. These phase-space evolution equa
describe the complete evolution of a system from some t
in the distant past to the present, including all splittin
recombinations and scatterings of the particles. One can
these evolution equations perturbatively or to derive se
classical transport equations. These evolution equations
on the generalized fluctuation-dissipation theorem. T
theorem states that a particle’s density is the convolution
the Wigner transform of its self-energy and a phase-sp
propagator. The generalized fluctuation-dissipation theo
is quite general and can be directly applied to QCD.

In conventional Feynman perturbation theory, we fou
the reaction rates~and hence the cross sections! can be writ-
ten in a parton model form. In other words, they take
form of a reaction rate density convoluted with a phase-sp
parton distribution function. This phase-space PDF is
parton number density and has the form of a phase-sp
source folded with a phase-space propagator. Our work w
the Weizsa¨cker-Williams approximation demonstrates th
the parton distribution functions can be defined in pha
space.

In order to illustrate how the propagators and sour
work in phase-space, we calculated the effective photon
electron distributions. We found that both the retarded a
Feynman propagators propagate particles to distance
;Ri5\c/min(uq0u,uqWu) parallel to the particle’s momentum
and to distances of;R'5\c/Auq2u perpendicular to the
particle’s momentum whenq2Þ0. Whenq250, the particles
tend to follow their classical paths with deviations from th
path being of order 1/uq0u. Furthermore, the retarded prop
gator can only send particles forward in time and inside
light-cone while the Feynman propagator sends partic
both forwards and backwards in time and both inside a
outside of the light-cone. We also described a phase-sp
source that included a simple ‘‘partonic’’ splitting: the ele
tron distribution of a point charge. These electrons are c
ated when a virtual photon splits into an electron-posit
pair; the diagram for this process is the first segment o
parton ladder. We found that shape of the electron’s sourc
controlled by the parent photon’s distribution.

We hope that we have provided insight into the behav
and calculation of the phase-space densities. Specifically
hope the ‘‘source-propagator’’ picture of the generaliz
fluctuation-dissipation theorem and the resulting phase-sp
evolution equations can be coupled with appropriately
fined QCD phase-space parton densities. The resu
theory could describe the various many-particle effects
expect in a nuclear collision at RHIC or the LHC and
could incorporate parton model phenomenology.
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APPENDIX A: ELECTRODYNAMICS WITH FERMIONS
AND SCALARS

Throughout this paper we use QED and scalar electro
namics to describe the interactions between the electr
photons and scalars. In this appendix, we review the Q
Lagrangian, equations of motion, equal time commutat
relations and contour Feynman rules. The Lagrangians,
for QED and for scalar electrodynamics are given in ma
places@36,37#. Even so, we restate them here both to ke
this work self-contained and to clarify our notation. We d
not include the renormalization counterterms nor the ga
fixing terms for the photons although they can be easily
cluded. We work in the Lorentz gauge.

The Lagrangian for scalar QED coupled with spinor QE
is

L5
i

2
c̄~x! ]”Jc~x!2mec̄~x!c~x!2

1

16p
Fmn~x!Fmn~x!

1~]mf* ~x!!~]mf~x!!2M2f* ~x!f~x!

2ec̄~x!A” ~x!c~x!2 iZeAm~x!~f* ~x! ]Jmf~x!!

1Z2aemA2~x!f* ~x!f~x!. ~A1!

Hereca(x) is the fermion field,f(x) is the complex scalar
field, Am(x) is the photon field, andFmn(x)5]mAn(x)
2]nAm(x). The masses of the fermion and scalar fields
me andM respectively. The electrons couple to the photo
with strengthe while the scalars couple withZe.

The Heisenberg field operators satisfy the standard e
time commutation relations at timet:

@Âm~ t,xW !,Ȧ̂m~ t,xW8!#254pgmnd3~xW2xW8! ~A2a!

@Âm~ t,xW !,Âm~ t,xW8!#25@ Ȧ̂m~ t,xW !,Ȧ̂m~ t,xW8!#250
~A2b!

@ĉa~ t,xW !,ĉb
†~ t,xW8!#15dabd3~xW2xW8! ~A2c!

@f̂~ t,xW !,ḟ̂~ t,xW8!#25d3~xW2xW8! ~A2d!

@f̂~ t,xW !,f̂~ t,xW8!#25@ ḟ̂~ t,xW !,ḟ̂~ t,xW8!#250. ~A2e!

The Lagrangian~A1! leads to the following equations o
motion:

4p j n~x!5]mFmn~x! ~A3a!
3-30
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05~ i ]”2eA” ~x!!c~x!2mec~x! ~A3b!

05~]m1 ieAm~x!!~]m1 ieAm~x!!

3f~x!1M2f~x!. ~A3c!

The electromagnetic current operator is

̂m~x!5ecC ~x!gmĉ~x!1 iZef̂* ~x! ]”Jf̂~x!.

These equations are solved by the Green’s functions in
IV A in the limit as e→0.

The contour Feynman rules have been derived previo
@5#, so we state them for spinor and scalar QED below:

~1! The vertex Feynman rules are summarized in Tabl
~2! The contour propagators are summarized in Table
~3! Every closed fermion loop yields a factor of (21).
~4! Every single particle line that forms a closed loop or

linked by the same interaction line yields a factor ofiG,.

Notice that the second scalar coupling has higher or
than the rest of the couplings. So we neglect this coupling
the derivation of the evolution equations of Sec. IV D.

APPENDIX B: THE CROSS SECTION IN TERMS
OF PHASE-SPACE DENSITIES

In this appendix, we discuss the cross-section in term
phase-space quantities. Since the cross section is mea
by scattering a beam of particles off a target, we define
cross section in terms of the projectile-target reaction r
density and the projectile flux. The beam is uniform in t
beam direction and in time on the scale of the project
target interaction. Thus, the beam can only directly probe
transverse structure of the interaction region. Even this tra
verse information is washed out in the typical experime
since the beam is usually uniform in the transverse direc
on the length scale of the interaction. In the limit of a tran

TABLE I. The vertex Feynman rules for scalar and spinor QE

3 point
photon-scalar
vertex eZ]Jm5eZ(]Qm2]Wm)

4 point
photon-scalar
vertex 2ie2Z2gmn

fermion-photon
vertex 2 iegm

TABLE II. The contour scalar, photon, and electron propa
tors.

scalar line G(x1 ,x2)
photon line Dmn(x1 ,x2)54pgmnG(x1 ,x2)
fermion line Sab(x1 ,x2)52(2 i ]”1m)abG(x1 ,x2)
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versely uniform beam, we recover the conventional defi
tion of the cross section. Since we consider only simple s
tering problems, we work in Feynman perturbation theo
where we can specify both the initial and final states of
reactions.

The beam is a collection of single particle wavepack
distributed throughout the transverse areaA of the beam. For
the sake of illustration, we take these particles to be sca
The Wigner function of these incident wavepackets is

f ~x,p!5
1

2Vp0
E d4p8

~2p!4 e2x•p8

3 f ~p1p8/2! f * ~p2p8/2! ~B1!

where the wave functionf (p) is given by17

u i &5E d4p

~2p!4 f ~p!upW &. ~B2!

We will assume the beam to be uniform in the longitudin
direction with lengthL and to be turned on for macroscop
time T. The quantitiesA, T, andL are much larger than the
projectile-target interaction region.

The projectile-target interaction region is characterized
a reaction rate densityWi→ f(x). We assume the reaction ra
density to be localized in both space and time. This refle
the small spatial extent of the target and the short interac
time compared to the beam lifetime. The reaction rate
trivially related to the reaction probability:

uSi→ f u25E d4xWi→ f~x!. ~B3!

Thus, the reaction rate is easily identifiable in the calcu
tions in Secs. II, III. For example, in the processgB→B8 in
Fig. 1~b!, the reaction rate density isWgB→B8(x,q). For the
processAB→A8B8 in Fig. 1~a!, it is

WAB→A8B8~x!5E d4r
d4q

~2p!4 JA
mn~x1r /2!

3Dmnm8n8
c

~r ,q!JB
m8n8~x2r /2!. ~B4!

Note that the reaction rate density is a function of the av
age space-time location of all the vertices in the process

The cross section is the effective area of the target, so
define the cross section as the integral over the beam fac
the fraction of incident particles that interact with the targ
per unit area:

s5E
A
d2xTS no. scattered particles

unit area D Y
S no. incident particles

unit area D . ~B5!

17The delta function that puts the particle on-shell is absorbed
f (p).

.

-
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The number of incident particles per unit area crossing
target plane is the particle flux:

no. incident particles

unit area
5NincE

2L/2

L/2

dxLn̂•W~x![F~xWT!.

~B6!

Here n̂ is a unit normal to the target plane andNinc is the
number of particles in the beam. The single particle curr
is given in terms of the incident particle Wigner function b
@23#

jW~xW !5E d3pdp2vW f ~x,p!. ~B7!

We need not average over time because the beam is uni
on the time scale of the reaction. The number of scatte
particles per unit area is found by multiplying the number
incident particles by the reaction probability per unit area

no. scattered particles

unit area
5NincE

2L/2

L/2

dxLE
2T/2

T/2

dx0Wi→ f~x!

[NincW̄i→ f~xWT!. ~B8!

Thus, the cross section is

s5E
A
d2xT

NincW̄i→ f~xWT!

F~xWT!
. ~B9!

In Eq. ~B9!, all longitudinal and temporal structure of th
interaction is washed out by the beam. Furthermore, in
practical experiment, the wavepackets are delocalized in
transverse direction on the length scale of the interac
region. Thus, the transverse structure ofF(xWT) is gone and
the flux reduces toF5NincuvW u/A, where uvW u is the mean
projectile velocity. The flux can then be pulled out of th
transverse integral in Eq.~B9!. The transverse integral of th
reaction probability per unit area isNincuSi→ f u2, so the cross
section becomes

s5
AuSi→ f u2

uvW u
. ~B10!

This is the conventional momentum space cross sectio
our choice of normalization.

APPENDIX C: WAVEPACKETS

Throughout this paper, we use wavepackets in the in
and final states of a reaction to provide spatial localization
delocalization. In this appendix, we detail the construction
an initial or final state wavepacket and discuss the limits
either a completely localized or delocalized wavepacket.

1. On-shell Gaussian wavepacket

An initial ~or final! state ket can be written with wave
packets:
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u i &5E d4p

~2p!4 f ~p!upW &. ~C1!

The corresponding Wigner function of the particles is

f ~x,p!5E d4p8

~2p!4 e2 ix•p8^ i uf̂* ~p2p8/2!

3f̂~p1p8/2!u i &

5
1

2Vp0
E d4p8

~2p!4 e2x•p8

3 f ~p1p8/2! f * ~p2p8/2!. ~C2!

Particles in either the initial or final states are on-shell,
they can be expanded in momentum eigenstates. We ch
our wavepacket to be a Gaussian superposition of mom
tum eigenstates with a momentum spreads:

f~p!5Nd~p22M2!exp@2~pW 2pW i !
2/2s2#.

The Wigner transform of this wavepacket can not be do
analytically except in the limit whenupW i u@s. In this limit,
pW i'pW @p8W so our wavepacket is localized in momentum g
ing the following Wigner density of particles:

f ~x,p!5
uNu2

8pp0
2 d~p22M2!expF2

~pW 2pW i !
2

2s2 G ~2sA2p!3

3exp@22s2~vW x02xW !2#. ~C3!

Here vW 5pW /p0 is the velocity of the wavepacket. Thus, th
particle’s Wigner function is a Gaussian in both momentu
and space. The spread in momentum is the inverse spre
space. The centroid of the Gaussian follows the partic
classical trajectory. The energy of the packet is set by
delta function out front. We have not constrained the parti
in energy so this density contains both positive and nega
energy contributions.

2. Delocalizing the wavepacket in space: Free wavepacket

In accordance with the uncertainty principle, the wav
packet becomes completely delocalized in space in the l
of complete localization in momentum~i.e. s→0!. In this
limit, the spatial Gaussian approaches unity and the mom
tum Gaussian becomes a delta function. After working
the normalization, we find

f free~x,p!5
1

2Vp0
~2p!4d4~p2pi !. ~C4!

This is no surprise since we squeezed the state into a
mentum eigenstate.
3-32
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3. Localizing the wavepacket in space: Classical wavepacket

A classical particle is localized in both space and mom
tum, a seeming violation of the uncertainty principle. In re
life, this is not a problem since the reason classical partic
appear localized is that we probe them on length~or momen-
tum! scales too coarse to resolve the interesting quan
features. In the case of our Gaussian wavepacket,
amounts to probing the distribution on length scales m
larger than 1/s. In this case, the space Gaussian is too loc
ized to resolve and we can replace it with a delta functi
Additionally, we assume thats is large, so we can replac
the momentum Gaussian with a delta function as well.

Making these approximations, we find the Wigner dens
of a classical particle:

f classical~x,p!5
1

2
~2p!4d3~pW 2pW i !

3d~p22M2!d3~vW x02xW !. ~C5!

Here we have inserted the correct normalization for
wavepacket. This density corresponds to an on-mass-s
particle that follows its classical trajectoryvW x05xW . Again,
we left in both positive and negative energy contributions

APPENDIX D: THE CLASSICAL CURRENT

In this appendix, we derive the classical current used
the effective photon distribution calculation. For the sake
illustration, we take our point particle to be a scalar partic
The derivation goes in three steps: first we define the Wig
current of a scalar particle, then we derive the photon-sc
interaction vertex in phase-space, and finally we localize
initial and final states of the scalar to give the classical c
rent.

1. Wigner current

We begin by restating Eq.~2.3!:

JA
mn~x,q!5E d4q̃

~2p!4 e2 i q̃•x^A8u j m~q1q̃/2!uA&

3^Au j †n~q2q̃/2!uA8&. ~D1!

We write the initial and final state bra’s and ket’s accordi
to Eq. ~B2!. Rewriting Eq.~D1! in terms of initial and final
Wigner densities,

JA
mn~x,q!5E d4pi

~2p!4

d4pf

~2p!4 f A~x,pi ! f A8
* ~x,pf !~2p!4

3d4~pi2pf2q!Gmn~q,pi ,pf !. ~D2!

We assume that the initial and final wavepackets are lo
ized in momentum and somewhat delocalized in spa
Shortly, we assume that we probe this current on len
scales much larger than even this delocalized space dist
tion.
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2. Scalar vertex

Gmn(q,pi ,pf) is not quite the Wigner transform of th
gAA8 vertex, although it does arise from performing th
Wigner transform in Eq.~D1!. It is defined by

~2p!4d4~pi2pf2q!Gmn~q,pi ,pf !

54V2pf
0pi

0E d4q̃

~2p!4 ^pW f u j m~q1q̃/2!upW i&

3^pW i u j n
†~q2q̃/2!upW f&. ~D3!

Using the matrix element

^pW f u j m~q!upW i&5eZ~2p!4d4~pi2pf2q!
~pi1pf !m

2VApf
0pi

0
,

we get

Gmn~q,pi ,pf !5aemZ2S pi1pf1
1

2
~ p̃i1 p̃f ! D

m

3S pi1pf2
1

2
~ p̃i1 p̃f ! D

n

. ~D4!

The relative momenta,p̃i andp̃f , become derivatives onx in
the current~D2!. We assume the wavepackets to be unifo
to reaction’s length scales, so we ignore the derivatives
arrive at the phase-space scalar vertex

Gmn~q,pi ,pf !5aemZ2~pi1pf !m~pi1pf !n . ~D5!

3. Classical current

We are now in a position to derive Eq.~2.19! for the
classical current density in phase-space. First, we take
final state to be a momentum eigenstate and sum ove
Since the final state is localized in momentum aroundpf ,
this is not a bad approximation. Second, we take the ini
state to be a classical wavepacket. In other words, we ass
that the initial state is localized in momentum and deloc
ized in space but we probe it on such large length scales
we still see a spatially localized wavepacket. So, putting E
~C4!, ~C5! and~D5! into ~D2! and summing over final states
we get

J
mn

~x,q!52paemZ2vmvnd3~xW2x0vW !pi0

3d~~pf1q!22M2!.

Using pf
25M2 and vm'pf m /pi0 and assumingq2/pi0

!q•v, we get the classical current:

Jclassical
mn ~x,q!52paemZ2vmvnd~q•v !d3~xW2x0vW !.

~D6!

Note that this current allows for emission of both positi
and negative energy photons. To use the retarded prop
tors in Sec. II, we need au(q0) in Eq. ~D6!. We can do this
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by suitable choosingpW f andpW i and restricting the initial and
final states to have only positive energy.

APPENDIX E: PHASE-SPACE EFFECTIVE PHOTON
DISTRIBUTION OF A STATIONARY

POINT CHARGE

In this appendix, we describe limit ofvW 50 of the photon
distribution of the point charge in subsection II D. Since t
spatial dependence of the effective photon distribution
controlled by the Wigner transform of the vector potenti
Am(x), we only discussAmn(x,q) here. WhenvW 50, the pho-
ton vector potential becomesAm(x)5(e/uxW u,0W ) soAmn(x,q)
is the Wigner transform of the Coulomb potential.

We take the point charge to be resting at the origin a
emitting photons with four-momentumqm5(q0 ,qW ). Putting

vW 50 in Eq. ~2.27!, we find

A00~x,q!532p2aemd~q0!
1

uqW u

3A~2uxW uuqW ucos~u!,2uxW uuqW usin~u!!

Ai j 50 ~E1!

whereu is the angle betweenxW andqW and the dimensionles
functionA is given in Eq.~2.28!. Clearly the photon field is
time independent and is composed entirely of zero ene
photons. Furthermore, by virtue of the 1/uqW u singularity, the
photon field is mostly composed of low momentum photo

In Fig. 17, we plot the dimensionless functionA as a
function of xW for qW 5(0,0.788,0W T) MeV/c in the plane de-
fined byxW andqW . Note that the central region of the distr
bution is circular, but becomes elliptical as one moves aw
from the center. In the transverse direction~i.e. the direction
perpendicular to the photon three-momentum!, the distribu-
tion approaches zero, but never goes negative. The widt
the transverse direction is approximately 250 fm. In the lo
gitudinal direction, the distribution drops to zero at abo
xL'250 fm and oscillates about zero for larger distanc
These oscillations are expected for a Wigner transform
quantity and simply reflect the fact thatxL andqL are Fourier
conjugate variables.

Because the photon source is a point source, the shap
the Coulomb distribution comes directly from the shape
the retarded propagator in subsection II D 2. Thus, we
estimate the width of the photon distribution using the e
mates of the retarded propagator in subsection II D 2. In b
the longitudinal and transverse directions, the propag
width is ;\c/uqLu5250 fm, which is the width we measur
from the plots.
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APPENDIX F: EFFECTIVE ELECTRON PHASE-SPACE
DISTRIBUTION WITH M EÞ0

In this appendix, we calculate the effective electron d
tribution for electrons with a mass much larger than th
momentum. This calculation is not included in Sec. III b
cause it is not relevant for QCD partons.

When the electron momentum is much smaller than
mass, we can use Remler’s propagators for massive par
@13#. His propagator takes one of two forms depending
whether the electron momentum is space-like or time-li
His propagator is discussed in Appendix G. We show
sample electron density for both the time-like momentu
and space-like momentum cases. The momenta of the e
trons are chosen to satisfy the requirements thatp•v.0 and
kT max be real. These requirements are equivalent to the
quirement thatp•v>me /g. Since p!me , we must also
haveg@1.

In Sec. III B 1 we show that the electron’s source is co
trolled by the parent photon distribution so we show t
parent photon distributions next to the electron distributio
in all subsequent plots. We do not restrain the photons
haveq0.0 as in Sec. III, so our sources include negat
energy contributions. Because we use retarded photon pr
gators in our source, these calculations only serve to ill
trate how Remler’s propagators function. In fact, had
restrictedq0.0, there would not be enough momentum
space to perform thekWT integrals and the electron distributio
would be zero.

1. Feynman propagator for particles with space-like
momentum

The propagator for electrons with space-like moment
is

FIG. 17. Plot of the dimensionless functionA corresponding to
the Wigner transform of the Coulomb field of a static point char

The photons in this plot haveqm5(0,0.788,0W T) MeV/c. The longi-
tudinal axis is defined by the photon three-momentum.
3-34
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FIG. 18. On the left: coordinate space distribution of space-like@pm5(0.05,0.008,0.06,0) MeV/c# electrons. The6’s indicate the sign
of the function in a particular region. The contours go in steps of 25~in arbitrary units!. On the right: the photon distribution for photons wit
q1m5(26.63,26.65,0.0648,0.00478) MeV/c. The other root hasq2m5(26.33,26.36,0.0648,0.00478) MeV/c and its distribution is
similar. Again, the6’s indicate the sign of the function in a particular region. Here, the contours go in steps of 0.25~in arbitrary units!.
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Gc~Dx,p!5E
2`

`

dtd4S Dx2
p

A2p2
t D

3e22meutu 1

2meA2p2~me
22p2!

3$A2p2 cos~2tA2p2!

1me sin~2utuA2p2!%.

Remler’s propagator for space-like electrons has a v
simple interpretation. First, the delta function forces the el
tron to follow its classical trajectory, but with the electro
velocity defined asvm5pm /A2p2. The exponential in
proper time strongly damps propagation that extends far
in time than 1/2me along the classical trajectory. The fa
that the proper time can extend forward or backwards in t
simply reflects the boundary conditions of the Feynm
propagator. Next, the sine and cosine cause the expe
Wigner oscillations. The rest of the terms simply give no
malization. Finally, this propagator allows propagation o
side of the light-cone, but such propagation is stron
damped. This may seem strange, but should come as no
prise: the coordinate space propagator for massive part
will propagate a particle outside the light-cone@37#.

2. Massive electrons distribution for electrons
with space-like momentum

We now perform the integrals overd2kT andd4x in Eq.
~3.4!. The d4x is a trivial delta function integral and th
integral overd2kT can be done numerically. On the left i
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Fig. 18 we have a sample cut through the phase-space
sity for electrons with a typical space-like 4-momentu
@pm5(0.05,0.008,0.06,0.0) MeV/c#. On the right is one of
the underlying photon distributions. We chose the source
locity so thatg512.47. This velocity is a compromise be
tween having enough momentum space available for
electron and rendering the plot unreadable because of
Lorentz contraction.

Now we examine these plots. First, we see the contri
tions from retarded emission and propagation~upper left
electron pancake! and from advanced propagation~lower
right pancake!. Let us concentrate on the retarded electro
At some time in the past, the photons split into the electro
and the positrons. The electrons then propagate forw
along their classical trajectory until they reach the location
the left pancake. Notice that this pancake has nearly the s
size as the photon distribution on the right. The other pho
distribution, corresponding to the other root of positron m
mentum, has a slightly different tilt and width, but the d
ference in the plots is not noticeable. The electron panca
are slightly larger than the photon pancake, presumably
cause of momentum broadening from the emitted positr
The advanced electrons have exactly the same shape and
as their retarded brethren, but they followed a time-rever
classical trajectory, coming from some time in the future.

3. Feynman propagator for particles
with time-like momentum

Remler’s propagator for massive particles with time-li
momentum is
3-35
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FIG. 19. Coordinate space distribution of time-like@pm5(0.05,0.005,0.04,0) MeV/c# electrons. The6’s indicate the sign of the
function in a particular region. The contours are~in arbitrary units! 150, 10, 5, 1, 0.2, 0,21, 25, 210, and2150. One of the roots of the
underlying photon distribution is shown at the right. These photons have momentumqm5(28.39,28.42,0.182,0.142) MeV/c. Here, the
6’s indicate the sign of the function in a particular region and the contours go in steps of 0.25~in arbitrary units!.
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Gc~Dx,p!5E
0

`

dt
1

2meAp2

3H sin~2t~Ap22me!!

~Ap22me!
d4S Dx2

p

Ap2
t D

2
sin~2t~Ap21me!!

~Ap21me!
d4S Dx1

p

Ap2
t D J .

Remler’s time-like propagator does not have as simple
interpretation as his space-like propagator. Delta functi
still keep the particle on its classical trajectory, but the in
grals in ‘‘proper time’’ are Fourier sine transformed alon
this classical trajectory. Thus, a simple peak in the unde
ing photon distribution will get Fourier transformed into
series of peaks and valleys in the electron distribution. F
thermore, the advanced and retarded branches enter with
ferent signs, so we have largenegativecontributions from
the advanced branch.

4. Massive electrons distribution for electrons
with time-like momentum

Despite the difficulty in interpreting the propagator, t
d4x and d2kT integrals can be done. A sample cut throu
the phase-space distribution is shown in Fig. 19. These e
trons have a typical time-like 4-momentum@pm5(0.05,
0.005,0.04,0) MeV/c# and the source has ag512.47 and is
moving to the right. Again, the source velocity was picked
a compromise between readability of the plot and availa
momentum space for the electron.
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We see the difficulty in interpreting the electron distrib
tion. The Fourier transform took a simple photon peak a
produced a series of large electron peaks. The retar
branch corresponds to the envelope of large positive pe
on the upper left. The advanced branch corresponds to
envelope of large negative peaks in the lower right. Ea
peak in the pair of envelopes appears to be a Lorentz p
cake, but the envelope as a whole is significantly broa
than the underlying photon peak. Presumably, averaging
distribution over unit areas in phase-space would result
much tighter average distribution.

APPENDIX G: FREE SCALAR PROPAGATORS
IN PHASE-SPACE

In this section, we state all of our phase-space propa
tors, discuss the symmetries of the massless propagators
outline the derivation of the retarded and Feynman sc
propagators. The massive Feynman propagator is discu
by Remler@13# so our discussion here is brief. The Dirac a
vector propagators differ from the scalar propagators by
inclusion of either spin projectors~in the case of Dirac par-
ticles! or polarization projectors~in the case of vector par
ticles! so we do not need to discuss them.

We define the Wigner transform of any translationa
invariant propagator as

G~x,p!5E d4p8

~2p!4 e2 ix•p8G~p1p8/2!G†~p2p8/2!

5E d4x8 eix8•pG~x1x8/2!G†~x2x8/2!.

~G1!
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The vacuum propagators that we use are@37#

G6~p!52~p22m26 i ep0!21 ~G2a!

Ga
c
~p!52~p22m26 i e!21. ~G2b!

1. Massless scalar propagators

a. Symmetries

A time reversal transform in coordinate space is equi
lent to a simultaneous reflection in time and energy in pha
space. Under time reversal the1 and2 propagators chang
into one another while the Feynman and anti-Feynm
propagators remain unchanged:

G1~x0 ,xW ,p0 ,pW !5G2~2x0 ,xW ,2p0 ,pW ! ~G3a!

Gc
a
~x0 ,xW ,p0 ,pW !5Gc

a
~2x0 ,xW ,2p0 ,pW !.

~G3b!

A parity transform in coordinate space is equivalent to
simultaneous reflection in a space coordinate and the co
sponding momentum coordinate. Under a parity transform
tion, all of the propagators remain unchanged:

G6~x0 ,xW ,p0 ,pW !5G6~x0 ,2xW ,p0 ,2pW ! ~G3c!

Gc
a
~x0 ,xW ,p0 ,pW !5Gc

a
~x0 ,2xW ,p0 ,2pW !.

~G3d!

The Feynman propagators have another~rather amusing!
argument switchingsymmetry. Here all the space-time com
ponents are switched with the the corresponding moment
energy components:

Gc
a
~x,p!5Gc

a
~p,x!. ~G3e!

Finally, the Feynman and anti-Feynman propagator
related through a complete reflection of all of the space
momentum coordinates:

Gc~x,p!5Ga~2x,p! ~G3f!

Gc~x,p!5Ga~x,2p!. ~G3g!

b. Propagators

We now present the massless Feynman and reta
propagators. The advanced and anti-Feynman propag
can be recovered using the symmetry relations above. S
all of the massless scalar propagators are dimensionless
Lorentz invariant, we expect that they will be functions
x•p andx2p2 and possibly theta functions in energy or tim
In fact, the propagators are
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Gc~x,p!5
1

4p
@sgn~x2!1sgn~p2!12 sgn~x•p!#

3H u~l2!
sin~2Al2!

Al2

2u~2l2!
exp~22A2l2!

A2l2 J ~G4a!

G1~x,p!5
1

p
u~x0!u~x2!u~l2!

3
sin~2Al2!

Al2
. ~G4b!

Here the Lorentz invariantl2 is given by l25(x•p)2

2x2p2. Since we discuss how the propagators work in
Secs. II D 2 and III B 3, we do not do so here.

c. Derivation of G1

The Wigner transform ofG1 is easiest to do in coordinat
space. In coordinate space,G1(x)5(1/2p)u(x0)d(x2), so
the Wigner transform integral is a series of delta functi
integrals. Performing the first delta function integral in~G1!,
and simplifying the theta functions, we find

G1~x,p!5
u~x0!

~2p!2 E
22x0

2x0
dx08A4x21x08

2

3E
4p

dVxW8e
ix8•pd~x8•x!.

Using 2pd(x)5*2`
` daeixa, we can do the angular integra

giving us a Bessel function:

G1~x,p!54pu~x0!u~x2!E
21

1

daeiahJ0~jA12a2!.

Hereh52(p0uxW u2x0x̂•pW ) andj52Ax2(pW 22(pW • x̂)2). This
integral is in any standard integral table@38#. After a bit of
simplification, one gets the result~G4b!. This result can be
checked by performing the Wigner transforms in moment
space, but the contour integrals needed for this calcula
are quite tedious.

d. Derivation of Gc

The simplest derivation ofGc(x,p) is far more compli-
cated than the derivation ofG1(x,p). We start by finding
the transport-like equation of motion for the Wign
propagator.18 The derivation is simple and very similar to th
derivation for the retarded equation of motion in Sec. IV
So we only state the result:

18The constraint-like equation could also be used, butGc is easier
to derive using the transport-like equation.
3-37
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p•]Gc~x,p!5
1

p2 Fpd~x2!sin~2x•p!2P
1

x2 cos~2x•p!G .
Now we define a projector onto the space perpendicular to the particle’s momentum,g'mn5gmn2pmpn /p2. This
allows us to change variables tox'm5g'mnxn andt5x•p/Aup2u sgn(p2). In terms of these variables, we findl252p2x'

2 and
the equation of motion becomes

]tG
c~t,x' ,p!5

sgn~p2!Aup2u
p2 Fpd~ uk2ut22l2!sin~2Auk2ut!2P

cos~2Auk2ut!

uk2ut22l2 G .
So, instead of doing the Wigner transform directly, we only have to solve this ordinary differential equation.

We find the solution by integrating this differential equation. The delta function integral is simple and the principle
integral can be done by contour integration. We find

Gc~t,x' ,p!5Gc~`,x' ,p!2
1

p H u~l2!
sin~2Al2!

Al2 F1

2
~u~p2!2u~x2!!1sgn~p2!u~2t!G2sgn~p2!u~2t!

e22A2l2

A2l2 J .

We must now divine the boundary condition att→`.
To find the boundary condition, we actually have to go back to the Wigner transform of the propagator startin

momentum-space version of Eq.~G1!. We again change variable fromx to t and x' . We also change fromp8 to p'8
5g'mnp8n and p•p85sgn(p2)Aup2uk. With this, we perform thek contour integral. The integral is straightforward, b
tedious. However, when we take the limit ast→`, the result simplifies dramatically:

Gc~`,x' ,p!5
1

p2Aup2u
E d3p' cos~2x'•p'!d~p21p'

2 !.

The delta function integral is trivial and the last pair of integrals requires integral tables, but in the end we find

Gc~`,x' ,p!5
1

p H u~l2!sgn~p2!
sin~2Al2!

Al2
1u~2l2!u~2p2!

e22A2l2

A2l2 J .

Plugging this into the solution of our differential equation, we find Eq.~G4b!. This result can be checked by performing
series of contour integrals in momentum or coordinate space.

2. Massive scalar Feynman propagator

Remler@13# has found the Wigner transform of the massive Feynman propagator. This transform is difficult but, wh
uses the approximationp82'(p•p8)2/p2, wherep is the average momentum andp8 is the relative momentum, the integra
become simple contour integrals. We state Remler’s result here:

Gc~x,p!55 E
2`

`

dtd4S x2
p

A2p2
t D e22mutu 1

2mA2p2~m22p2!
$A2p2 cos~2tA2p2!1m sin~2utuA2p2!% for p2,0,

E
0

`

dt
1

2mAp2 H sin~2t~Ap22m!!

~Ap22m!
d4S x2

p

Ap2
t D 2

sin~2t~Ap21m!!

~Ap21m!
d4S x1

p

Ap2
t D J for p2.0.

~G5!

Note that, because of the approximation made, this propagator is oversmoothed in the direction transverse to the
momentum and we expect these propagators to be accurate only for length scales much larger than the size of the s
Since the resulting propagators vary on length scales of order 1/m, we should only use these propagators for momenta w
p!m. Note also that the sine and exponential functions in the two terms in~G5! have the property that they becom
proportional tod(p22m2) ast→`. Thus, this propagator reduces to the classical propagator@13#. Finally, we note that the
d-functions constrain the particle to move along its classical trajectory, even though its four-momentum~and hence its
four-velocity! is being modulated by the sine and exponential functions.
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