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Measurement of the properties of theV̄1 and V2 hyperons
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We have analyzedV̄1 andV2 events produced in the inclusive reactionp1Be→V1X and have measured

some properties of theV̄1 andV2 hyperons via the decayV→LK→ppK. The measuredV̄1 lifetime was
tV̄5(0.82360.038)310210 s (x2/NDF51.52), and the measured decay parameter wasaV̄50.017
60.077 (x2/NDF51.74). The corresponding values for theV2 were tV5(0.81760.022)
310210 s (x2/NDF51.17) andaV520.02860.047 (x2/NDF51.49). In addition, the measurement of the

normalized mass difference between theV̄1 andV2 yieldedDMV /MV5(1.4467.98)31025. The measure-
ments were all in good agreement withCPT invariance.@S0556-2821~98!02417-5#

PACS number~s!: 14.20.Jn, 13.30.2a
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I. INTRODUCTION

We have analyzed a sample of about 9000V̄1 and V2

events which decayed via the chainV→LK→ppK. In this
paper, we describe the analysis of these data. We report

time and decay parameter measurements for bothV̄1 and
V2 and a measurement of the normalized mass differe

between theV̄1 andV2 hyperons.
These results are the most precise measurements o

properties ofV̄1 at present. A comparison of theV̄1 and
V2 properties with the statistical significance comparable
the previously best measured strange baryons, theL0 and

L̄0, is presented. Previous measurements of theV̄1 andV2

properties can be found in the literature@1#.
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The V hyperon fits well into a SU~3! decuplet; so we
assume it is a spin-3

2 particle. It can haveL51,2 for the
orbital angular momentum of the final states in the we
decayV→LK, and theV→LK matrix element is expected
to be a function of the P and D waves. TheV→LK decay
process can be partially characterized by the decay param

a52
Re~P!D !

~ uPu21uDu2!
. ~1!

A measurement of the decay parametera allows us to deter-
mine the degree of mixing between the parity-conserving
wave and the parity-changing D wave in theV→LK decay
process@2#. A dominant P wave, as predicted by theory@3#,
would indicate that theV→LK decay proceeds primarily
through the parity-conserving part of weak interactions a
leads to the prediction thataV.0. In addition,CP invari-

ance requiresV̄1 andV2 to have opposite signa ’ s (aV̄1

52aV2).

Comparison of the lifetime and mass of theV̄1 andV2

hyperons provides us with tests ofCPT invariance, which
requires the particle and antiparticle to have the same
time and mass. Previous results from CERN and Ferm
indicate noCPT-violating effect inK0 and K̄0 decays@4,5#.

II. EXPERIMENTAL SETUP

The experiment was performed in the Proton Center be
line at Fermilab. An 800 GeV/c proton beam incident on a

-

A

r-

,

y,
© 1998 The American Physical Society02-1



m

(5
e
a

de
th
te

de

-
rli

a

n

M1

am
and
pa-
ter
r-

al
mm
di-
g,
used
g

of

ere
he
t the

ive
e of
-

1.
ilar
s

lysis

ag-
to

1.
elds

ch

A. W. CHAN et al. PHYSICAL REVIEW D 58 072002
beryllium target was used to create a secondary beam
particles. The secondary beam particles were charge and
mentum selected by the hyperon magnet~M1! in a curved
collimator and the narrowest part of the collimator
35 mm2) defined the size of the secondary beam. The c
tral orbit of the curved collimator corresponded to
313 GeV/c particle when the magnetic field was set toB
52.1 T. The acceptance distribution forB52.1 T ~see Fig.
1! was calculated via Monte Carlo simulation and was
fined as the ratio of the number of charged particles in
secondary beam exiting the collimator to the number en
ing the collimator for each momentum bin.

The spectrometer was made up of eight silicon strip
tectors~SSD1–8!, five scintillation counters~S1, S2, V1, V2
and M!, nine multiwire proportional chambers~C1–C9!, and
an analyzing magnet~M2!, as shown in Fig. 2. The coordi
nate system was defined with the z axis along the cente
of the charged beam as it emerged from M1. The y axis w
vertically upward, and the x axis was horizontal.

The eight SSD planes were divided into four x planes a

FIG. 1. Collimator acceptance forB52.1 T.
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four y planes. These were installed downstream of the
exit and were used to detect secondary beam particles.

The scintillation counters S1 and S2 served as be
counters. V1 and V2 were veto counters surrounding S1
S2; their function was to eliminate beam particles accom
nied by a charged halo. The pulse height of the M coun
was proportional to the number of minimum ionizing pa
ticles ~m.i.p.’s! which passed through it simultaneously.

Chambers C1–C9 had vertical~x-view! and horizontal~y-
view! wire planes, except for C5 which had two orthogon
wire planes rotated 45° about the z axis. C1–C3 had 1
wire spacing, and C4–C9 had 2 mm wire spacing. In ad
tion, C6 had a third wire plane with 2.8 mm wire spacin
rotated 45° about the z axis. These rotated planes were
for associating multiple hits in the x and y views durin
event reconstruction.

The M2 analyzing magnet had an upstream aperture
61325 cm2 and a downstream aperture of 61330 cm2.
The magnetic field could point either in the1y or 2y di-
rection with a transverse momentum kick of 1.54 GeV/c in
the x-z plane. The components of the magnetic field w
measured with a moving coil on a 2.54 cm grid, and t
consistency of the magnetic field strength was checked a
1% level by comparing the reconstructedJ2 mass with the
accepted value.

When the polarity of M1 was set to select a negat
secondary beam, the beam was composed of a mixtur
p2, K2, S2, J2, V2, and p̄. A secondary beam with op
posite charge was selected by reversing the polarity of M
The particles and antiparticles were detected under sim
conditions, except for the polarity of M1 and M2. This wa
useful in cross-checking physical measurements and ana
programs in the experiment.

For this analysis, data were taken with the hyperon m
net ~M1! set to an average field of 2.1 T, corresponding
secondary beam momentum of 230–520 GeV/c. The wide
momentum acceptance of the collimator is shown in Fig.

For the negative secondary beam runs, the magnetic fi
of both M1 and M2 were pointed in the2y direction. The
decay sequence of interest in this case wasV2→LK2

→pp2K2. After M2, protons were bent to the1x direction,
and thep2 and K2 were bent to the2x direction. The
trigger was designed to reject high-multiplicity events, su
FIG. 2. Plan view of the E756
spectrometer~not to scale!.
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MEASUREMENT OF THE PROPERTIES OF THEV̄1 AND . . . PHYSICAL REVIEW D 58 072002
as those originating from secondary beam interactions w
the collimator walls, and single track events~high-
momentum single pions, for example!. Therefore, the trigger
required a signal from S1 and S2 with no signal from V1 a
V2, and the pulse height from the multiplicity counter M w
required to correspond to more than two but less than
m.i.p.’s. The trigger also required at least one hit on the ri
side of C8 (2x) and at least one hit on the left side of C
(1x). An event was accepted if the signals from all scin
lation counters and chambers satisfied the above req
ments. For the positive secondary beam runs, the magn
fields of M1 and M2 were reversed, and the same trig
requirements were applied.

The efficiencies of the detectors were monitored regula
with single track events. For the entire run, the average e
ciencies of the SSD’s and C1–C9 were roughly 84.3% a
93.4%, respectively.

III. MONTE CARLO SIMULATION

A Monte Carlo program was written to simulate the e
periment as closely as possible. It was used for determin
the acceptance, the resolution of the spectrometer, the
ciency of the event reconstruction program, and the poss
backgrounds to theV samples.

In the Monte Carlo program,V2 particles were generate
at the target with a specified initial momentum and requi
to pass through the collimator. In the fiducial region, theV2

particles were decayed without any polarization intoL and
K2 and followed an exponential distribution with a specifi
input lifetime and input decay parameteraV . The lifetime
and decay parameter could be varied if needed. The daug
L was then decayed into p andp2 with a longitudinal po-
larization related toaV . The lifetime and decay parameter
the L were fixed at the accepted values@1#.

The charged particles in the decay were traced thro
the software aperture of the spectrometer. Multiple scatte
effects, proportional to the amount of material in the sp
trometer and with Molie`re tail, were incorporated in the trac
ing process. A single-bend plane approximation of the
magnetic field was used to simulate the passage of
charged particles through M2. Small inhomogeneity a
time-variation effects in the magnetic field of M2, as det
mined from the map of the magnetic field and actual runn
conditions, were also simulated.

If the event satisfied the software trigger requirements,
spatial positions of the charged particles at each silicon s
detector and multiwire proportional chamber were digitiz
into wire hits. Care was taken to ensure that each dete
was given the proper hit multiplicity, the correct resolutio
and correct efficiency, as seen in the data.

The wire hits were then reconstructed with the same
construction program used on the data. Finally, the rec
structed Monte Carlo events were required to satisfy
same set of selection cuts~see Sec. IV! as the data, before
they were utilized for physics analyses.

IV. EVENT SELECTION

The reconstruction program was designed to search
events with a three-track, two-vertex topology~such asV
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→LK→ppK). A detailed description of the reconstructio
algorithm can be found elsewhere@6,7#. This initial filtering
process removed most background events with the wr
topology, but a significant portion of background events w
the desired topology passed the initial filtering proce
These background events consisted mostly ofJ→Lp and
V→J0p. Therefore, we required additional cuts to redu
the background.

~a! Cut onx2 of geometric fit. The geometric fitx2 mea-
sured the quality of the fit of the three tracks to the desi
topology~two decay vertices and three daughter tracks!. We
requiredx2,100 ~for typically 32 degrees of freedom! in
order to accept the candidate event. Further details abou
geometric fitx2 cut can be found elsewhere@6,7#.

~b! Cut on pp invariant mass. Since aL must be presen
in the decay chain, the reconstructedpp invariant massM pp

was restricted to the range 1.1075–1.1235 GeV/c2, as
shown in Fig. 3.

~c! Cut on Lp invariant mass. The three-track, two-
vertex event sample was dominated byJ→Lp events, and
the reconstruction did not distinguish thep from theK in the
similar V→LK decay. Using theLp mass hypothesis, we
required MLp.1.345 GeV/c2, which is 24 MeV/c2

(10s) higher thanMJ51.321 GeV/c2.
~d! Cut on3p invariant mass. Because of the finite posi

tion resolution of the spectrometer, the fitting code som
times reconstructed two vertices forK6→3p events which
decayed inside the decay volume. Therefore, in order to
moveK from our sample, we used the 3p mass hypothesis
and eliminated all events with invariant massM3p

,0.510 GeV/c2.
~e! Cut on the z position of the decay vertices. The recon-

structed z distribution of the vertices indicated that the s
ondary beam interactions with the multiplicity counterz

FIG. 3. TheM pp distribution for theV̄1 sample after applying
all event selection cuts except for theMLK cut.
2-3
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A. W. CHAN et al. PHYSICAL REVIEW D 58 072002
52300 cm! created background events in that region. Th
background events consisted of secondary beam part
scattered in the M counter to produce three-track events
were occasionally reconstructed poorly as decay product
V hyperons. In addition, secondary beam particles wh
decayed inside the collimator, with the decayed partic
clearing the channel, were another potential source of ba
ground events nearz50 cm. Therefore, we required the
position of the two vertices to lie in the range 75,z
,2300 cm.

~f! Cut on the target-pointing variable. The reconstructed

momentum of the parent particle (V̄1 or V2) was traced
back through the hyperon magnet using the measured m
netic field value to the location of the production target. T
projected position was required to be withinR25x21y2

,20 mm2 of the target center~see Fig. 4!. We required that
the parent particle originate from the target in order to red
background from events produced inside the collimator
from secondary beam interactions with material in the sp
trometer. This cut was based on detailed measuremen
the spread of the incoming proton beam at the target@6,7#.

~g! Cut on momentum. Based on the channel acceptan
the momentum range of theV hyperon was approximatel
230–500 GeV/c. Events with reconstructed parent momen
beyond this range might be due to misreconstruction.
minimize background we restricted the momentum range
candidate events to 240–450 GeV/c. Figure 5 shows the

momentum distributions of candidate events for bothV̄1

andV2 before the momentum cut.
~h! Angular cut inLp center of mass frame. To further

reduceV→J0p background, we computed the angleuL

between theL momentum and the z axis in theLp center of
mass frame. It was found that theV→LK events were re-
stricted to cosuL,20.4, as shown in Fig. 6, while theV

FIG. 4. The distribution for theR25x21y2 variable for theV̄1

sample after applying all cuts.
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→J0p events covered the full range in cosuL . Therefore, a
cut requiring cosuL,20.4 was made.

~i! Decay angle cuts inLK center of mass frame. To
further reduce background events, we computed the an
uK and fK in the LK center of mass frame. The angleuK
was defined as the angle between theK momentum and the z
axis, and thefK angle was the azimuthal angle of theK
momentum in the x-y plane. Monte Carlo studies ofJ
→Lp events showed that most of these events appear to

FIG. 5. The momentum distribution before applying the m

mentum cuts forV̄1 ~top! andV2 ~bottom! candidate events.

FIG. 6. The cosuL distribution for theV̄1 sample before ap-
plying the cosuL cut.
2-4
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MEASUREMENT OF THE PROPERTIES OF THEV̄1 AND . . . PHYSICAL REVIEW D 58 072002
left of a contour line in the cosuK vs fK scatter plot, as
shown in Fig. 7~b!.

~j! Cut onLK invariant mass. We made one final cut, by
requiring that 1.657,MLK,1.687 GeV/c2 ~see Fig. 8!.

Monte Carlo studies showed that the selection efficie

for V̄1 (V2) was 48.6% (49.7%). The amount of bac

ground was estimated by fitting the mass distribution forV̄1

~Fig. 8! and V2 candidate events in the range

FIG. 7. The cosuK vs fK distribution of the K in theLK center

of mass frame (V̄1 sample! before applying the decay angle co
tour cut. Data events to the left of the contour line were rejecte

FIG. 8. TheLK invariant mass distribution for theV̄1 sample
before applying theMLK cut.
07200
y

1.657 GeV/c2,MLK,1.687 GeV/c2 with a combination
of a Gaussian and a linear function. The background rate
estimated from the linear part of the fit to be 3.7% (3.6%

for V̄1 (V2). Monte Carlo studies indicated that rough
59% of this background was due toV→J0p events, and
the remainder was mostly due toJ→Lp events. Tables I
and II summarize the results of the event selection.

The Monte Carlo simulation program was verified wi
data containing single track events, data taken at differ
targeting angles~including zero targeting angle!, different
magnetic fields for M1, and different data samples (J̄1, J2,
andK6). We compared various distributions, including ge
metric x2 distribution, decay vertices distributions, mome
tum spectra of various particles, andpp andLK mass dis-
tributions. In all cases data and Monte Carlo simulatio
were in good agreement@7#.

V. ANALYSIS

Three analyses were performed: lifetime, decay para
eter, and mass difference. The lifetime and decay param

analyses were done for bothV̄1 andV2, and the mass dif-

ference analysis was done by comparing the measuredV̄1

andV2 masses.

A. Lifetime

The decay of an unstable particle in flight can be d
scribed by an exponential distribution

N~z!5N~0!e2~mz/pt!, ~2!

whereN(z) is the number of surviving particles at a distan
z from a given reference point (z50), andm, p, andt are
the mass, momentum, and lifetime of the particle, resp
tively. In reality, beams of particles are produced with
range of momenta and detected by devices with imper
acceptance. Therefore, Eq.~2! was modified to represent th
observed distribution

N~p,z!5e~p,z!N~p,z0!e2~mz/pt!, ~3!

where the detector acceptancee(p,z) was determined by
Monte Carlo calculation. A reference point 75 cm dow
stream of the exit of M1 (z0575 cm) was used@see Fig. 2
and cut~e! in Sec. III#.

Four independent~different initial random number seeds!
Monte Carlo samples, one withct052.06 cm, two with
ct052.46 cm, and another withct052.86 cm, were gen-
erated for the lifetime analyses, corresponding to inputV
lifetimes ranging fromt050.68310210 to 0.95310210 s.
Each generated sample contained 100 000 events. ThL
lifetime was fixed at the accepted value (tL52.632
310210 s) @1#. The Monte Carlo events were generated w
a momentum spectrum similar to that of data events at
exit of M1. TheV decay spectrum of the generated eve
followed the exponential distribution

N~t0 ,p,z!5e~p,z!N~p,z0!e2~mz/pt0!. ~4!

.

2-5
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TABLE I. Summary of event selection cuts forV2. The first column shows the various selection cu
used in theV event selection. The second column shows the number ofV2 data events passing eac
selection cut. The remaining four columns show the percentage of each type of Monte Carlo~MC! event
passing each selection cut, where ‘‘Other’’ represents the statistical sum ofK2→3p andV2→J2p0 Monte
Carlo events. The cuts were applied sequentially.

Cut Data % of MC events left

V2→LK2 V2→J0p2 J2→Lp2 Other

Before cuts 76878 100.0 100.0 100.0 100.0

Geometricx2 76843 99.8 99.8 99.7 99.6
M pp 49936 90.4 92.6 89.0 44.8
MLp 26743 78.5 92.1 2.0 0.9
M3p 26636 78.4 92.0 2.0 0.8
Z vertex 13349 61.3 64.2 1.6 0.1
Target 8619 55.6 13.3 0.5 0.04
Momentum 8296 52.0 12.5 0.2 0.02
cosuL 8034 51.9 7.9 0.03 0.003
uK ,fK 7618 50.4 7.9 0.02 0.003
MLK 6953 49.7 3.3 0.01 0.003

Est. No. of events
Before cuts 67915 22264 4991294 83358
After cuts 33771 727 499 3

TABLE II. Summary of event selection cuts forV̄1. The first column shows the various selection cu

used in theV event selection. The second column shows the number ofV̄1 data events passing eac
selection cut. The remaining four columns show the percentage of each type of Monte Carlo event

each selection cut, where ‘‘Other’’ represents the statistical sum ofK1→3p andV̄1→J̄1p0 Monte Carlo
events. The cuts were applied sequentially.

Cut Data % of MC events left

V̄1→L̄K1 V̄1→J̄0p1 J̄1→L̄p1 Other

Before cuts 30391 100.0 100.0 100.0 100.0

Geometricx2 30376 99.8 99.9 99.7 99.5
M pp 17639 90.1 92.4 88.8 44.7
MLp 13370 78.2 92.2 2.0 0.8
M3p 12661 78.1 92.0 1.9 0.6
Z vertex 7354 59.9 64.3 1.4 0.1
Target 2470 54.3 13.6 0.4 0.03
Momentum 2411 50.7 12.4 0.1 0.02
cosuL 2366 50.6 7.8 0.02 0.002
uK ,fK 2270 49.2 7.8 0.01 0.002
MLK 1823 48.6 3.2 0.01 0.002

Est. No. of events
Before cuts 67487 22205 4978833 82858
After cuts 32793 703 492 2
072002-6
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MEASUREMENT OF THE PROPERTIES OF THEV̄1 AND . . . PHYSICAL REVIEW D 58 072002
The data and Monte Carlo events were subjected to
same reconstruction code and event selection~see sec. III!.
Furthermore, the lifetime analysis was restricted to the
gion 0.75 m<z<18 m, where the Monte Carlo simulatio
did a good job in reproducing theV z-vertex spectrum of the
data. The final data samples for the lifetime analysis c

tained 1801V̄1 and 6934V2 events.
We used the Monte Carlo program to define the norm

ization factors

C~p!5
NR~p!

NMC~p!
, ~5!

where theC(p) are determined by the fit. TheC(p) factors
reconcile both the differences in the shape of the momen
spectrum and the much larger size of the Monte Ca
sample. The other free parameter isct, wherec is the ve-
locity of light. We collected data and Monte Carlo even
into 5 GeV/c momentum bins and 0.5 m decay vertex p
sition bins. For simplicity, we introduce the following nota
tion: r i j 5NR(pi ,zj ) andmi j 5NMC(pi ,zj ).

Because of low statistics, the population of bins far aw
from the origin (z*10 m) was not very high, and so a leas
squares minimization ofx2 ~which assumes a Gaussian d
tribution of errors! was not appropriate. Therefore, we used
maximum-likelihood method with Poisson statistics. W
used the Monte Carlo distribution to estimate the expec
population of each bin,

ui j 5mi j Ci

e2~zjm/pit!

e2~zjm/pit0!
, ~6!

whereCi andt are parameters to be determined in the fit.
any given bin the observed number of events,r i j , occurs
with a probability given by

Pi j 5
~ui j !

r i j

r i j !
e2ui j . ~7!

We can then write the likelihood function as the product o
all momentum and z-vertex bins of these Poisson proba
ties,

L8~Ci ,t!5)
i j

~Pi j !, ~8!

which we can rewrite as

L~Ci ,t!522ln~L8!522(
i j

@ ln~Pi j !#

522F(
i j

r i j ln~ui j !2(
i j

ui j G1const. ~9!

By minimizing this logarithmic likelihood function, we ob
tained theV lifetime that yielded the most likely match be
tween the data and Monte Carlo spectra.

Our measured lifetime corresponding to the best fit

V̄1 is tV̄5(0.82360.031)310210 s, and the correspondin
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result for V2 is tV5(0.81760.013)310210 s, where the
uncertainties are statistical only. Figure 9 shows the resu

the final fits for V̄1 (x2/NDF51.52) andV2 (x2/NDF
51.17), which were obtained with sample No. 3.

We studied the stability of the lifetime fits as a function
background in two different ways. First, the momentum,
vertex, andMLK cuts in the event selection process we
varied in such a way that the number of events in the fi
sample changed by about.AN, whereN is the total number

of selected events in the sample~1801 forV̄1 and 6934 for
V2). This accounted for most of the systematic uncertai
in the analyses. In addition, Monte Carlo background eve
were generated, reconstructed, and passed through the
selection process~see Tables I and II!. The background
events surviving the selection cuts were added to the sig
Monte Carlo events, and this modified Monte Carlo spectr
was fit to data. The result of this fit was compared to t
nominal ~signal! Monte Carlo fit result. The effect was neg
ligible compared to the other sources of systematic unc
tainties.

Fluctuations in the magnetic field of M2 directly affe
the lifetime measurement since it causes the reconstruc
code to miscalculate the track momentum. We estimated
uncertainty in the lifetime due to fluctuations in the M2 fie
by varying the nominal M2 magnetic field in the Mon
Carlo simulation by 0.25%, which was the average level
fluctuation about the nominal M2 magnetic field during t
data acquisition period. The systematic uncertainty due
magnetic field fluctuations in M2 was small compared
other sources of systematic uncertainties.

The bin widths were doubled to check the sensitivity

FIG. 9. The Monte Carlo (ct52.46 cm) fit to theV̄1 ~top! and
V2 ~bottom! reconstructed decay vertices. The Monte Carlo dis
butions correspond to the measured lifetime yielding the best

The x2/33NDF of the fits is 1.52 forV̄1 and 1.17 forV2.
2-7
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A. W. CHAN et al. PHYSICAL REVIEW D 58 072002
the lifetime fits with respect to the momentum and z reso
tion. We also checked the sensitivity with respect to the s
of the Monte Carlo sample by dividing it into three su
samples with roughly equal statistics and redoing the an
sis for each subsample. No significant systematic effect
observed in either case.

The V̄1 momentum spectrum (p̄5325.0 GeV/c) was
‘‘softer’’ than the V2 spectrum (p̄5329.9 GeV/c), and so
we studied the stability of the lifetime fits as a function of t
reconstructedV momentum. Each data sample was divid
into three momentum bins~240–300, 300–330, an
330–450 GeV/c2) with roughly the same number of even
in each bin, and the analysis was redone for each bin.
results produced a spread of about 0.5 standard devia
when compared to the full sample.

In addition, we checked the stability of the lifetime fi
with respect to changes in the allowed decay fiducial
varying the range covered by the fitting code. The upstre
boundary was varied from 0.5 to 1.5 m, and the downstre
boundary was varied from 16 to 23 m. The fits yielded
sults within 0.5 standard deviations on the average for b

V̄1 andV2.
The effect of the uncertainty in theL lifetime on theV

lifetime measurement was also studied. Monte Carlo eve
were generated with theL lifetime offset by one standard
deviation@1#, and theV lifetime fits were redone with thes
Monte Carlo events. The results produced a spread wi

0.3 standard deviations forV̄1 and 0.4 standard deviation
for V2 when compared with the nominal fits. The systema
effect due to the uncertainty in theL lifetime was estimated
by comparing these lifetime fits with the fits obtained w
the L lifetime fixed at the accepted value@1#.

We also checked the measured lifetime as a function
our choice of Monte Carlo sample. The fits with the indepe
dent Monte Carlo samples yieldedct within a standard de-

viation of each other forV̄1 and V2. Table III shows the
results of the fits of various Monte Carlo samples to the d
The systematic effect due to the choice of Monte Ca
sample was estimated from the variation of the fit results
various Monte Carlo samples. Table IV lists the major s
tematic uncertainties in our analyses, which were estima
with sample No. 4.

The final result for V̄1 is tV̄5@0.82360.031(stat)
60.022(syst)#310210 s, and the corresponding result fo
V2 is tV5@0.81760.013(stat)60.018(syst)#310210 s. By
combining the statistical and systematic uncertainties
quadrature, we obtain

TABLE III. Lifetime measurements.

Sample
No. ct0 (cm) NMC tV̄ (310210 s) tV (310210 s)

1 2.06 37320 0.81460.030 0.81260.013
2 2.46 37433 0.80960.031 0.81860.013
3 2.46 37480 0.82360.031 0.81760.013
4 2.86 37591 0.81060.030 0.82160.014
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tV̄5~0.82360.038!310210 s,

tV5~0.81760.022!310210 s.

B. Decay parameter

In the decayV→LK→pp, the angular distribution of
the final state proton in theL rest frame is given by

dN

dVp
5

1

4p
~11aLPW L• p̂!, ~10!

where Vp and p̂ are the solid angle and momentum un
vector of the proton in theL rest frame, andaL is the pa-
rameter that describes the degree of mixing of parities in
decay@2#. Since the distribution is independent of the a
muthal angle, the above expression can be rewritten as

dN

d~cosu!
5

1

2
@11aL~PW L•n̂!cosu#, ~11!

where n̂ is an arbitrarily chosen unit vector and cosu

5n̂• p̂, the direction cosine of the proton in theL rest frame.
Our data were produced at nonzero targeting ang

(62.5 mrad), but any nonzeroV polarization averaged to
zero because there were roughly an equal number of ev
produced at positive and negative targeting angles@6,7#.
Therefore, theL polarization from theV decay is simply

PW L5aVp̂L , ~12!

wherep̂L is the unit vector of theL momentum in theV rest
frame. If we choosen̂5 p̂L , Eq. ~11! becomes

dN

d~cosu!
5

1

2
~11aLaVcosu!, ~13!

whereu is now the angle between the daughter proton m
mentum in theL rest frame andp̂L ~see Fig. 10!.

Ten independent~different initial random number seeds!
Monte Carlo samples were generated with inputaV ranging
from 20.156 to 0.156, whileaL was fixed at the accepte
value (aL50.642) @1#. Each generated sample contain
100 000 events. The Monte Carlo events were genera
with a momentum spectrum similar to that of data events

TABLE IV. Systematic uncertainties for lifetime measurements

Systematic tV̄ (310210 s) tV (310210 s)

Event selection 0.017 0.009
M2 field 0.002 0.008
Bin width 0.003 0.002
MC statistics 0.003 0.006
Momentum 0.009 0.006
Decay position 0.002 0.004
Lambda lifetime 0.006 0.006
MC sample 0.007 0.008
2-8
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the exit of M1. The angular distribution of the generat
events followed the distribution shown in Eq.~13!.

The data and Monte Carlo events were subjected to
same reconstruction code and event selection~see Sec. III!.

The final data samples contained 1823V̄1 events and 6953
V2 events.

Equation ~13! was modified by the detector acceptan
and reconstruction efficiency. We used the Monte Carlo p
gram to produce a correction function for the detector acc
tance and event reconstruction efficiency,

C~cosu!5
NMC

gen~cosu!

NMC
rec ~cosu!

NMC
rec

NMC
gen

, ~14!

whereNMC
gen(cosu) andNMC

rec (cosu) are the number of gen
erated and reconstructed Monte Carlo events for e
cosu bin, respectively.NMC

gen andNMC
rec are the total numbe

of generated and reconstructed Monte Carlo events, res
tively. The modified proton distribution function is

dN

d~cosu!
5

C~cosu!

2
~11aLaVcosu!, ~15!

whereaV is a parameter to be determined by the fit.
Real and Monte Carlo events were collected into cou

bins. We use the following notation for simplicity:ai
5dNR /d(cosu i) and bi5dNMC /d(cosu i), where
dNR /d(cosu i) and dNMC /d(cosu i) are the number of
events in thei th cos u bin for real data and Monte Carl
events, respectively.

A maximum-likelihood calculation with Poisson statisti
was used, and the likelihood functionL(Ci ,aV) was built,
where

L~Ci ,aV!52(
i

ai ln@bi #1(
i

bi1const. ~16!

FIG. 10. L momentum direction defines the polar axisz8 in the
frame in which the cosu distribution is measured.
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We obtained theaLaV which gave the best match betwee
data and Monte Carlo spectra by minimizing this functio

The best fit forV̄1 yieldedaL̄aV̄520.01160.041, and the
corresponding result forV2 was aLaV520.01860.021.
The uncertainties are statistical only. Figure 11 shows

result of the final fits for V̄1 (x2/NDF51.74) and
V2 (x2/NDF51.49), which were obtained with sample N
9 ~see Table V!.

To estimate the systematic uncertainty due to our ev
reconstruction algorithm, we first calculated the differen
between the generated and reconstructed cosu with Monte
Carlo events. Then, we introduced a small, random offse
the cosu calculation in the generated Monte Carlo even
and again calculated the difference between the gener
and reconstructed cosu. The size of the offset was chosen

FIG. 11. The Monte Carlo (aLaV520.015) fit to the cosu

distribution for V̄1 ~top! andV2 ~bottom!. The Monte Carlo dis-
tributions correspond to the measuredaLaV yielding the best fits.

The x2/19NDF of the fits is 1.74 forV̄1 and 1.49 forV2.

TABLE V. Decay parameter measurements.

Sample
No. aL̄aV̄ aLaV

1 20.01760.041 20.00660.021
2 20.00160.041 20.01060.021
3 20.02060.041 20.01560.021
4 20.00960.042 20.02460.021
5 20.01360.041 20.00760.021
6 20.00560.041 20.01860.021
7 20.01560.041 20.01660.021
8 20.02160.041 20.00460.021
9 20.01160.041 20.01860.021
10 20.01460.041 10.00660.021
2-9
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be consistent with the momentum resolution of the spectr
eter. We estimated this systematic uncertainty by compa
the distributions~with and without the offset! of the differ-
ence between generated and reconstructed cosu. No signifi-
cant systematic effect due to the event reconstruction a
rithm was observed.

The acceptance is momentum dependent. We estim
the uncertainty inaLaV due to our uncertainty in the mo
mentum spectrum by studying variousV Monte Carlo
samples generated with slightly different momentum spec
The fit results were not significantly different from the r
sults obtained with the nominal momentum spectrum. Th
this systematic uncertainty is small.

The effect of the uncertainty in theaL parameter on the
aV measurement was also studied. Monte Carlo events w
generated with anaL offset by one standard deviation from
its accepted value@1#, and the fits were redone using the
Monte Carlo events. The systematic effect due to the un
tainty in the aL parameter was small when compared
other sources of systematic uncertainties.

The calculation of the other systematic uncertainties
the decay parameter analyses was similar to the lifet
analysis. The major sources of systematic uncertainties
the decay parameter analyses are listed in Table VI.
systematic uncertainties were estimated with Monte Ca
sample No. 3~see Table V!.

The final result forV̄1 is aL̄aV̄520.01160.041(stat)
60.028(syst), and the corresponding result forV2 is
aLa_V520.01860.021(stat)60.022(syst). By adding the
statistical and systematic uncertainties in quadrature, we
tain a_L̄aV̄520.01160.050 andaLaV520.01860.030.
These can be divided byaL52aL̄50.64260.013 @1# to
obtain

aV̄50.01760.077,

aV520.02860.047.

C. Mass difference

The normalized mass difference between theV̄1 andV2

can be expressed as

TABLE VI. Systematic uncertainties for decay parameter m
surements.

Systematic aL̄aV̄ aLaV

Event selection 0.020 0.015
M2 field 0.003 0.005
Bin width 0.008 0.010
MC statistics 0.007 0.005
Reconstruction algorithm 0.010 0.005
MC sample 0.006 0.008
Acceptance 0.009 0.002
aL 0.005 0.004
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DMV

MV
5

uM V̄12MV2u
Maverage

,

where M V̄1 and MV2 are determined from the fit to thei
mass spectra andMaverageis the weighted average ofM V̄1

and MV2. We concentrate on the mass difference measu
ment rather than absolute mass measurements since
former is less sensitive to the uncertainty in the mass sc

In order to obtain a precise measurement of the mass

ference between theV̄1 and V2, we loosen the selection
cuts to obtain higher statistics samples. The selection cuts
this analysis are similar to the lifetime and decay analy
selection except for the following:

~i! The reconstructedM pp was restricted to the rang
1.0757,M pp,1.1557 GeV/c2.

~ii ! The angular cuts@see Sec. IV, paragraphs~h! and~i!#
were removed.

~iii ! The reconstructedMLK was restricted to the rang
1.650,MLK,1.700 GeV/c2.

~iv! TheV̄1 momentum spectrum was softer than theV2

momentum spectrum. This caused the spatial distribution
the V̄1 and V2 decay daughter particles to be differen
which directly affected the aperture cut~see below!. There-
fore, we ‘‘matched’’ the two momentum spectra by ra
domly selectingV2 events so that theV2 momentum spec-

trum matched theV̄1 momentum spectrum. After the
spectrum shape was ‘‘matched,’’ theV2 sample was abou

2.6 times larger than theV̄1 sample.
~v! The extrapolation of the three tracks from the can

date event to the downstream aperture of M2 was require
be within a rectangular-shaped area (50320 cm2) around
the central region of the downstream aperture. This was
tivated by the fact that the momentum measurement of
daughter tracks was well determined in that region, wh
the magnetic field was nearly uniform~see Fig. 12!.

After these cuts, theLK invariant mass distributions wer
fit with the sum of a Gaussian and a linear function. Th
choice of fitting function was determined from the Mon
Carlo simulation of the signal and backgrounds. The m
was determined from the mean of the Gaussian part of the
The background, which was estimated from the linear par
the fit, was 11.29% (9.19%) forV̄1 (V2). The back-
ground was higher here than in Sec. IV because we h
eliminated some selection criteria that could bias the m
measurement. The standard deviation of the reconstru
mass wass.2.3 MeV/c2, which agreed with the predicte
mass resolution for these final states. Based on these fits
estimated the number ofV candidates by integrating the are

under the Gaussian peak. We obtained 2607617 V̄1 and
6323624 V2 candidate events, which included the unce
tainty in the background under the Gaussian peak.

The fits yielded M V̄151671.98360.067 MeV/c2 and
MV251671.95960.038 MeV/c2, where the uncertainties
are statistical only. This leads toDMV /MV5(1.4464.59)
31025, where the uncertainty, again, is statistical on

-
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Figure 13 shows the results of the final fits superimpo

on the mass distributions forV̄1 (x2/NDF51.70) and
V2 (x2/NDF51.46).

Fluctuations in the magnetic field of M2 affect this me
surement, since it causes the reconstruction code to mis
culate track momenta and reconstructedV mass. We esti-
mated this systematic uncertainty by varying the nominal

FIG. 12. Extrapolation of thep2 ~top! and K2 ~bottom!
tracks at the M2 downstream aperture forV2→LK2 before apply-
ing the aperture cut.

FIG. 13. Comparison of mass distributions forV̄1 ~top! and
V2 ~bottom! with fits superimposed. Thex2/56NDF of the fits is

1.70 for V̄1 and 1.46 forV2.
07200
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magnetic field in the Monte Carlo simulation by 0.25%~see
Sec. V A!. The uncertainty due to magnetic field changes
M2 was small when compared to other major sources
systematic uncertainties.

We studied the stability of the mass fits with respect to
size of the M2 aperture by varying the aperture cut. The m
fits varied by less than 0.3 standard deviations in the reg
where the magnetic field was measured to be nearly unifo

We also studied the effect of theL-K and p-p opening
anglesuLK and upp on the mass fits. An accurate determ
nation ofuLK andupp depends on our understanding of th
spectrometer alignment and reconstruction code. To estim
the systematic uncertainty in the mass difference anal
arising from the uncertainty in the determination of the ope
ing angles, the data sample first was divided into three m
tually exclusive regions with respect toupp (0°,upp

<0.133°, 0.133°,upp<0.187°, and upp.0.187°) with
roughly the same number of events in each region. The
were redone for both positive and negative data, and
correspondingV mass difference was recalculated for ea
region. The data were also divided into three mutually exc
sive regions with respect touLK (0°,uLK<0.12°, 0.12°
,uLK<0.16°, anduLK.0.16°), and a similar procedur
was used to analyze each region. We estimated the sys
atic uncertainty due toupp anduLK by comparing the mass
difference for each region with the nominal mass differen
~obtained from the full samples!. The systematic uncertaint
due to upp and uLK was small when compared to othe
sources of systematic uncertainties.

The fitting method was checked by generating and fitt
Monte Carlo samples with known inputMV , to ensure that
the fit results were consistent with input values. Three in
pendent Monte Carlo samples were generated with diffe
input V mass (1637.0 MeV/c2, 1672.45 MeV/c2, and
1707.0 MeV/c2). Each sample contained 100 000 even
The magnetic field of M2 was fixed at the nominal val
(pT51.54 GeV/c). The upstream and downstream apertu
of M2 were also fixed at their nominal values~see Sec. II!.
The Monte Carlo events were generated with a momen
spectrum similar to that of the data at the exit of M1 a
were subjected to the same reconstruction selection cut
the data. The systematic uncertainty in the mass differe
measurement due to the fitting method was small when c
pared to the statistical uncertainty.

The bin widths were doubled to check the sensitivity
the analysis to the binning method and the mass resolutio
the spectrometer. The systematic uncertainty in the mass
ference measurement due to the bin width was negligible

We also checked if the code reconstructsV̄1 and V2

events differently. We generatedV̄1 and V2 Monte Carlo
events, with both masses fixed at the accepted value (MV

51672.45 MeV/c2) @1#. The events were processed throu
the same reconstruction code, and we then calculated thV
mass difference using values forM V̄1 andMV2 from Monte
Carlo events and compared with theV mass difference from
data. This turned out to be the dominant source of system
uncertainty.
2-11
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The systematic uncertainty in the mass ratio due to
uncertainty in momentum was estimated by dividing ea
data sample into three bins with roughly the same numbe
events in each bin and redoing the analysis for each bin, a
the lifetime analysis. The mass fits varied by less than
standard deviations, which indicates that the momen
‘‘matching’’ procedure helped to smooth out the differenc
in the mass measurements due to differences in momen

spectra betweenV̄1 andV2.
A good understanding of the mass scale is necessar

obtain a reliable mass measurement. We estimated the u
tainty in the mass scale by comparing the measuredJ andV
masses with the accepted values@1#. The difference is ap-
proximately 0.860 MeV/c2. The measurement of the rati
DMV /MV is less sensitive to the uncertainty in the ma
scale than absolute mass measurements. We found the
tematic uncertainty due to the mass scale to be small w
compared to other sources of systematic uncertainties fo
mass difference analysis. The major systematic uncertain
are summarized in Table VII.

The final result for the normalized mass difference is

DMV

MV
5~1.4467.98!31025,

where the statistical and systematic uncertainties were ad
in quadrature.

VI. SUMMARY

A sample of 1823V̄1 and 6953V2 events has been

analyzed to produce various results~see Table VIII!. TheV̄1

lifetime measurement yielded

TABLE VII. Systematic uncertainties for mass difference me
surement.

Systematic DMV /MV (31025)

M2 field 0.598
Aperture 2.677
upp anduLK 1.995
Fitting method 2.847
Bin width 1.005
Monte Carlo 3.618
Momentum 2.991
Mass scale 0.059
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tV̄5~0.82360.038!310210 s,

and the decay parameter measurement yielded

aV̄50.01760.077.

These lifetime andaV measurements for theV̄1 hyperon are
the first such measurements in the literature@1#. The corre-
sponding values forV2 were

tV5~0.81760.022!310210 s,

and

aV520.02860.047,

in good agreement with previously published results@8#. The

normalized mass difference betweenV̄1 andV2 was

DMV /MV5~1.4467.98!31025,

which should be compared to the previous world avera
DMV /MV measurement of (065)31024 @9#.
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- TABLE VIII. Summary of analysis results.

Measurement V̄1 V2

t (310210 s) 0.82360.038 0.81760.022
aV 0.01760.077 20.02860.047

DMV /MV (31025) 1.4467.98
s-
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