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We have analyzetl_@+ and()~ events produced in the inclusive reactip#t Be— () + X and have measured

some properties of th@* andQ~ hyperons via the deca) — AK— pwK. The measuref ™ lifetime was
70=(0.823+0.038)x10" 1% s (y*/Npe=1.52), and the measured decay parameter wigs=0.017
+0.077 (?Npp=1.74). The corresponding values for the)~ were 7,=(0.817+0.022)
X107 s (x*/Npe=1.17) andag=—0.028+0.047 (*/Npr=1.49). In addition, the measurement of the

normalized mass difference between fhé andQ ™ yieldedAM, /M o= (1.44+7.98)x 10" °. The measure-
ments were all in good agreement wihPT invariance [S0556-282(98)02417-5

PACS numbdps): 14.20.Jn, 13.36-a

[. INTRODUCTION The Q hyperon fits well into a S(B) decuplet; so we
assume it is a spig- particle. It can havd.=1,2 for the
orbital angular momentum of the final states in the weak
decayQl— AK, and theQ) — AK matrix element is expected

to be a function of the P and D waves. The— AK decay
ef)'rocess can be partially characterized by the decay parameter

We have analyzed a sample of about 9@ and Q™
events which decayed via the chdin— AK—p«K. In this
paper, we describe the analysis of these data. We report lif

time and decay parameter measurements for bthand
O~ and a measurement of the normalized mass difference Re(P*D)

- = .
between the) ™ and Q™ hyperons. (IP|?+|D|?)

These results are the most precise measurements of the
A measurement of the decay parametesllows us to deter-

properties of()™ at present. A comparison of te" and  mine the degree of mixing between the parity-conserving P

Q™ properties with the statistical significance comparable tGygyve and the parity-changing D wave in the— AK decay

the previously best measured strange baryonsAthend  procesg2]. A dominant P wave, as predicted by the¢8y,

A0, is presented. Previous measurements oftHeand ()~ would indicate that theQ)—AK decay proceeds primarily

properties can be found in the literatyts. through the parity-conserving part of weak interactions and
leads to the prediction that,=0. In addition,CP invari-
ance require€)™ andQ~ to have opposite sign’s (aq+

*Current address: Department of Physics, University of Califor-=— q,-).

nif" Berkeley, CA 94720. Comparison of the lifetime and mass of the” and Q™
Current address: Lawrence Berkeley Laboratory, Berkeley, CAhyperons provides us with tests 6T invariance, which

9‘;720' _ _requires the particle and antiparticle to have the same life-
Current address: Department of Physics and Astronomy, Unlverﬁme and mass. Previous results from CERN and Fermilab

sity of Oklahoma, Norman, OK 73019. . S .0 0
S$Current address: Department of Physics, University of Arizona,mdlcate noCPT-violating effect inK™ andK™ decays4,5].

Tucson, AZ 85721.
ICurrent address: Fermilab, Batavia, IL 60510.
TCurrent address: Department of Physics, Indiana University, The experiment was performed in the Proton Center beam
Bloomington, IN 47405. line at Fermilab. An 800 Ge\¢/ proton beam incident on a
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Il. EXPERIMENTAL SETUP
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[ four y planes. These were installed downstream of the M1
1 E exit and were used to detect secondary beam particles.

The scintillation counters S1 and S2 served as beam
counters. V1 and V2 were veto counters surrounding S1 and
S2; their function was to eliminate beam particles accompa-
nied by a charged halo. The pulse height of the M counter
was proportional to the number of minimum ionizing par-
ticles (m.i.p.’s) which passed through it simultaneously.

Chambers C1-C9 had vertigatview) and horizontaly-
view) wire planes, except for C5 which had two orthogonal
wire planes rotated 45° about the z axis. C1-C3 had 1 mm
wire spacing, and C4—C9 had 2 mm wire spacing. In addi-
tion, C6 had a third wire plane with 2.8 mm wire spacing,
rotated 45° about the z axis. These rotated planes were used
for associating multiple hits in the x and y views during
event reconstruction.

The M2 analyzing magnet had an upstream aperture of

61x25 cnf and a downstream aperture of X630 cnf.
Ol ise T hoo T hso so0 s oo s sm sso w0 The magnetic field could point either in they or —y di-
Mornentum (GeV/c) rection with a transverse momentum kick of 1.54 Gew
the x-z plane. The components of the magnetic field were
FIG. 1. Collimator acceptance f@&=2.1 T. measured with a moving coil on a 2.54 cm grid, and the
consistency of the magnetic field strength was checked at the
beryllium target was used to create a secondary beam d% level by comparing the reconstructed” mass with the
particles. The secondary beam particles were charge and maccepted value. . .
mentum selected by the hyperon magidtl) in a curved When the polarity of M1 was set to select a nggatlve
collimator and the narrowest part of the collimator (5 Secondary beam, the beam was composed of a mixture of
x5 mn?) defined the size of the secondary beam. The censr—, K7, 37, E~, Q7, andp. A secondary beam with op-
tral orbit of the curved collimator corresponded to aposite charge was selected by reversing the polarity of M1.
313 GeVk particle when the magnetic field was setBo The particles and antiparticles were detected under similar
=2.1 T. The acceptance distribution fBe=2.1 T(see Fig. conditions, except for the polarity of M1 and M2. This was
1) was calculated via Monte Carlo simulation and was de-useful in cross-checking physical measurements and analysis
fined as the ratio of the number of charged particles in thgprograms in the experiment.
secondary beam exiting the collimator to the number enter- For this analysis, data were taken with the hyperon mag-
ing the collimator for each momentum bin. net (M1) set to an average field of 2.1 T, corresponding to

The spectrometer was made up of eight silicon strip desecondary beam momentum of 230-520 GeWhe wide
tectors(SSD1-8, five scintillation counter$S1, S2, V1, V2 momentum acceptance of the collimator is shown in Fig. 1.
and M), nine multiwire proportional chambe(€1-C9, and For the negative secondary beam runs, the magnetic fields
an analyzing magn&iM2), as shown in Fig. 2. The coordi- of both M1 and M2 were pointed in the y direction. The
nate system was defined with the z axis along the centerlindecay sequence of interest in this case WiAs—AK™
of the charged beam as it emerged from M1. The y axis was-»pm~ K™ . After M2, protons were bent to thex direction,
vertically upward, and the x axis was horizontal. and thew~ and K~ were bent to the—x direction. The

The eight SSD planes were divided into four x planes andrigger was designed to reject high-multiplicity events, such
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as those originating from secondary beam interactions with® F
the collimator walls, and single track eventdigh- - F
momentum single pions, for exampl&herefore, the trigger LT
required a signal from S1 and S2 with no signal from V1 and r
V2, and the pulse height from the multiplicity counter Mwas o ' [
required to correspond to more than two but less than five- r
m.i.p.’s. The trigger also required at least one hit on the rightg 150 1
side of C8 (~x) and at least one hit on the left side of C9 &
(+x). An event was accepted if the signals from all scintil- = 125 |-
lation counters and chambers satisfied the above require— C
ments. For the positive secondary beam runs, the magneti 100 |-
fields of M1 and M2 were reversed, and the same trigger r
requirements were applied. 75 L

The efficiencies of the detectors were monitored regularly [
with single track events. For the entire run, the average effi-
ciencies of the SSD’s and C1-C9 were roughly 84.3% and
93.4%, respectively.

o= Data
__ = Monte Carlo

50 |

o5 [

[ll. MONTE CARLO SIMULATION

1 1 | 1
1.105 11075 1.11 1.1125 1115 1.1175 1.12 1.1225 1.125 1.1275

A Monte Carlo program was written to simulate the ex- 5
periment as closely as possible. It was used for determining Mo <GGV/C >
the acceptance, the resolution of the spectrometer, the effi- _
ciency of the event reconstruction program, and the possible FIG. 3. TheM, distribution for theQ ™ sample after applying
backgrounds to th€ samples. all event selection cuts except for thé, ¢ cut.

In the Monte Carlo progranf) ~ particles were generated
at the target with a specified initial momentum and required, AK—pxK). A detailed description of the reconstruction
to pass through the collimator. In the fiducial region, ¢he  z|gorithm can be found elsewhe®,7]. This initial filtering
particles were decayed without any polarization intceand  process removed most background events with the wrong
K™ and followed an eXponentiaI distribution with a SpeCiﬁed t0p0|ogy, but a signiﬁcant portion of background events with
input lifetime and input decay parameter, . The lifetime  the desired topology passed the initial filtering process.
and decay parameter could be varied if needed. The daughtghese background events consisted mostiyEef A = and
A was then decayed into p and™ with a longitudinal po- (), =% Therefore, we required additional cuts to reduce
larization related tax, . The lifetime and decay parameter of the packground.
the A were fixed at the accepted valuéd. (a) Cut on x? of geometric fit The geometric fity?> mea-

The charged particles in the decay were traced througBuyred the quality of the fit of the three tracks to the desired
the software aperture of the spectrometer. Multiple scatteringopology (two decay vertices and three daughter trackée
effects, proportional to the amount of material in the specrequired y?< 100 (for typically 32 degrees of freedgnin
trometer and with Moliee tail, were incorporated in the trac- order to accept the candidate event. Further details about the
ing process. A single-bend plane approximation of the MQgeometric fity2 cut can be found elsewhef6,7].
magnetic field was used to simulate the passage of the (b) Cut on pr invariant massSince aA must be present
charged particles through M2. Small inhomogeneity angp the decay chain, the reconstructed invariant mas ,.,
time-variation effects in the magnetic field of M2, as deter-y 55 restricted to the range 1.1075-1.1235 @AY/as
mined from the map of the magnetic field and actual runningshown in Fig. 3.
conditions, were also simulated. _ _ (c) Cut on A# invariant mass The three-track, two-

If the event satisfied the software trigger requirements, thgqrtex event sample was dominated By- A 7 events, and

spatial positions of the charged particles at each silicon strighe reconstruction did not distinguish thefrom theK in the
detector and multiwire proportional chamber were digitizedgjmilar 0 —s AK decay. Using the\ = mass hypothesis, we
into wire hits. Care was taken to ensure that each detect%quired M,.>1.345GeV/c?, which is 24 Mevt,:z

was given the proper hit multiplicity, the correct resolution, (1007 higher thanM ==1.321 GeV/c?.

and correct efficiency, as seen in the data. (d) Cut on3 invariant massBecause of the finite posi-

The wire hits were then reconstructed with the same reo resolution of the spectrometer, the fitting code some-
construction program used on the data. _FlnaIIy, the_ reCoNimes reconstructed two vertices fr" — 37 events which
structed Monte Carlo events were required to satisfy theecaved inside the decay volume. Therefore, in order to re-
same set of .s'electlon cu(s_ee Sec. IY as the data, before moveK from our sample, we used ther3mass hypothesis
they were utilized for physics analyses. and eliminated all events with invariant madsl,, .
<0.510 GeVt?.

(e) Cut on the z position of the decay vertic&se recon-

The reconstruction program was designed to search fostructed z distribution of the vertices indicated that the sec-
events with a three-track, two-vertex topologuch as() ondary beam interactions with the multiplicity counter (

IV. EVENT SELECTION
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FIG. 4. The distribution for th&?=x2+y? variable for thel " FIG. 5. The momentum distribution before applying the mo-
sample after applying all cuts. mentum cuts fo)* (top) andQ~ (bottom) candidate events.

=2300 cm created backg_round events in that region. These—>E°ﬂ' events covered the full range in c@g . Therefore, a
background events consisted of secondary beam part|cl%sut requifing cosd. < — 0.4 was made
scattered in the M counter to produce three-track events that 9 g A ' '

were occasionally reconstructed poorly as decay products qf (i) Decay angle cuts iMK center of mass frameTo
Q hyperons. In addition, secondary beam particles Whicﬁurther reduce background events, we computed the angles

decayed inside the collimator, with the decayed particlesﬁK and ¢y in the AK center of mass frame. The angi

clearing the channel, were another potential source of backYas deflgetcri] as the ar|1gle bet\t/\r/]eenlthmc;rr?elzntun} an(: ttrl:(zz
ground events near=0 cm. Therefore, we required the z axis, an ey angle was the azimuthal angle o

position of the two vertices to lie in the range 7% momentum in the x-y plane. Monte Carlo studies f
~2300 cm. — A events showed that most of these events appear to the

(f) Cut on the target-pointing variablérhe reconstructed
momentum of the parent particl€)(" or Q) was traced ©

200

120 ® = Data

back through the hyperon magnet using the measured macg;
netic field value to the location of the production target. Thei i ___ =0 —> AK Monte Carlo
projected position was required to be withRF=x>+y? =~ 5, [ ——— =0 —> =7 Monte Carlo

<20 mnt of the target centefsee Fig. 4 We required that © r
the parent particle originate from the target in order to reduceg;, 4o |
background from events produced inside the collimator or&
from secondary beam interactions with material in the spec-5
trometer. This cut was based on detailed measurements
the spread of the incoming proton beam at the ta§éf.

(g) Cut on momentunBased on the channel acceptance,
the momentum range of th@ hyperon was approximately i
230-500 GeW¢. Events with reconstructed parent momenta ;|
beyond this range might be due to misreconstruction. To
minimize background we restricted the momentum range for 4
candidate events to 240-450 GeV/Figure 5 shows the '

momentum distributions of candidate events for béth
andQ~ before the momentum cut.

N
o

100

20

dnmobeideony g
0 0.2

(h) Angular cut inA# center of mass framelo further
reduce)— Z°%7 background, we computed the anglg cos 19,
between the\ momentum and the z axis in thlew center of -
mass frame. It was found that tli&— AK events were re- FIG. 6. The cosf, distribution for theQ)™ sample before ap-

stricted to cosf, < —0.4, as shown in Fig. 6, while th@ plying the cosé, cut.

072002-4



MEASUREMENT OF THE PROPERTIES OF THE" AND ... PHYSICAL REVIEW D 58 072002

S 150 1.657 GeVE2<M,¢<1.687 GeVt? with a combination
of a Gaussian and a linear function. The background rate was

estimated from the linear part of the fit to be 3.7% (3.6%)

for O (Q7). Monte Carlo studies indicated that roughly
59% of this background was due fo— Z°%7 events, and
the remainder was mostly due — A 7 events. Tables |
and Il summarize the results of the event selection.
L The Monte Carlo simulation program was verified with
-06 -04 -02 0 02 04 06 08 data containing single track events, data taken at different
cos®, (data) targeting anglegincluding zero targeting angledifferent
magnetic fields for M1, and different data samplgs’( =,
andK™*). We compared various distributions, including geo-
metric x? distribution, decay vertices distributions, momen-
tum spectra of various particles, apar and AK mass dis-
tributions. In all cases data and Monte Carlo simulations
were in good agreemeft].

I B BT R RN B RN B V. ANALYSIS

L
-0.6 -04 =02 0 0.2 0.4 0.6 0.8 1

cosd, (- — Ar Monte Carlo)

Three analyses were performed: lifetime, decay param-
eter, and mass difference. The lifetime and decay parameter

FIG. 7. The cosdy Vs & distribution of the K in theAK center ~ analyses were done for bofh™ andQ~, and the mass dif-

of mass frame @+ samplg before applying the decay angle con- ference analysis was done by comparing the measQréd
tour cut. Data events to the left of the contour line were rejected. and{)~ masses.

left of a contour line in the co¥x vs ¢y Scatter plot, as A. Lifetime
shown in Fig. Tb).
(j) Cut onAK invariant massWe made one final cut, by
requiring that 1.65%Z M ,x<1.687 GeVt? (see Fig. 8
Monte Carlo studies showed that the selection efficiency N(z)=N(0)e~(MZp7), 2

for Q* (Q7) was 48.6% (49.7%). The amount of back-

ground was estimated by fitting the mass distribution(igr whereN(z) is the number of surviving particles at a distance

(Fig. 8 and Q- candidate events in the range of 2 Tom a given reference poinz(0), andm, p, andr are
the mass, momentum, and lifetime of the particle, respec-

tively. In reality, beams of particles are produced with a
¢ = Data range of momenta and detected by devices with imperfect
= Monte Carlo acceptance. Therefore, E@) was modified to represent the
observed distribution

The decay of an unstable particle in flight can be de-
scribed by an exponential distribution

102
’ N(p.2)=e(p.2)N(p,zo)e™ ™", 3
where the detector acceptaneép,z) was determined by

Monte Carlo calculation. A reference point 75 cm down-
} stream of the exit of M14,=75 cm) was useflsee Fig. 2

Number of tvents

and cut(e) in Sec. IlI].

Four independendifferent initial random number seeds
. Monte Carlo samples, one with7,=2.06 cm, two with
C79=2.46 cm, and another witb7;=2.86 cm, were gen-
erated for the lifetime analyses, corresponding to infut
lifetimes ranging fromr,=0.68x10 1° to 0.95x10 1° s.
Each generated sample contained 100 000 events.AThe

lifetime was fixed at the accepted valuer,E&2.632

! H H x 10710 s)[1]. The Monte Carlo events were generated with
: a momentum spectrum similar to that of data events at the
Mu (GeV/c?) exit of M1. The Q) decay spectrum of the generated events
followed the exponential distribution

C . i
1.62 1.72 1.74

FIG. 8. TheAK invariant mass distribution for th@ * sample
before applying theM , cut. N(7o,p,2)=€e(p,z)N(p,zg)e (MZP70), (4)
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TABLE I. Summary of event selection cuts fér~. The first column shows the various selection cuts
used in the() event selection. The second column shows the numbe® ofdata events passing each
selection cut. The remaining four columns show the percentage of each type of Monte(I@@)@vent
passing each selection cut, where “Other” represents the statistical skm-ef37 andQ ™~ — =~ #° Monte
Carlo events. The cuts were applied sequentially.

Cut Data % of MC events left

Q" —AK™ O B BT —Anw Other
Before cuts 76878 100.0 100.0 100.0 100.0
Geometricy? 76843 99.8 99.8 99.7 99.6
Mo 49936 90.4 92.6 89.0 44.8
M & 26743 78.5 92.1 2.0 0.9
Ms.. 26636 78.4 92.0 2.0 0.8
Z vertex 13349 61.3 64.2 1.6 0.1
Target 8619 55.6 13.3 0.5 0.04
Momentum 8296 52.0 12.5 0.2 0.02
cosH, 8034 51.9 7.9 0.03 0.003
Ok , Pk 7618 50.4 7.9 0.02 0.003
M Ak 6953 49.7 3.3 0.01 0.003
Est. No. of events
Before cuts 67915 22264 4991294 83358
After cuts 33771 727 499 3

TABLE Il. Summary of event selection cuts f61*. The first column shows the various selection cuts

used in theQ event selection. The second column shows the numbe® ofdata events passing each
selection cut. The remaining four columns show the percentage of each type of Monte Carlo event passing

each selection cut, where “Other” represents the statistical suki'ef: 37 and5+—>§+ =% Monte Carlo
events. The cuts were applied sequentially.

Cut Data % of MC events left

QS AK? Q50" Ef—Ant Other
Before cuts 30391 100.0 100.0 100.0 100.0
Geometricy? 30376 99.8 99.9 99.7 99.5
Mgy, 17639 90.1 92.4 88.8 44,7
ML 13370 78.2 92.2 2.0 0.8
Ms,. 12661 78.1 92.0 1.9 0.6
Z vertex 7354 59.9 64.3 1.4 0.1
Target 2470 54.3 13.6 0.4 0.03
Momentum 2411 50.7 12.4 0.1 0.02
Ccosh,, 2366 50.6 7.8 0.02 0.002
Ok , Pk 2270 49.2 7.8 0.01 0.002
M Ak 1823 48.6 3.2 0.01 0.002
Est. No. of events
Before cuts 67487 22205 4978833 82858
After cuts 32793 703 492 2
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The data and Monte Carlo events were subjected to the” i ® = Data
same reconstruction code and event selects@® sec. Il S
Furthermore, the lifetime analysis was restricted to the re-.
gion 0.75 msz=<18 m, where the Monte Carlo simulation ‘5
did a good job in reproducing tHe z-vertex spectrum of the

data. The final data samples for the lifetime analysis con-xé 0k

5 = Monte Carlo
10 E

tained 18010+ and 69340~ events. 5 f
We used the Monte Carlo program to define the normal-= | 1 74

ization factors 0 2 4 6 8 10 12 14 16 18

Ne(p) z—vertex decay position (m)

R
C(p)= : (5 2 0F ® = Dato

NMC(p) g F __ = Monte Carlo

where theC(p) are determined by the fit. The(p) factors f

reconcile both the differences in the shape of the momentun ° ”2?

spectrum and the much larger size of the Monte Carlo X

sample. The other free parametercis, wherec is the ve- =

locity of light. We collected data and Monte Carlo events = ©

into 5 GeVk momentum bins and 0.5 m decay vertex po- O I S T TR o
sition bins. For simplicity, we introduce the following nota-

tion: ri;=Ng(p;,z;) andm;j=Nyc(pi.z). z—vertex decay position (m)

Because of low statistics, the population of bins far away _
from the origin =10 m) was not very high, and so a least-  FIG. 9. The Monte Carlodr=2.46 cm) fit to the) " (top) and
squares minimization of? (which assumes a Gaussian dis- {2~ (bottom reconstructed decay vertices. The Monte Carlo distri-
tribution of errorg was not appropriate. Therefore, we used abutions correspond to the measured lifetime yielding the best fits.
maximume-likelihood method with Poisson statistics. WeThe x%33Np¢ of the fits is 1.52 forQ* and 1.17 forQ ™.
used the Monte Carlo distribution to estimate the expected

population of each bin, result for O~ is 7,=(0.817+0.013)x10 ° s, where the
~(zmip;7) uncertainties are statistical only. Figure 9 shows the result of
uljzmijcim, (6) the final fits for Q" (x*/Npp=1.52) andQ~ (x*/Npg

=1.17), which were obtained with sample No. 3.

We studied the stability of the lifetime fits as a function of
background in two different ways. First, the momentum, z-
vertex, andM ,x cuts in the event selection process were
varied in such a way that the number of events in the final
(ujj)"i sample changed by abott\/N, whereN is the total number

e . (@) of selected events in the sampl801 forQ* and 6934 for
Q7). This accounted for most of the systematic uncertainty
We can then write the likelihood function as the product overin the analyses. In addition, Monte Carlo background events
all momentum and z-vertex bins of these Poisson probabiliwere generated, reconstructed, and passed through the event
ties, selection procesgsee Tables | and )l The background
events surviving the selection cuts were added to the signal
L'(C;,7)= H (P (8) Montg Carlo events, and this modifigd Monte Carlo spectrum
' was fit to data. The result of this fit was compared to the

nominal (signa) Monte Carlo fit result. The effect was neg-

whereC,; and r are parameters to be determined in the fit. In
any given bin the observed number of events, occurs
with a probability given by

e rij!

which we can rewrite as ligible compared to the other sources of systematic uncer-
tainties.
L(C;,7)=—2In(L :_22 [In(P;)] Fluctuations in the magnetic field of M2 directly affect

the lifetime measurement since it causes the reconstruction
code to miscalculate the track momentum. We estimated the
=—2 2 fij'”(Uij)—Z ujj| +const.  (9) uncertainty in the lifetime due to fluctuations in the M2 field
i i] by varying the nominal M2 magnetic field in the Monte
L ) o ) Carlo simulation by 0.25%, which was the average level of
By minimizing this logarithmic likelihood function, we ob-  fi,ctuation about the nominal M2 magnetic field during the
tained the() lifetime that yielded the most likely match be- ata acquisition period. The systematic uncertainty due to
tween the data and Monte Carlo spectra. magnetic field fluctuations in M2 was small compared to
Our measured lifetime corresponding to the best fit forgther sources of systematic uncertainties.

Qtis 7q=(0.823+0.031)x 10 1° s, and the corresponding The bin widths were doubled to check the sensitivity of
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TABLE lIl. Lifetime measurements. TABLE IV. Systematic uncertainties for lifetime measurements.

Sample N N Systematic 5 (X107 s) o (X10710 s)

No-  cm (em) Nwe mo (X1077s) o (X107 8) £l celection 0.017 0.009

1 2.06 37320 0.81#0.030 0.81Z20.013 M2 field 0.002 0.008

2 2.46 37433 0.8090.031 0.8180.013 Bin width 0.003 0.002

3 2.46 37480 0.8280.031 0.817#0.013 MC statistics 0.003 0.006

4 2.86 37591  0.81680.030 0.8210.014 Momentum 0.009 0.006
Decay position 0.002 0.004
Lambda lifetime 0.006 0.006

the lifetime fits with respect to the momentum and z resolujc sample 0.007 0.008

tion. We also checked the sensitivity with respect to the size
of the Monte Carlo sample by dividing it into three sub-

samples with roughly equal statistics and redoing the analy- 75=(0.823-0.039 X100 s,

sis for each subsample. No significant systematic effect was

observed in either case. 70=(0.8170.022 X 10 1© s,
The Q" momentum spectrump(=325.0 GeVt) was

“softer” than the (1~ spectrum p=329.9 GeVt), and so B. Decay parameter

we studied the stability of the lifetime fits as a function of the
reconstructed) momentum. Each data sample was divided
into three momentum bins(240-300, 300-330, and
330-450 GeW¢?) with roughly the same number of events dN

in each bin, and the analysis was redone for each bin. The TRt axPy-p), (10
results produced a spread of about 0.5 standard deviations P

whlen ngmpare‘j to tﬁe E”dsimple.b'l' f the lifetime fi where (), and p are the solid angle and momentum unit
n addition, we checked the stability of the fitetime TS o0 of the proton in the\ rest frame, andy, is the pa-

with_resr;]ect to changes d";) thﬁ afl_lo_wed (iljeca_lyhfiducial bY ameter that describes the degree of mixing of parities in the
varying the range covered by the fitting code. The uIOStrear@lecay[Z]. Since the distribution is independent of the azi-

boundary was varied from 0.5t0 1.5 m, and the downstrea, ,ia| angle, the above expression can be rewritten as
boundary was varied from 16 to 23 m. The fits yielded re-

sults within 0.5 standard deviations on the average for both dN 1 .
S_l+ andQ . m=§[l+a/\(PA-n)cos¢9], (11)

The effect of the uncertainty in th& lifetime on the(}
lifetime measurement was also studied. Monte Carlo eventﬂhereﬁ is an arbitrar"y chosen unit vector and ca@s
were generated with tha lifetime offset by one standard =n-p, the direction cosine of the proton in therest frame.
deviation[1], and the() lifetime fits were redone with these Ou} data were produced at nonzero targeting angles
Monte Carlo events. The_results produced a spread withi@iz‘s mrad), but any nonzer@ polarization averaged to
0.3 standard deviations fd2 " and 0.4 standard deviations zero because there were roughly an equal number of events
for ~ when compared with the nominal fits. The systematicproduced at positive and negative targeting and®&3].
effect due to the uncertainty in the lifetime was estimated Therefore, theA polarization from the() decay is simply
by comparing these lifetime fits with the fits obtained with
the A lifetime fixed at the accepted valii]. Py=agPy, (12

We also checked the measured lifetime as a function of

our choice of Monte Carlo sample. The fits with the indepenwherep , is the unit vector of thé,\ momentum in the) rest
dent Monte Carlo samples yielded within a standard de-  fame. If we choos@=p, , Eq.(11) becomes

viation of each other fof2™ and Q™. Table Ill shows the

results of the fits of various Monte Carlo samples to the data. dN 1

The systematic effect due to the choice of Monte Carlo WZE(P““A“QCOS 0), (13
sample was estimated from the variation of the fit results for

various Monte Carlo samples. Table IV lists the major syswhere 6 is now the angle between the daughter proton mo-

te_matic uncertainties in our analyses, which were estimateghentum in theA rest frame ang, (see Fig. 1D

with sample No. 4. . Ten independentdifferent initial random number seeds
The final result for Q" is 7;=[0.823-0.031(stat) Monte Carlo samples were generated with inpgtranging

+0.022(syst}x 10 1° s, and the corresponding result for from —0.156 to 0.156, whilex, was fixed at the accepted

Q" is 7,=[0.817+0.013(stat} 0.018(syst}x 10 1° s.By  value (@,=0.642) [1]. Each generated sample contained

combining the statistical and systematic uncertainties ifl00 000 events. The Monte Carlo events were generated

guadrature, we obtain with a momentum spectrum similar to that of data events at

In the decayQ)— AK—pm, the angular distribution of
the final state proton in thA rest frame is given by

072002-8
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Q Rest Frame

X

FIG. 10. A momentum direction defines the polar axisin the
frame in which the co® distribution is measured.

the exit of M1. The angular distribution of the generated

events followed the distribution shown in Ed.3).

The data and Monte Carlo events were subjected to the

same reconstruction code and event selectsae Sec. Il

The final data samples contained 1823 events and 6953
Q" events.

Equation (13) was modified by the detector acceptance
and reconstruction efficiency. We used the Monte Carlo pro

gram to produce a correction function for the detector acce
tance and event reconstruction efficiency,

en rec
NP(cos 6) Nigé
gen’
MC

C(cosf)= (14

me(cosé) N

whereN{(cos 6) andNjj&(cos 6) are the number of gen-
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FIG. 11. The Monte Carlod,an=—0.015) fit to the cosd
distribution forQ* (top) and Q™ (bottom. The Monte Carlo dis-
tributions correspond to the measureda yielding the best fits.
The x2/19Np; of the fits is 1.74 forQ* and 1.49 forQ .

We obtained thex, a which gave the best match between

data and Monte Carlo spectra by minimizing this function.

PThe best fit for* yieldedaag= —0.011+0.041, and the
corresponding result fof)™ was a,aq=—0.018t0.021.

The uncertainties are statistical only. Figure 11 shows the
result of the final fits for Q" (x¥*Npr=1.74) and
Q™ (x*/Npg=1.49), which were obtained with sample No.
9 (see Table V.

To estimate the systematic uncertainty due to our event

erated and reconstructed Monte Carlo events for eacfﬁconstruction algorithm, we first calculated the difference

rec

vc are the total number

cos @ bin, respectivelyN{ L and

between the generated and reconstructedécasth Monte

of generated and reconstructed Monte Carlo events, respef@'l0 events. Then, we introduced a small, random offset to

tively. The modified proton distribution function is

dN
d(cos6)

C(cos6)
2

(1+ apanCos 6), (15)

whereag, is a parameter to be determined by the fit.

Real and Monte Carlo events were collected into éos
bins. We use the following notation for simplicitya,
=dNg/d(cos6;) and b;=dNyc/d(cosf;), where
dNg/d(cos 6;) and dNyc/d(cos6;,) are the number of
events in thei cos ¢ bin for real data and Monte Carlo
events, respectively.

A maximum-likelihood calculation with Poisson statistics

was used, and the likelihood functidr(C; ,aq) was built,
where

L(Ci,aq)=—2, ain[b]+ >, b,+const.  (16)

the cosé calculation in the generated Monte Carlo events
and again calculated the difference between the generated
and reconstructed cas The size of the offset was chosen to

TABLE V. Decay parameter measurements.

Sample

No. ayag apaq

1 —0.017+0.041 —0.006+0.021
2 —0.001+0.041 —0.010+0.021
3 —0.020+0.041 —0.015:0.021
4 —0.009+0.042 —0.024+0.021
5 —0.013+0.041 —0.007£0.021
6 —0.005:0.041 —0.018+0.021
7 —0.015:0.041 —0.016+0.021
8 —0.021+0.041 —0.004+0.021
9 —0.011+0.041 —0.018+0.021
10 —0.014+0.041 +0.006+0.021
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TABLE VI. Systematic uncertainties for decay parameter mea- AMg  [Mg+—Mg-|

surements. = ,
MQ Maverage

Systematic araqg arag
Event selection 0.020 0.015 whereM g+ and M- are determined from the fit to their
M2 field 0.003 0.005 mass spectra anll ,erageis the weighted average ofl o«
Bin width 0.008 0.010 andM,-. We concentrate on the mass difference measure-
MC statistics 0.007 0.005 ment rather than absolute mass measurements since the
Reconstruction algorithm 0.010 0.005 former is less sensitive to the uncertainty in the mass scale.
MC sample 0.006 0.008 In order to obtain a precise measurement of the mass dif-
Acceptance 0.009 0.002 ference between th@* and Q~, we loosen the selection

oA 0.005 0.004 cuts to obtain higher statistics samples. The selection cuts for

this analysis are similar to the lifetime and decay analyses

be consistent with the momentum resolution of the s ectromSQIeCtion except for the following:
: Wi u utl P (i) The reconstructedM ., was restricted to the range

eter. We estimated this systematic uncertainty by comparing 075 M. <1.1557 GeV/e2
. pr<l. .

the distributions(with and without the offsetof the differ- . .
ence between generated and reconstructeddcd® signifi- (if) The angular cutfsee Sec. IV, paragrapkis) and (i)]
Jvere removed.

cant systematic effect due to the event reconstruction alg .

rithm was observed. (iii) The reconstructed/ AK was restricted to the range
The acceptance is momentum dependent. We estimatéd650<MAK_<1-700 Geves.

the uncertainty ine, ¢ due to our uncertainty in the mo- (iv) The Q" momentum spectrum was softer than (e

mentum spectrum by studying varioud Monte Carlo momentum spectrum. This caused the spatial distribution of

samples generated with slightly different momentum spectrahe O+ and Q. decay daughter particles to be different,

The fit results were not significantly different from the re- nich directly affected the aperture cistee below There-

sults obtained with the nominal momentum spectrum. Thusjore we “matched” the two momentum spectra by ran-

this systematic uncertainty is small. domly selecting) ~ events so that th ~ momentum spec-
The effect of the uncertainty in the, parameter on the

oo, Measurement was also studied. Monte Carlo events wefg!m Mmatched theQ” momentum spectrum. After the
generated with am, offset by one standard deviation from SPeCtrum shape was “matched,” tif¢" sample was about
its accepted valugl], and the fits were redone using these2.6 times larger than th " sample.
Monte Carlo events. The systematic effect due to the uncer- (v) The extrapolation of the three tracks from the candi-
tainty in the @, parameter was small when compared todate event to the downstream aperture of M2 was required to
other sources of systematic uncertainties. be within a rectangular-shaped area X3t cnt) around
The calculation of the other systematic uncertainties fothe central region of the downstream aperture. This was mo-
the decay parameter analyses was similar to the lifetiméivated by the fact that the momentum measurement of the
analysis. The major sources of systematic uncertainties falaughter tracks was well determined in that region, where
the decay parameter analyses are listed in Table VI. Théhe magnetic field was nearly unifortaee Fig. 12
systematic uncertainties were estimated with Monte Carlo After these cuts, tha K invariant mass distributions were
sample No. Jsee Table V. fit with the sum of a Gaussian and a linear function. This
The final result forQ* is ayag=—0.011+0.041(stat) choice of fitting function was determined from the Monte
+0.028(syst), and the corresponding result far is  Carlo simulation of the signal and backgrounds. The mass
aya_Q=—0.018*=0.021(statk 0.022(syst). By adding the Was determined from the mean of the Gaussian part of the fit.

statistical and systematic uncertainties in quadrature, we od-N€ background, which was estima_t(?rd from the linear part of
tain @ Aas=—0.011%0.050 anda . an = —0.018+0.030 the fit, was 11.29% (9.19%) fofl™ (Q7). The back-

These can be divided by — — a— 0.642+ 0.013 [1] to 9round was higher here than in Sec. IV because we have
obtain ¥a A= ' eliminated some selection criteria that could bias the mass

measurement. The standard deviation of the reconstructed
mass wasr=2.3 MeV/c?, which agreed with the predicted

an=0.017+0.077, mass resolution for these final states. Based on these fits, we
estimated the number 6f candidates by integratirg the area
ag=—0.028+0.047. under the Gaussian peak. We obtained 2607 Q" and

632324 ()~ candidate events, which included the uncer-
tainty in the background under the Gaussian peak.
The fits yieldedMg+=1671.983-0.067 MeVt? and
. Mq-=1671.95%0.038 MeVk?, where the uncertainties
The normalized mass difference betweenghe andQ~ are statistical only. This leads thM /M= (1.44*+4.59)
can be expressed as X 10 %, where the uncertainty, again, is statistical only.

C. Mass difference
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FIG. 12. Extrapolation of ther™ (top) and K~ (bottom)
tracks at the M2 downstream aperture §or — AK™ before apply-
ing the aperture cut.
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magnetic field in the Monte Carlo simulation by 0.25%ge
Sec. V A. The uncertainty due to magnetic field changes in
M2 was small when compared to other major sources of
systematic uncertainties.

We studied the stability of the mass fits with respect to the
size of the M2 aperture by varying the aperture cut. The mass
fits varied by less than 0.3 standard deviations in the region
where the magnetic field was measured to be nearly uniform.

We also studied the effect of the-K and p-7 opening
anglesf,x and 6,, on the mass fits. An accurate determi-
nation of 6, and é,, depends on our understanding of the
spectrometer alignment and reconstruction code. To estimate
the systematic uncertainty in the mass difference analysis
arising from the uncertainty in the determination of the open-
ing angles, the data sample first was divided into three mu-
tually exclusive regions with respect t@,, (0°<6,,
<0.133°, 0.133%4,,<0.187°, and 6,,>0.187°) with
roughly the same number of events in each region. The fits
were redone for both positive and negative data, and the
corresponding?) mass difference was recalculated for each
region. The data were also divided into three mutually exclu-
sive regions with respect td,x (0°<6,x=<0.12°, 0.12°
<0,k=<0.16°, andf,>0.16°), and a similar procedure
was used to analyze each region. We estimated the system-
atic uncertainty due t@,, and 6, by comparing the mass

Figure 13 shows the results of the final fits superimposedjitference for each region with the nominal mass difference

on the mass distributions fof)* (x’/Npe=1.70) and
Q" (x*/Npp=1.46).

(obtained from the full samplgsThe systematic uncertainty
due to 6,, and 6,k was small when compared to other

Fluctuations in the magnetic field of M2 affect this mea- sources of systematic uncertainties.
surement, since it causes the reconstruction code to miscal- The fitting method was checked by generating and fitting

culate track momenta and reconstructedmass. We esti-

Monte Carlo samples with known inpM g, to ensure that

mated this systematic uncertainty by varying the nominal M2 fit results were consistent with input values. Three inde-
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FIG. 13. Comparison of mass distributions Qr (top) and
Q™ (bottom with fits superimposed. Thg?/56Npg of the fits is

1.70 forQ ™" and 1.46 forQ) ™.

pendent Monte Carlo samples were generated with different
input Q mass (1637.0 Me\W?, 1672.45 MeV¢?, and
1707.0 MeVt?). Each sample contained 100 000 events.
The magnetic field of M2 was fixed at the nominal value
(pr=1.54 GeVE). The upstream and downstream apertures
of M2 were also fixed at their nominal valuésee Sec. )l

The Monte Carlo events were generated with a momentum
spectrum similar to that of the data at the exit of M1 and
were subjected to the same reconstruction selection cuts as
the data. The systematic uncertainty in the mass difference
measurement due to the fitting method was small when com-
pared to the statistical uncertainty.

The bin widths were doubled to check the sensitivity of
the analysis to the binning method and the mass resolution of
the spectrometer. The systematic uncertainty in the mass dif-
ference measurement due to the bin width was negligible.

We also checked if the code reconstru€id and Q-

events differently. We generatéd* and )~ Monte Carlo
events, with both masses fixed at the accepted vallig (
=1672.45 MeVt?) [1]. The events were processed through
the same reconstruction code, and we then calculatef)the
mass difference using values fior,+ andM - from Monte
Carlo events and compared with themass difference from
data. This turned out to be the dominant source of systematic
uncertainty.
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TABLE VII. Systematic uncertainties for mass difference mea- TABLE VIII. Summary of analysis results.
surement.
Measurement o+ Q-
Systematic AMg /Mg (X10°9)
7 (X100 g) 0.823-0.038 0.817+0.022
M2 field 0.598 aq 0.017+0.077 —0.028+0.047
Aperture 2.677
O aNd 5 1.995 AMg /Mg (X1075) 1.44+7.98
Fitting method 2.847
Bin width 1.005
Monte Carlo 3.618 79=(0.823+0.03§x10 10 s,
Momentum 2.991
Mass scale 0.059

and the decay parameter measurement yielded

The systematic uncertainty in the mass ratio due to the
uncertainty in momentum was estimated by dividing each aq=0.017£0.077.
data sample into three bins with roughly the same number of
events in each bin and redoing the analysis for each bin, as in —
the lifetime analysis. The mass fits varied by less than 0.5 hese lifetime andr, measurements for te ™ hyperon are
standard deviations, which indicates that the momentunthe first such measurements in the literatiie The corre-
“matching” procedure helped to smooth out the differencessponding values fof) ™~ were
in the mass measurements due to differences in momentum

spectra betweefd ™ and Q. 70=(0.817:0.022%x 1071 s,

A good understanding of the mass scale is necessary to
obtain a reliable mass measurement. We estimated the uncer-
tainty in the mass scale by comparing the measi@ethd)  and
masses with the accepted valyds. The difference is ap-
proximately 0.860 MeW?. The measurement of the ratio
AMq /Mg is less sensitive to the uncertainty in the mass
scale than absolute mass measurements. We found the sys-
tematic uncertainty due to the mass scale to be small wheg, good agreement with previously published resi8is The
compared to other sources of systematic uncertainties for the lized diff betwedrt and Q-
mass difference analysis. The major systematic uncertaintige>' maiized mass ditterence betw an was
are summarized in Table VII.

The final result for the normalized mass difference is AMg/Mg=(1.44+7.98 X105,

ag=—0.028+0.047,

Mg
=(1.44+7.99 %10 >, _ .
Mg ( 8 which should be compared to the previous world average

IM(, measurement of (B5)x 10 * [9].

- . - A
where the statistical and systematic uncertainties were addedlvI @
in quadrature.
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