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Pauli-Villars regulator as a nonperturbative ultraviolet regularization
scheme in discretized light-cone quantization
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We propose a solution to the problem of renormalizing light-cone Hamiltonian theories while maintaining
Lorentz invariance and other symmetries. The method uses generalized Pauli-Villars regulators to render the
theory finite. We discuss the method in the context of Yukawa theory at one loop and for a soluble model in
311 dimensions. The model is studied nonperturbatively. Numerical results obtained with use of discretized
light-cone quantization, special integration weighting factors, and the complex symmetric Lanczos diagonal-
ization algorithm compare well with the analytic answers.
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I. INTRODUCTION

Discretized light-cone quantization~DLCQ! @1–3# is a
suggested computational procedure in which one spec
quantization conditions on the characteristic surfacex1

[(x01x1)50, introduces periodicity conditions to induce
discrete basis, truncates the basis set by some procedu
produce a finite matrix, and then takes the spectrum
eigenvectors of that matrix as an approximation to the ph
cal spectrum and wave functions. The difficulty is that,
always in quantum field theory, removing an infinite set
high ~bare! energy states induces a renormalization of
operators. A completely consistent procedure for perform
the truncation and renormalization has not yet been dem
strated, but the problem has received considerable st
Some calculations have been published@4# which simply use
the periodicity conditions combined with a momentum c
off. While the numerical results are accurate for superren
malizable theories such as (111)-dimensional gauge theo
ries, it is clear that such a procedure is problematical
renormalizable theories in 311 dimensions. A systemati
renormalization procedure has been proposed by Wilson
co-workers and Perry and co-workers@5#. These authors us
a cutoff chosen for computational convenience and then
to find the mixing of the operators under renormalizati
using ideas of the Wilson renormalization group. Since
procedure makes no attempt to preserve the symmetrie
the theory, one expects a great deal of mixing and m
counterterms; some skill in guessing the counterterms se
to be required.

In this paper we will suggest a procedure which li
somewhat closer to traditional ideas in field theory than
Wilson plan in that we will make an attempt to preser
0556-2821/98/58~2!/025005~16!/$15.00 58 0250
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more of the symmetries of the theory, but the objective is
same. The idea is to add enough Pauli-Villars fields@6# to the
theory to regulate perturbation theory. Having done that
hope that, since the theory is basically finite, the periodic
conditions and momentum cutoff will be sufficiently benig
to allow a consistent renormalization to be performed. In
Wilson language, we hope that the heavy fields will add
necessary counterterms automatically with no particu
cleverness from us.

In the next section we consider the one-loop fermion s
mass in Yukawa theory@7#. This problem has been consid
ered previously in the literature@8#, but we shall discuss the
analysis in the context of using the Pauli-Villars program
preserve the discrete chiral symmetry of the theory. T
computation requires three Pauli-Villars fields for prop
regularization, including the elimination of all terms—
including spurious finite terms—not proportional to the ba
fermion mass squared.

We then present and solve a model field theory very si
lar to the scalar field model studied in the 1950s by Gre
berg and Schweber@9#. This model, which requires renor
malization, allows us to illustrate the procedure and
examine some important numerical issues, at least within
context of the model. These issues include the numbe
states which must be devoted to the heavy fields and
related question of how heavy their masses must be. Sec
IV discusses the numerical solution of this same model
compares these results with the analytic solution.

A final section contains our general conclusions. This
followed by two appendixes that provide details of our ligh
cone conventions and of improved methods for accur
DLCQ calculations.
© 1998 The American Physical Society05-1
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II. REGULARIZATION OF THE FERMION SELF-
ENERGY IN LIGHT-CONE QUANTIZATION

A. Analysis

We consider Yukawa theory defined by the action

S5E d4xF1

2
~]mf!2

2
1

2
m2f21

i

2
@c̄gm]m2~]mc̄!gm#c

2M c̄c2gfc̄c2lf4G . ~2.1!

For the problem of interest here, thelf4 interaction will not
be needed. The operatorP2 which controls the dynamics i

P25
1

2 E dx2d2xT12, ~2.2!

where

T125~­'f!21m2f22 ic2
† ~]1c2!

12c2
† g0~2 ig i] i1M1gf!c11H.c. ~2.3!

The fieldc2 is nondynamical and can be eliminated via t
constraint relation

i ]2c25
1

2
g0@2 ig i] i1M1gf#c1 . ~2.4!

For the second order shift in the eigenvalue of the oper
P2 of the one-fermion state withp'50, one easily calcu-
lates

a

2p2 E
0

1 dx

12x E d2q'

q'
2 1~22x!2M2

q'
2 1x2M21~12x!m2 , ~2.5!

where

a[
g2

4p
. ~2.6!

The integral is divergent in the ultraviolet and must
regulated. Let us first consider regulating the integral wit
momentum cutoff. While several possibilities might be co
sidered, including a cutoff onq' alone, the most commonly
used cutoffs coupleq1 andq' in some way. To retain boos
invariance we will consider the ‘‘invariant mass’’ cutoff i
which the total invariant mass of the intermediate state
limited @10#. For the present case this rule gives

q'
2 1m2

x
1

q'
2 1M2

12x
<L2. ~2.7!

This cutoff also appears if we simply limit the change
mass of the matrix elements of the interaction Hamiltoni
For the integral we then get
02500
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I ~m2,M2,L2!

[
a

2p2 E
L2

L1 dx

12x E
q'

2 <L
d2q'

q'
2 1~22x!2M2

q'
2 1x2M21~12x!m2 ,

~2.8!

where

L65
1

2L2 @L21m22M26A~L21m22M2!224L2m2#,

L5L2x~12x!2m2~12x!2M2x. ~2.9!

The integration can be done in closed form, but the result
arbitrary parameters is not very illuminating. If we takeL2

@m2@M2, we get

I ~m2,M2,L2!'
a

2p F S L2

2
2m2 ln L21m2 ln m22

m4

2L2D
1M2S 3 ln L223 ln m22

9

2
1

5m2

L2 D
1M4S 2

m2 ln~M2/m2!1
1

3m2 2
1

2L2D G .
~2.10!

Perhaps the most striking thing about this result is not
much that it is quadratically divergent asL→`, but that it
does not go to zero withM . This is in contrast to the Feyn
man result. In fact the vanishing of the self-mass with va
ishing bare mass is formally protected by the discrete ch
symmetry:c→ ig5c, with f→2f. That I is not propor-
tional to M2 is due to the fact that the invariant mass reg
lator does not preserve this symmetry.

It is well known that the four-dimensional Feynman int
gral for the fermion self-energy can be regulated by the
dition of one Pauli-Villars boson field. If that is done, th
integral is then ‘‘finite’’ by power counting and vanishe
with M . One might then think that if one first performs th
q2 integration one would get a finite three-dimension
light-cone integral. However, the Feynman integral is on
conditionally convergent, and therefore any value ascribe
it is a prescription. The standard integration procedure
symmetric integration in the spatial momenta with theq0

integration done last—preserves the discrete chiral symm
and thus leads to the vanishing of the result atM50. The
terms in Eq.~2.10! which do not vanish asM→0 at largeL
include terms quadratic inL, logarithmic inL, and indepen-
dent of L. Therefore three Pauli-Villars bosonic fields a
necessary to render the light-cone integral consistent w
discrete chiral symmetry. The entire light-cone integ
~2.10! is then finite and vanishes asM→0. Thus we need
three Pauli-Villars conditions:
5-2
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a1(
i 51

3

a i50, am21(
i 51

3

a im i
250,

(
i 51

3

a im i
2 ln~m i

2/m2!50, ~2.11!

where thea i ’s and m i ’s are the coupling constants an
masses of the heavy fields. The logarithmic divergent te
3M2 ln L2 in Eq. ~2.10! returns if the masses of the heav
fields go to infinity, but the nonzero value atM50 does not
return. The fact that three Pauli-Villars fields are necessar
regulate the self-energy graph in the light-cone represe
tion is an old result@11#, and it has received considerab
study in@12#. One might wonder whether there is some fe
ture of the theory from a purely equal-time perspective t
would allow one to predict the number of heavy fields ne
essary to regulate the calculation in the light-co
representation.1

To perform a DLCQ calculation one must limit the ran
of the momenta~which theL cutoff does! as well as make
the momenta discrete by introducing periodicity conditio
for the fields on the surfacex150. We may takec1

5L1c to be antiperiodic inx2 and periodic inx' . ~See
Appendix A.! The scalar fields are taken to be periodic
both x2 and x' . With the heavy fields and the momentu
cutoff in place, the only effect of the periodicity condition
on the above perturbation calculation is that the finite in
gral is then evaluated as a discrete sum. The convergen
the discrete sum to the continuum result is discussed be

The discussion in this section suggests a new general
cedure for resolution of the UV divergences of light-co
Hamiltonian field theory. The heavy fields will produce th
counterterms necessary to make a consistent renormaliz
possible. What we propose is to test this procedure non
turbatively, that is, include enough heavy fields in the L
grangian to regulate perturbation theory, and then produ
finite matrix with a momentum cutoff and discretization. T
periodicity conditions can also lead to constrained z
modes, as discussed in@14#. Another important advantage o
the Pauli-Villars fields is that the terms from the constrain
zero modes which would affect the one loop mass shift~the
most singular terms due to the constrained zero modes! are
zero at the level ofP2. In the present paper we shall n
attempt a full Yukawa calculation. We shall illustrate th
method for a soluble model and provide some discussio
numerical issues.

B. Discrete evaluation of the light-cone integral

1. DLCQ

From the periodicity conditions in the light-cone box,

2L,x2,L, 2L',x,y,L' , ~2.12!

1We are not certain, but we speculate, that it may be the s
number necessary to regulate time-ordered perturbation theo
the equal-time representation; perhaps the results of@13# on the
connection between the two representations could then be exte
to higher order.
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one obtains discrete momenta

p1→
p

L
n, p'→S p

L'

nx ,
p

L'

nyD , ~2.13!

with n even for bosons and odd for fermions. Integrals a
then replaced by discrete sums obtained as trapezoida
proximations on the grid of momentum values:

E dp1E d2p' f ~p1,p'!

.
2p

L S p

L'
D 2

(
n

(
nx ,ny52N'

N'

f ~np/L,n'p/L'!.

~2.14!

The limit L→` can be exchanged for a limit in terms of th
integer resolution @1# K[ (L/p) P1. The longitudinal mo-
mentum fractionx5p1/P1 becomesn/K. HLC is indepen-
dent ofL.

Because the longitudinal integersn are always positive,
DLCQ automatically limits the number of particles to n
more than;K/2. The integersnx and ny range between
limits associated with some maximum integerN' fixed by
L' and a cutoff that limits transverse momentum.

The momentum-space continuum limit is reached whenK
and N' become infinite. The transverse length scaleL' is
chosen such thatN'p/L' is the largest transverse mome
tum allowed by the cutoff. The integrations for Pauli-Villa
subtractions use the transverse scaleL' determined for the
physical boson. This ensures use of a common grid that
easily represent momentum conservation in interactions.

We then compute the dimensionless integral

Ĩ ~m2,M2,L2![
2p2

am2 I ~m2,M2,L2! ~2.15!

and the subtracted integral

Ĩ sub~M2/m2,m i
2/m2,L2/m2![ Ĩ ~m2,M2,L2!

1(
i

a i

a
Ĩ ~m i

2 ,M2,L2!.

~2.16!

When the loop integrals are evaluated numerically, the p
portion of error increases with each subtraction. Once
three Pauli-Villars subtractions are done, the error can do
nate. This is the case for an ordinary DLCQ calculation. T
individual integrals are large and therefore must be co
puted accurately for the differences to be accurate. It can
helpful to have well-separated Pauli-Villars masses, beca
the coefficientsa i are thenO(1) and do not amplify the
errors.

The domain of integration, as defined by the invaria
mass cutoff, is not commensurate with the DLCQ grid. T
causes errors of two types: one is a truncation error wh
the edge of the domain is not properly counted and the o
is the loss of rotational symmetry in the transverse grid.

e
in

ed
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BRODSKY, HILLER, AND McCARTOR PHYSICAL REVIEW D58 025005
one-dimensional cases, only the former type occurs. In
context, it is easily handled as part of an extrapolation inK;
in the context of the three iterated integrals used for th
dimensions, the error becomes much less controlled.

If the trapezoidal rule is applied to each iterated integ
as is done in the standard DLCQ approach, the errors
not follow a systematic dependence on the grid spacings
a reasonable number of grid points. This lack of system
dependence onK andN' can be seen in Fig. 1.

These errors could be overcome with a commensu
grid that uses polar coordinates in the transverse direct
This would not be easily extended to situations with mo
than two particles. Also, it turns out that although a comm
surate grid controls the errors in a systematic way, the er
are still large. Other methods that use the DLCQ grid ha
been found superior.

Given the rectangular DLCQ grid, one can improve on
simple application of the trapezoidal rule used in Eq.~2.14!.
The alternative integration schemes@15# are of the genera
form

E dnr f ~r!. (
i , j , . . .

wi , j , . . . f ~r i , j , . . . !, ~2.17!

FIG. 1. One-loop fermion self-energy. The horizontal line is t
exact result. The smoothly curved results come from use of tra
verse circular weighting and longitudinal Simpson weighting. T
scattered results are from ordinary DLCQ calculations. The DL
grid parameters take the rangesK510, 12,...,24 and N'

55, 6,...,30. The lines connect points calculated with the samK
value.
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where, unlike the case of the trapezoidal rule, the weig
wi , j , . . . will not all be equal. Special formulas for interva
near the edge can be derived, and one can even con
variations in the higher-order Simpson’s rule. The transve
integrations can be treated in polar coordinates with a b
of circles of irregular radii chosen to pass through the poi
of the square grid. These methods provide results for in
grals far better than ordinary DLCQ, as shown in Fig. 1.
discussion of the details is given in Appendix B.

2. Results

The results for the momentum-space continuum limit
the discrete sums are obtained by extrapolations which
values of 20, 22, and 24 forK and 25–30 forN' . All results
are given in units of the boson massm. These are fit by leas
squares to either c01a1 /K31b1 /N'

2 or c01a1 /K3

1a2 /K41b1 /N'
2 1b2 /N'

3 . The latter is used for them1 in-
tegral. This means that at most 5 parameters are used in
to 18 points.

Extrapolation to the continuum after subtraction is not
accurate as extrapolation of each integral separately.
subtraction of the discrete sums induces a greater variatio
errors that is harder to fit properly.

The range inN' was selected to avoid values where t
m2 integral was badly approximated. However, he
‘‘badly’’ is to be interpreted relative to the desired final err
of 0.02, which is slightly more than 0.2% of the answer.

FIG. 2. Subtracted one-loop fermion self-energy. The Pa
Villars masses arem1

2510m2, m2
2550m2, and m3

25100m2. The
solid lines are from an analytic expansion inM2 given in Eq.~2.10!
of the text; additional terms are needed forM2*0.2m2.

s-
TABLE I. Values of the subtracted integralĨ sub(M2/m2,m i
2/m2,L2/m2) in the limit of infinite cutoff. The

Pauli-Villars masses arem1
2510m2, m2

2550m2 andm3
25100m2.

M2: 0 0.01m2 0.05m2 0.1m2 0.2m2

DLCQ, improved and extrapolated: 20.064 0.11 0.70 1.37 2.70
Exact, to orderM4 andM4 ln M2: 0.0 0.1402 0.6661 1.2721 2.3778
5-4
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TABLE II. Number of Fock states used in two typical cases.

L2 K N' Physical

Pauli-Villars

m1
2510m2 m2

2550m2 m3
25100m2 Total

200m2 20 25 25975 22602 11142 3305 3704
200m2 24 30 44943 39162 19293 5695 6415
n
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Values of the subtracted integral for different fermio
massesM are plotted as functions of 1/L2 in Fig. 2. The
extrapolation toL5` can be done by fits toI `1a/L2.
They yield the values in Table I. In obtaining these valu
the error in each individual integral has been reduced
60.02 as measured against the analytic result atM250. This
implies an error of60.04 in the subtracted result. Extrap
lation in L2 induces additional uncertainty reflected in t
miss by 0.06 of zero forM250. The ratios of the tabulate
values are correct to within error estimates. The result for
subtracted integral is roughly proportional toM2, but for M2

near 0.2m2 or larger, terms even beyondM4 appear impor-
tant.

The range ofL2 values used in the fits was from 155m2 to
200m2 in steps of 5m2. For L2<150m2 there is some dis-
tortion. ForL2<120m2 there is significant distortion, largel
due to them3 integral, which is badly approximated by th
few points that satisfy the cutoff.

The number of Fock states required for Pauli-Villars p
ticles is approximately 1.5 times the number for physi
states. A listing of counts for two cases is given in Table
Making m1 larger does decrease the number of Pauli-Vill
states but this increases the coefficientsa i and thereby am-
02500
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plifies errors in the integrals. Also, with fewer states, t
integrals themselves are approximated less accurately.

III. SOLUBLE MODEL

We now turn to the consideration of a nonperturbat
problem.

A. Effective Hamiltonian

An effective Hamiltonian of the sort investigated b
Greenberg and Schweber@9# and by Głazek and Perry@16#
can be obtained from the Yukawa Hamiltonian@14# by modi-
fying the momentum dependence in the fermion kinetic
ergy, (M21p'

2 )/p1→(M0
21M08p1)/P1, and by keeping

only the no-flip three-point vertex in a modified form whe
the longitudinal momentum dependence is simplified. T
fermion kinetic term in the Hamiltonian has a structure sim
lar to that of the self-induced inertia term shown in Eq.~C.2!
of Ref. @14#. This is a generalization of a static source. W
include one Pauli-Villars field, which will prove sufficient in
this case. The resulting light-cone HamiltonianHLC

eff

5P1Peff
2 is given by
HLC
eff 5E dp1d2p'

16p3p1 ~M0
21M08p1!(

s
bps

† bps1P1E dq1d2q'

16p3q1 Fm21q'
2

q1 aqI
†aqI 1

m1
21q'

2

q1 a1qI
† a1qI G

1gE dp1
1d2p'1

A16p3p1
1 E dp2

1d2p'2

A16p3p2
1 E dq1d2q'

16p3q1 (
s

bpI 1s
† bpI 2sF S p1

1

p2
1D g

aqI
†d~pI 12pI 21qI !1S p2

1

p1
1D g

aqI d~pI 12pI 22qI !

1 i S p1
1

p2
1D g

a1qI
† d~pI 12pI 21qI !1 i S p2

1

p1
1D g

a1qI d~pI 12pI 22qI !G , ~3.1!

with pI [(p1,p') and

@aqI ,aqI 8
†

#516p3q1d~qI 2qI 8!,

$bpI s ,bpI 8s8
† %516p3p1d~pI 2pI 8!dss8 . ~3.2!

The Fock-state expansion of an eigenvector is

Fs5A16p3P1(
n,n1

E dp1d2p'

A16p3p1 )
i 51

n E dqi
1d2q' i

A16p3qi
1 )

j 51

n1 E dr j
1d2r' j

A16p3r j
1

dS PI 2pI 2(
i

n

qI i2(
j

n1

rI j D
3f~n,n1!~qI i ,rI j ;pI !

1

An!n1!
bpI s

† )
i

n

aqI i

† )
j

n1

a1rI j

† u0&. ~3.3!
5-5
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The normalization condition for this state is

Fs8
†
•Fs516p3P1d~PI 82PI !, ~3.4!

which yields the following condition on the individual amplitudes:

15(
n,n1

)
i

n E dqi
1d2q' i)

j

n1 E dr j
1d2r' jUf~n,n1!S qI i ,rI j ;PI 2(

i
qI i2(

j
rI j DU2

. ~3.5!

B. Analytic solution

We seek a solution to

HLC
effFs5M2Fs . ~3.6!

With yi5qi
1/P1 andzj5r j

1/P1, the amplitudes must then satisfy

FM22M0
22M08p12(

i

m21q' i
2

yi
2(

j

m1
21r' j

2

zj
Gf~n,n1!~qI i ,rI j ,pI !

5gH An11E dq1d2q'

A16p3q1 S p12q1

p1 D g

f~n11,n1!~qI i ,qI ,rI j ,pI 2qI !

1
1

An
(

i

1

A16p3qi
1 S p1

p11qi
1D g

f~n21,n1!~qI 1 ,...,qI i 21 ,qI i 11 ,...,qI n ,rI j ,pI 1qI i !

1 iAn111E dr1d2r'

A16p3r 1 S p12r 1

r 1 D g

f~n,n111!~qI i ,rI j ,rI ,pI 2rI !

1
i

An1
(

j

1

A16p3r j
1 S p1

p11r j
1D g

f~n,n121!~qI i ,rI1 ,...,rI j 21 ,rI j 11 ,...,rIn1
,pI 1rI j !J . ~3.7!

By construction, this coupled set of integral equations is identical in basic form to the equations considered by Green
Schweber@9#. Their factorizedansatzfor a solution suggests that we try

f~n,n1!5AZ
~2g!n~2 ig !n1

An!n1!
S p1

P1D g

)
i

yi

A16p3qi
1~m21q' i

2 !
)

j

zj

A16p3r j
1~m1

21r' j
2 !

. ~3.8!

This is indeed a solution, provided thatM05M and

M085
g2/P1

16p2

ln m1 /m

g11/2
. ~3.9!

Although g can be assigned any of a range of values, 1/2 is the natural choice, and we will use this value for the re
of the paper. With this choice, the one-boson amplitude is proportional toAy(12y).

The normalization condition~3.5! implies

1

Z
5(

n,n1

1

~2n12n111!!n!n1!

~g/m!2n~g/m1!2n1

~16p2!n1n1
. ~3.10!

Thus we can fix the bare mass and the wave function renormalization. However, there remains the bare coupling.2

2In this model the bare coupling is finite.
025005-6
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C. Coupling renormalization

To fix the coupling we usê:f2(0):&[Fs
† :f2(0):Fs . For the analytic solution this expectation value reduces to

^:f2~0!:&5(
n,n1

2Zn

~2n12n1!!n!n1!

~g/m!2n~g/m1!2n1

~16p2!n1n1
. ~3.11!

From a numerical solution it can be computed fairly efficiently in a sum similar to the normalization sum

^:f2~0!:&5 (
n51,n150

)
i

n E dqi
1d2q' i)

j

n1 E dr j
1d2r' j S (

k51

n
2

qk
1/P1D Uf~n,n1!S qI i ,rI j ;PI 2(

i
qI i2(

j
rI j D U2

. ~3.12!

With the bare parameters determined, we ‘‘predict’’ a value for the slope of the fermion no-flip form factor. It is rela
the transverse size of the dressed fermion. From@17# we find a useful expression for the form factor,

F~Q2!5
1

2P1 ^P1pg↑uJ1~0!uP↑&5(
j

ejE 16p3dS 12(
i

xi D dS (
i

k' i D)
i

dxid
2p' i

16p3 cP1pg↑
* ~xi ,p'i8 !cP↑~xi ,p' i !,

~3.13!

where the matrix element has been evaluated in the frame with

P5S P1,P25
M2

P1 ,0'D , pg5~0,pg
252pg•P/P1,pg'!, Q2[pg'

2 , ~3.14!

ej is the charge of the jth constituent, and

p' i8 5H p' i2xipg' , iÞ j ,

p' i1~12xi !pg' , i 5 j
. ~3.15!

A sum over Fock states is understood.
When the fermion is assigned a charge of 1, and the bosons remain neutral, the analytic solution yields

F~Q2!5Z(
n,n1

~g2/16p3!n1n1

n!n1! E
0

1

uS 12(
i

n

yi2(
j

n1

zj D)
i

n
yidyid

2q' i

~m21q' i82!~m21q' i
2 ! )

j

n1 zjdzjd
2r' j

~m21r' j82!~m21r' j
2 !

, ~3.16!

with

q'8 5q'2ypg' and r'8 5r'2zpg' . ~3.17!

The slope is extracted as

F8~0!52(
n,n1

Z~n/m21n1 /m1
2!

~2n12n113!!n!n1!

~g/m!2n~g/m1!2n1

~16p2!n1n1
. ~3.18!

Numerically, one can computeF8(0) from

F8~0!5(
n,n1

)
i

n E dqi
1d2q' i)

j

n1 E dr j
1d2r' jF S (

i

yi
2

4
¹' i

2 1(
j

zj
2

4
¹' j

2 Df~n,n1!S qI i ,rI j ;PI 2(
i

qI i2(
j

rI j D G*
3f~n,n1!S qI i ,rI j ;PI 2(

i
qI i2(

j
rI j D , ~3.19!

with ¹'
2 represented by finite differences. It turns out that single derivatives of typical amplitudes can be better appro

than the double derivatives in the Laplacian. Integration by parts in Eq.~3.19! then leads to a computationally better quant

F̃8~0!52(
n,n1

)
i

n E dqi
1d2q' i)

j

n1 E dr j
1d2r' jF(

i
U yi

2
¹' if

~n,n1!S qI i ,rI j ;PI 2(
i

qI i2(
j

rI j DU2

1(
j
U zj

2
¹' jf

~n,n1!S qI i ,rI j ;PI 2(
i

qI i2(
j

rI j DU2G , ~3.20!
025005-7
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which differs fromF8(0) by surface terms which vanish asL→`.

D. Distribution functions

To further explore the wave functionsf (n,n1), we compute distribution functions for the constituent bosons

f B~y![(
n,n1

)
i

n E dqi
1d2q' i)

j

n1 E dr j
1d2r' j (

i 51

n

d~y2qi
1/P1!Uf~n,n1!S qI i ,rI j ;PI 2(

i
qI i2(

j
rI j DU, ~3.21!

and the Pauli-Villars boson

f PV~z![(
n,n1

)
i

n E dqi
1d2q' i)

j

n1 E dr j
1d2r' j (

j 51

n1

d~z2r j
1/P1!Uf~n,n1!S qI i ,rI j ;PI 2(

i
qI i2(

j
rI j D U2

. ~3.22!

Their integrals yield the average multiplicities

^nB&5E
0

1

f B~y!dy, ^nPV&5E
0

1

f PV~z!dz. ~3.23!

For the analytic solution~3.8! we obtain

f B~y!5S m1

m D 2

f PV~y!5(
n,n1

Zny~12y!~2n12n121!

~2n12n121!!n!n1!

~g/m!2n~g/m1!2n1

~16p2!n1n1
~3.24!

and

^nB&5S m1

m D 2

^nPV&5(
n,n1

Zn

~2n12n111!!n!n1!

~g/m!2n~g/m1!2n1

~16p2!n1n1
. ~3.25!

For a numerical solution, the integrals can be approximated by sums.

IV. DLCQ APPLIED TO THE SOLUBLE MODEL

A. Discretization

The basic momentum discretization and approximation of integrals are discussed in Sec. II B 1. From these we c
discrete approximations to the eigenvectorFs , the coupled equations~3.7! for the amplitudes, and the derived quantiti

^:f2(0):&, F̃8 and distribution amplitudes. Creation operators for discrete momenta are defined by

bnI s
† 5

p/L'

A8p3n
bpI s

† , amI
† 5

p/L'

A8p3m
aqI

† , ~4.1!

such that they satisfy simple commutation relations

$bnI s ,bnI s
† %5dnI 8nI ds8s , @anI ,anI

†#5dnI 8nI . ~4.2!

These follow from Eqs.~3.2! and the discrete delta-function representation

d~pI 2pI 8!5
L

2p S L'

p D 2

dnI 8nI . ~4.3!

The discrete approximation of the eigenvectors is then

F̃s[
p

L'

Fs5A8p3K(
n,n1

(
nI

)
i 51

n

(
mI i

)
j 51

n1

(
lI j

dKI ,nI 1(
i

n
mI i1 (

j

n1
lI j
f̃~n,n1!~mI i ,lI j ;nI !

1

An!n1!
bnI s

† )
i

n

amI i

† )
j

n1

a1lI j

† u0&,

where

f̃~n,n1!5F2p

L S p

L'
D 2G ~n1n1!/2

f~n,n1! ~4.4!
025005-8
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are rescaled amplitudes, for which the normalization condition~3.5! becomes

15(
n,n1

)
i 51

n

(
mI i

)
j 51

n1

(
lI j

Uf̃~n,n1!S mI i ,lI j ,KI 2(
i

mI i2(
j

lI j DU2

. ~4.5!

The most convenient basis for a numerical calculation is the number basis~or oscillator basis!, which eliminates summation
over states that differ by only rearrangement of bosons of the same type. We define collections of sums with a primeP i 51

n (mI i
8

as being restricted to one ordering of the momenta and introduce factorialsN$mI i %
[NmI 1

!NmI 2
!¯ whereNmI 1

is the number of
times thatmI 1 appears in the collection$mI i%. The amplitudes for this number basis are

c~n,n1!5A n!n1!

N$mI i %
N$l j %

f̃~n,n1!, ~4.6!

with normalization

15(
n,n1

)
i 51

n

(
mI i

8 )
j 51

n1

(
lI j

8 uc~n,n1!u2. ~4.7!

In this basis the discretization of the coupled equations~3.7! yields

F M̃22M̃0
22M̃08

n

K
2(

i

11~mix
2 1miy

2 !/L̃'
2

mi /K
2(

j

m̃1
21~ l jx

2 1 l jy
2 !/L̃'

2

l j /K Gc~n,n1!~mI i ,lI j ,nI !

5
g/m

L̃'A8p3 H (mI 1

Am
AN$mI ,mI i %

N$mI i %
S n2m

n D g

c~n11,n1!~mI i ,mI ,lI j ,nI 2mI !

1(
i

1

Ami

AN$mI i %8

N$mI i %
S n

n1mi
D g

c~n21,n1!~mI 1 ,...,mI i 21 ,mI i 11 ,...,mI n ,lI j ,nI 1mI i !

1 i(
lI

1

Al
AN$ lI, lI j %

N$ lI j %
S n2 l

n D g

c~n,n111!~mI i ,lI j ,lI,nI 2 lI!

1 i(
j

1

Al j

AN$ lI j %8

N$ lI j %
S n

n1 l j
D g

c~n,n121!~mI i ,lI1 ,...,lI j 21 ,lI j 11 ,...,lIn1
,nI 1 lI j !J , ~4.8!
-

,

of
o

e
r
i-
ve

s
a

x

n-
il
where nI 5KI 2( imI i2( j lI j , $mI i%8 is the set of boson mo
menta withoutmI i , and a tilde implies division bym except
for L̃'5mL' /p. This is a matrix eigenvalue problem
which for giveng, m, M , m1 , andL we solve forc andM0

2.
The cutoffL2 is applied as a limit on the invariant mass
individual particles, rather than on the total invariant mass
a Fock state. Typical basis sizes are given in Table III.

The bare couplingg is fixed by setting a value for

^:f2~0!:&.(
n,n1

)
i 51

n

(
mI i

8 )
j 51

n1

(
lI j

8 (
k51

n
2K

mk
uc~n,n1!u2.

~4.9!

The combination of the matrix equation and the impos
constraint on̂ :f2(0):& is solved iteratively. The form facto
slope F̃8(0), the distribution functions, and average mult
plicities are all approximated by similar discrete sums o
the amplitudesc (n,n1).

B. Numerical techniques

The matrix equation~4.8! is solved using the Lanczo
algorithm @18# for complex symmetric matrices, which is
02500
f

d

r

special case of the biorthogonal Lanczos algorithm@19,20#.
Given an initial guessu1 for an eigenvector of a comple
symmetric matrixA, a sequence of vectors$un% is generated
by the following steps:

vn115Aun2bnun21 ~with b150!

an5vn11•un

vn118 5vn112anun

bn115Avn118 •vn118

un115vn118 /bn11 . ~4.10!

The dot products do not involve conjugation, and the co
stantsan andbn are in general complex. The process will fa
if bn11 is zero for nonzerovn118 , which can happen in prin-
ciple but does not seem to happen in practice@20#. If vn118 is
zero, the process terminates naturally. The vectorsun21 ,
5-9
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TABLE III. Basis sizes for DLCQ calculations in the soluble model with parametersM25m2, m1
2510m2, andL2550m2. The numbers

of physical states are in parentheses.

N'

K

3 5 7 9 11 13 15 17

1 3 8 18 38 36 65 110 185
~2! ~4! ~7! ~12! ~19! ~30! ~45! ~67!

2 19 70 218 265 590 1120 822 1410
~10! ~32! ~127! ~119! ~343! ~754! ~453! ~626!

3 43 222 958 1408 4460 17031 22486 21635
~22! ~102! ~367! ~736! ~2671! ~9230! ~13213! ~13531!

4 75 872 3714 9259 49394 50966 110254 328966
~38! ~330! ~1399! ~5913! ~32363! ~32124! ~55319! ~172247!

5 99 2028 13702 54100 95176 386140 1553576
~50! ~722! ~5699! ~28065! ~66371! ~232400! ~1038070!

6 139 3982 35666 126748 536758 2907158
~70! ~1548! ~12991! ~69245! ~391511! ~2107688!

7 195 7734 79794 519325 1317392
~98! ~2780! ~32891! ~276299! ~1008539!

8 275 11736 172118 1165832
~138! ~4268! ~61947! ~687394!
At

m

ti
t

bi
rix
-
ra
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o
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n
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n is
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re-
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-
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ely
vn11 , vn118 , andun11 can all be stored in the same array.
any one time only two vectors, one of these andun , need to
be kept.

The vectorsun are orthogonal to each other, and thean
andbn form the diagonal and co-diagonal of a complex sy
metric tridiagonal matrix which representsA in the basis
$un%. If the process has terminated with avn118 50 for some
n, the tridiagonal representation is an exact representa
for some subspace, and diagonalization yields some of
eigenvalues ofA. If the process is terminated at some ar
trary early point, the eigenvalues of the tridiagonal mat
will approximate those ofA. The approximation is particu
larly good for the extreme eigenvalues after only a few ite
tions. Depending on the initial guess, the number of ite
tions may need to be only 20, independent of the size ofA.
To reconstruct the eigenvectors of the original matrix, all
the un need to be kept. Because only two are needed in
Lanczos algorithm, the others can be written temporarily
disk and be retrieved later.

We use the analytic solution~3.8! as the initial guess. Its
components are either real or imaginary, and the proces
matrix multiplication and division or multiplication bybn
preserves this structure in a controlled way. The diago
elementsan can be shown to be real and the off-diagon
elementsbn are either real or imaginary. This reduces t
storage needed and eliminates the need for explicit com
arithmetic.

To further reduce storage requirements, we take full
vantage of the transposition symmetry and sparsity of
matrix. Only nonzero elements and their indices are sto
The couplingg is factored out so that the matrix can b
reused without change in the iterations that solve forg.

To improve convergence, we include weighting factors
the sort discussed in Sec. II B 1 and Appendix B. The cir
02500
-

on
he
-

-
-

f
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-
e
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f
-

lar form for transverse sums is used for two-body amplitud
and the extended trapezoidal rule is used for all others, w
one exception. If the coefficients~B2! for the extended trap-
ezoidal rule become negative, a rectangle approximatio
used. This is because restoration of symmetry for
weighted matrix requires the square roots of the weigh
Schematically the symmetrization process is

(
j

Ai j wjuj5jui→(
j

AwiwjAi jAwjuj5jAwiui ,

~4.11!

whereAwiwjAi j is the new symmetric matrix.
The complete specification of the weighting factors

quires selection of integration order, because the limits
integration are interrelated by the cutoff. The simplest red
tion of these interrelationships is made if all summations
one transverse direction are done before those in the orth
nal transverse direction, and all of these before the long
dinal summations. Within each of these three groupings
summations are done for one particle at a time in the orde
momentum list. One consequence of this choice is that
transverse directions are treated asymmetrically~except for
the two-body sectors!. This induces a small transverse asym
metry in the amplitudes of the solution, including the tw
body amplitudes. The asymmetry disappears in the num
cal limit N'→`.

C. Results

We have solved the discrete eigenvalue problem~4.8! for
various cases. The physical parameter values chosen
g51/2, M25m2, m1

2510m2, and ^:f2(0):&51 or 2. The
parameters that control the numerical approximation, nam
5-10
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TABLE IV. Numerical parameter values and results from solving the model eigenvalue problem
physical parameter values wereM25m2 for the fermion mass,m1

2510m2 for the Pauli-Villars mass, and
^:f2(0):&51 to fix the couplingg.

(L/m)2 K N' mL' /p (M0 /m)2 g/m ^nB& 100m2F̃8(0)

50 11 4 0.8165 0.8547 13.293 0.177 20.751
50 13 4 0.8165 0.8518 13.230 0.172 21.015
50 15 4 0.8165 0.8408 13.556 0.178 20.715
50 17 4 0.8165 0.8289 13.392 0.180 20.565

50 9 5 1.2062 0.8601 14.023 0.179 20.547
50 9 6 1.2247 0.8377 14.323 0.179 20.582
50 9 7 1.4289 0.8302 14.386 0.179 20.658

50 9 5 1.2062 0.8601 14.023 0.179 20.547
100 9 5 0.7143 1.0520 12.565 0.174 20.239
200 9 5 0.5025 1.1980 10.191 0.172 20.139

` analytic 1.0000 13.148 0.160 20.786
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L2, K, andN' ~or L'), were varied to study convergenc
with basis sizes up to;520 000. The ranges of these n
merical parameters are shown in Tables IV and V. The tra
verse scaleL' was chosen such thatN' radial points satisfy
the invariant-mass cutoff for one-boson states at the valu
the longitudinal momentum that yields maximum transve
width. The bare fermion massM0 was allowed to vary from
its analytic, infinite-cutoff value ofM in order thatM could
be held fixed. The tables list the values ofM0 along with
those of the bare couplingg, as set by Eq.~4.9!, the average
boson multiplicity ^nB&, and, for ^:f2(0):&51, the slope
F̃8(0) of the fermion form factor. The analytic, infinite
cutoff values are also included.

The values of the form factor slope are very poor appro
mations. This is due to the sensitivity toN' of the finite
difference representation of the derivatives in Eq.~3.20!. A
good approximation requires at leastN'58, which implies
very large basis sizes even for smallK.

The results forg and ^nB& are surprisingly insensitive to
variation inK andN' . Only the cutoffL2 is important. This

TABLE V. Same as Table IV except^:f2(0):&52.

(L/m)2 K N' mL' /p (M0 /m)2 g/m ^nB&

50 11 4 0.8165 0.5068 21.541 0.36
50 13 4 0.8165 0.5166 21.327 0.35
50 15 4 0.8165 0.4496 22.323 0.36
50 17 4 0.8165 0.4439 21.930 0.36

50 9 5 1.2062 0.5340 22.396 0.36
50 9 6 1.2247 0.5109 22.507 0.36
50 9 7 1.4289 0.5204 22.287 0.36

50 9 5 1.2062 0.5340 22.396 0.36
100 9 5 0.7143 0.9353 20.962 0.35
200 9 5 0.5025 1.3080 18.034 0.34

` analytic 1.0000 19.420 0.308
02500
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is mirrored in the distribution functions shown in Figs. 3–
Again, variations inK and N' make little difference; how-
ever, one can see that the cutoff has an important eff
Smaller cutoffs produce an enhancement in the inter
(0.4, 0.8).3

The amplitude for the one-boson state is shown in Fig
The analytic result is shown for comparison. As can be se
the two shapes are nearly identical.

V. CONCLUSION

In this paper we present a new method for the renorm
ization of Hamiltonian light-cone-quantized field theori
that maintains Lorentz invariance and other symmetries.
main difficulty which is confronted by such methods is t
construction of the counterterms. We employ the traditio
generalized Pauli-Villars method@6#. With a sufficient num-
ber of Pauli-Villars fields, perturbation theory is regulat
while Lorentz symmetries and discrete symmetries are p
served with a minimal number of counterterms. These co
terterms are generated automatically. We hypothesize
these counterterms are sufficient to regulate the nonpertu
tive problem.

In Yukawa theory, Pauli-Villars regularization preserv
chiral symmetry@11,12#, unlike the invariant-mass regulato
A similar outcome arises in QED where one needs Pa
Villars regularization of the vacuum polarization loop to r
cover its vanishing atq2→0 @21#. These examples show tha
a covariant method is necessary in the nonperturbative c
text to find all counterterms.

Given that the theory is finite by suitable Pauli-Villa
regularization, we can impose a regulator to limit the Fo
space so as to produce a tractable numerical problem
finite matrix approximation can then be obtained with use

3Recall that the distribution function does not have a fixed n
malization but instead determines the average multiplicity, which
then also enhanced at finite cutoff.
5-11
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the DLCQ procedure@1#. In the finite matrix problem we
face the numerical difficulties of non-Hermitian matrices a
large basis sizes. These difficulties are successfully
dressed in a (311)-dimensional model@9# constructed to
have an analytic solution. This model requires one Pa
Villars boson as a regulator. We also study the DLCQ
proximation to the one-loop fermion self-energy in Yukaw
theory, where three Pauli-Villars bosons are needed@11#.

The non-Hermitian matrices are handled by the comp
symmetric Lanczos diagonalization algorithm@18–20#. This
technique is ideal for the extraction of extreme eigenval
and their eigenvectors. It takes full advantage of the spar
of the Hamiltonian matrix. For a given basis size, stora
requirements are minimized.

The basis sizes required in the calculation are reasona
The presence of Pauli-Villars particles, at the chosen m

FIG. 3. The boson distribution functionf B at various numerical
resolutions, witĥ :f2(0):&51 andL2550m2. The solid line is the
analytic result.

FIG. 4. The boson distribution functionf B for different cutoff
values, with^:f2(0):&51 and numerical resolution set atK59
andN'55. The solid line is the analytic result.
02500
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and cutoff values, increased the model basis by only 10
and the loop-calculation basis by 150%. Given the spar
of the matrix, increases of these magnitudes are quite acc
able. However, smooth convergence and extrapolation f
bases of minimal size require the introduction of special
tegral weighting methods to DLCQ. The dramatic improv
ment which can occur is illustrated in Fig. 1.

With these methods we have obtained agreement betw
the numerical and analytic solutions of our model. The co
vergence of the numerical result in longitudinal and tra
verse resolution is remarkably rapid. The result is sensi
only to the cutoff used to limit the Fock space, but even th
the convergence to the analytic result is clear. The meth
seem well suited to situations where low-mass states ha
small mean number of constituent@22#.

The natural next step is to extend the model toward
more realistic theory, namely Yukawa theory. The fermi
can be given proper dynamics, and Yukawa-type interacti
can be reintroduced. Once Yukawa theory itself can be s
ied with our nonperturbative method, there may be use

FIG. 5. Same as Fig. 3 but for^:f2(0):&52.

FIG. 6. Same as Fig. 4 but for^:f2(0):&52.
5-12
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applications to the Higgs sector of the standard model.
are sufficiently encouraged by the success of the Pa
Villars program for the examples discussed here to beli
that it will have general applicability to QCD in 311 dimen-
sions.
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APPENDIX A: LIGHT-CONE COORDINATES

We define light-cone coordinates@23# by

x6[x06x3, ~A1!

with the transverse coordinatesx'[(x1,x2) unchanged. Co-
variant four-vectors are written as e.g.xm5(x1,x2,x'),
with the spacetime metric

gmn5S 0 2 0 0

2 0 0 0

0 0 21 0

0 0 0 21

D . ~A2!

Explicitly,

FIG. 7. The one-boson amplitudec (1,0) as a function of longi-
tudinal momentum fractiony and one transverse momentum com
ponentqx in theqy50 plane. The analytic result is shown in~a! and
the numerical result in~b! for L2550m2, K517, andN'54. Both
correspond tô :f2(0):&51.
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x•y5gmnxmyn5
1

2
~x1y21x2y1!2x'•y' . ~A3!

We also make use of an underscore notation: for positi
space variables we write

xI [~x2,x'!, ~A4!

while for momentum-space variables

kI [~k1,k'!. ~A5!

Then

kI •xI [
1

2
k1x22k'•x' . ~A6!

Spatial derivatives are defined by

]1[
]

]x1 , ]2[
]

]x2 , ] i[
]

]xi . ~A7!

The gamma matricesg6[g06g35(g7)† satisfy the fa-
miliar relation

$gm,gn%52gmn ~A8!

with gmn the light-cone metric. It is simple to verify that th
~Hermitian! matrices

L6[
1

2
g0g6 ~A9!

satisfy

L6
2 5L6 , L6L750, L11L251, ~A10!

so that they serve as projectors on spinor space. In the D
representation of theg-matrices,

L15
1

2 S 1 0 1 0

0 1 0 21

1 0 1 0

0 21 0 1

D , ~A11!

which has two eigenvectors, both with eigenvalue11:

x1 1/25
1

&

S 1
0
1
0
D , x2 1/25

1

&

S 0
1
0

21
D . ~A12!

These serve as a convenient spinor basis for the expansio
the fieldc1[L1c on the light cone.

APPENDIX B: WEIGHTING METHODS

New weighting schemes have now been developed for
with the DLCQ grid. They are based on extensions of
trapezoidal rule and Simpson’s rule to the situation where
integration domain does not end on a grid point; they are a
5-13
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related to open Newton-Cotes formulas. The basic appro
is to derive formulas for one-dimensional integrals and th
iterate them for higher-dimensional integrals@15#.

The extended trapezoidal rule is obtained from consid
ation of an integral from, say,x0 to x3 . The relevant graph is
shown in Fig. 8. The grid points are atx1 andx2 , which are
separated by a standard spacingh. The other points are at th
integration domain boundaries at distances ofhL and hR
from the grid points. The integral of a functionf is then
approximated by

E
x0

x3
f dx.a1f ~x1!1a2f ~x2!, ~B1!

with

a15~h1hL1hR!~h1hL2hR!/2h,

a25~h1hL1hR!~h1hR2hL!/2h. ~B2!

The coefficientsai are chosen to provide exact results f
linear functions. The standard trapezoidal rule is recove
when hL5hR50. If hL5hR5h, a standard open Newton
Cotes formula results. When the extended rule is combi
with the standard rule for interior intervals, a general co
posite rule is obtained. The extended rule is then used tw
once at each end, withhR or hL set to zero.

The extended Simpson’s rule follows from similar step
Two forms are needed, one for three grid points and ano
for four. Any situation with more grid points can be handl
with a composite rule obtained by combining these ru
with the standard Simpson’s rule. For the three-point ca
consider an integral fromx0 to x4 , with grid points atx1 ,
x2 , andx3 . The regular grid spacing ish; the extra points at
the beginning and end are separated byhL andhR , respec-
tively. The approximation to the integral is then

E
x0

x4
f dx.a1f ~x1!1a2f ~x2!1a3f ~x3!, ~B3!

where

a15~4h3112h2hL19hhL
212hL

313hhR
212hR

3 !/12h2,

a25~4h323hhL
22hL

323hhR
22hR

3 !/3h2,

a35~4h3112h2hR19hhR
212hR

313hhL
212hL

3!/12h2.
~B4!

These coefficients are constructed to provide exact result
quadratic functions. WhenhL5hR50 they reduce to the co

FIG. 8. Spacing of grid points for an arbitrary function.
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efficients found in Simpson’s rule, and because of the gre
symmetry, the rule becomes exact for cubic functions
well.

The four-point rule is also exact for cubic functions. It

E
x0

x5
f dx.a1f ~x1!1a2f ~x2!1a3f ~x3!1a4f ~x4!,

~B5!

where

a15~9h4124h3hL122h2hL
218hhL

31hL
424h2hR

2

24hhR
32hR

4 !/24h3,

a25~27h4236h2hL
2220hhL

323hL
4118h2hR

2116hhR
3

13hR
4 !/24h3,

a35~27h4236h2hR
2220hhR

323hR
4118h2hL

2116hhL
3

13hL
4!/24h3,

a45~9h4124h3hR122h2hR
218hhR

31hR
424h2hL

2

24hhL
32hL

4!/24h3. ~B6!

These integration formulas greatly reduce the size of
errors, as shown for the extended trapezoidal rule~B1! in
Fig. 9, but they do not result in systematic behavior. The la
of systematic dependence is primarily due to the use o
square grid to approximate a circular domain in the tra
verse direction. One way of putting this is that the iterat
Cartesian integrals try to approximatep ~a key factor in the
area of the circle! as well as approximate the integral itse

FIG. 9. Same as Fig. 1 except that the numerical values os
lating about the analytic answer are computed without transv
circular weighting and with only trapezoidal weighting in the lo
gitudinal and transverse directions. The lack of circular weight
destroys the smoothness of the results shown in Fig. 1.
5-14
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To overcome this square-circle problem, the integra
written in polar coordinates

E dxdy f~x,y!5
1

2 E
0

2p

dfE
0

R2

d~r 2! f̃ ~r 2,f!. ~B7!

The points of the square grid lie on circles of varying radiir i
shown in Fig. 10. Ther i are easily computed from the coo
dinates of the square grid. The squares of these radii are
as the grid points for a trapezoidal approximation to the
dial (r 2) integral. Because the limitR2 does not fall on one
of these points, the extended trapezoidal rule~B1! must be
used for the last interval. Clearly, the intervals are not
equal length; however, they are on average of order 3h2,
whereh is the spacing in the square grid. For the first
circles, the average spacing inr 2 is actually closer to 2h2.

The number of points on the square grid that fall on a
one circle come in multiples of 4, because of reflection sy
metries. These points can be used to approximate the an
integral on each circle via another application of the tra

FIG. 10. Square transverse grid with points on circles of vary
radii.
r,
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ezoidal rule. For the self-energy integralI , however, the in-
tegrand is independent of angle and one can simply use
point or average the values at all points. The contribution
the weighting of a grid point is then the same for all tran
verse points on the same circle.

The circular weighting in the transverse direction can
combined with either the extended trapezoidal rule or
extended Simpson’s rule in the longitudinal direction.
comparison of the two is shown in Fig. 11. The relative
large excursions for smallN' are due to the small number o
grid points involved for this case of a large boson mass.
larger N' the extended Simpson’s rule is seen to result
less excursion between different values ofK, and is pre-
ferred for the self-energy integral. Results for the extend
Simpson’s rule are compared with those of the ordin
DLCQ sum in Fig. 1; in this case the results for the extend
trapezoidal rule would not be visibly worse.

g
FIG. 11. One-loop fermion self-energy. Results for the extend

trapezoidal and Simpson’s rules are compared. The horizontal
is the exact result. The DLCQ grid parameters take the rangeK
520, 21,...,25 andN'55, 6,...,30. Points calculated with the sam
value ofK are connected by lines.
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