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M. Miura,>* S. Odak&" T. Arima* K. Tobimatst?® K. Ogawa®® J. Shirai?! T. Tsuboyam&, K. Abe! K. Amako?
Y. Arai,2 Y. Asano® M. Chiba? Y. Chiba® M. Daigo® M. Fukawa®" Y. Fukushim& J. Hab& H. Hamasak?, Y. Hemmi,
M. Higuchi® T. Hirose? Y. Homma? N. Ishihara? Y. Iwatal® J. Kanzak? R. Kikuchi,” T. Kondo?

T. T. Korhoner®™™ H. Kurashig€/, E. K. Matsudal? T. Matsui? K. Miyake,” S. Mori? Y. Nagashimd?

Y. Nakagawa® '™ T. Nakamurad?** |. Nakano'® T. Oham& T. Ohsugi‘® H. Ohyamat® K. Okabe!® A. Okamoto’

A. Onol’” J. Pennanefil’ H. Sakamotd, M. Sakudg® M. Sato® N. Sato? M. Shioden'® T. Sumiyosh? Y. Takada®
F. Takasak? M. Takital®* N. Tamura'® D. Tatsumi**%® S. Uehard, Y. Unno? T. Watanabé&. Y. Watase?

F. Yabuki? Y. Yamada® T. Yamagatd? Y. Yonezawa?? H. Yoshida?® and K. Yusd"'

(VENUS Collaboration
!Department of Physics, Tohoku University, Sendai 980, Japan

%High Energy Accelerator Research Organization (KEK), Tsukuba 305, Japan
SInstitute of Applied Physics, University of Tsukuba, Tsukuba 305, Japan
“Department of Physics, Tokyo Metropolitan University, Hachioji 192-03, Japan
SYasuda Women'’s Junior College, Hiroshima 731-01, Japan
SFaculty of Economics, Toyama University, Toyama 930, Japan
"Department of Physics, Kyoto University, Kyoto 606, Japan
8Department of Applied Physics, Tohoku-Gakuin University, Tagajo 985, Japan
SFaculty of Engineering, Kobe University, Kobe 657, Japan
Dpepartment of Physics, Hiroshima University, Higashi-Hiroshima 724, Japan
HResearch Institute for High Energy Physics, Helsinki University, SF-00170 Helsinki, Finland
2Faculty of Engineering, Miyazaki University, Miyazaki 889-01, Japan
3Department of Physics, Osaka University, Toyonaka 560, Japan

Mnternational Christian University, Mitaka 181, Japan
5Department of Physics, Okayama University, Okayama 700, Japan
18Hiroshima National College of Maritime Technology, Higashino 725-02, Japan
17Faculty of Cross-Cultural Studies, Kobe University, Kobe 657, Japan

Blbaraki College of Technology, Katsuta 312, Japan
Department of Physics, Niigata University, Niigata 950-21, Japan
20Center for Information Science, Kogakuin University, Tokyo 163-91, Japan
2Ipepartment of Physics, Kogakuin University, Hachioji 192, Japan
22Tsukuba College of Technology, Tsukuba 305, Japan
ZNaruto University of Education, Naruto 772, Japan
(Received 28 October 1997; published 13 April 1998

*Present address: Institute for Cosmic Ray Research, University
of Tokyo, Tanashi 188, Japan. R
TAuthor to whom correspondence should be addressed. Electronic Present address: Accelerator Laboratory, KEK, Tsukuba 305,

address: shigeru.odaka@kek.jp Japan.

*present address: Faculty of Engineering, Kyushu University, Present address: Faculty of Science, Ehime University, Mat-
Fukuoka 812, Japan. suyama 790, Japan.

SDeceased. HDeceased.

'Present address: Department of Physics, Tohoku University, Sen-%8Present address: Institute for Cosmic Ray Research, University
dai 980, Japan. of Tokyo, Tanashi 188, Japan.

TPresent address: Naruto University of Education, Naruto 772, Mpresent address: Department of Physics, The Cancer Institute,
Japan. Kami-lkebukuro 170, Japan.

0556-2821/98/5(P)/534518)/$15.00 57 5345 © 1998 The American Physical Society



5346 M. MIURA et al. 57

The reactione*e”—u " 1~ has been measured d6=57.77 GeV, based on 289:®.6 pb ! data col-
lected with the VENUS detector at TRISTAN. The production cross section is measured in bins of the
production angle within an angular acceptanceécof §<0.75, according to a model-independent definition.
The result is consistent with the prediction of the standard electroweak theory. Although a trend in measure-
ments at lower energies that the total cross section tends to be smaller than the prediction remains, the
discrepancy is not significant. The model-independent result is converted to the differential cross section in the
effective-Born scheme by unfolding photon-radiation effects. This result can be extrapolated to quantities for
the full solid angle asr£P=30.05-0.59 pb andAfg=—0.350+0.017, by imposing an ordinary assumption
on the production-angle dependence. The converted results are used to set constraints on extensions of the
standard theory. S-matrix parametrization, and possible contributions from contact interactions and heavy
neutral-scalar exchanges are examin&f556-282(98)04309-4

PACS numbgs): 13.10:+q, 12.60—i, 14.60.Ef

[. INTRODUCTION coupling is small. The effects may be invisible in tE8
resonance region if the mixing witA° is small. Such a bo-
Muon pair production in electron-positron annihilation, son is, of course, out of the scope of the standard theory.
Therefore, if the deficit is proved to be real, it will be strong
ete —utu, (1) evidence for new physics beyond the standard theory.
Experiments at the TRISTAN collider of KEK have ac-

is one of the simplest reactions of the neutral current. Thi§umulated high-statistics™e™ -collision data at a center-of-
reaction is simpler than Bhabha scattering, because of th@ass energy\(s) of 57.77 GeV, during runs from 1991 until
absence of-channel interactions. The simple final state pro-the end of the experiments in May 1995. These data are
vides less ambiguous information on the production proces€Xpected to be suitable for exploring this problem.
compared to analogous quark-pair production. These are the In this paper we present results from a measurement of
reasons why the electroweak effecieihe™ annihilation was ~ reaction(1), using data accumulated with the VENUS detec-
first observed in this reactidi]. Since then, reactiofl) has  tor at TRISTAN. The data used for the measurement corre-
been extensively studied by many experiments at highsSPond to an integrated luminosity of 290 ph These data
energye* e colliders[2—7], and has played an important Provide us with about 4500 muon-pair events within an an-
role in studies of the neutral-current properties. gular acceptance ¢tos¢<0.75.

The standard electroweak thedi§] has been very suc- The layout of this paper is as follows: The relevant fea-
cessful in all fields of elementary particle physics. Within thetures of the VENUS detector and the event trigger are de-
framework of this theory, reactiofl) is described withs- scribed in Sec. Il. The determination of the integrated lumi-
channel exchanges of the photon and Z{eboson. The va- nosity is also described there. The determination is based on
lidity of this picture has been precisely tested by experimentéhe measurement of Bhabha scattering, described in our pre-
at the CERNe* e~ collider LEP and SLAC Linear Collider Vious report[11]. The main subject in this section is to
SLC on theZ® resonance,/s~90 GeV[6], as well as those €valuate the error in the theoretical estimation of the corre-
at the SLACe* e~ storage ring PEP and DES&"e~ col-  SPonding cross section. Possible contributions from unex-
lider PETRA below the resonancgs=12—46 GeV[2,3]. pected new mteract!ons_ are takgn mt_o consideration. _

Z° exchange dominates the reaction in the former, while The event.sellecno.n. is described in Sec. Ill. Correcupns
photon exchange is dominant in the latter. Recently, meaf-or the detection inefficiency and the background contamina-

surements above thg° resonance have also become avail-i!on arfe descrlt)tetzj In St.ec. ItV empha_ls_lﬁlng caretful estima-
able[7]. No significant deviation from the standard theory t!onst Od _asts)pma fethsys e&natl_c errorsl. Tﬁ corrections Iarte_z es-
has been reported from these experiments. imated in bins of the production angle. The error correlation

However, by looking at the results closely, we can find abetvveen the bins is treated in the form of an erf@vari-

systematic deficit of a few percent with respect to the stangnce matrix. The corrections are applied to the measured

dard theory, in the measured total cross section near th%umber of events to obtain a model-independent cross sec-

maximum energy of the PETRA experimenté&s= 35— 46 tion. In our energy region, the model dependence m_ainly
GeV[9,10], whereas the forward-backwafBB) asymmetry, concerrr:s th_e radiative correction relelvgnt to photog _rad|:;1t|on
another important measure used to characterize this reactio[r}#]'hT 1€ Fr:jmaryhmea;uremerzjt. result |?fpre§ente I? a form
is in good agreement with the standard theory. This trend . ich Includes the photon-radiation effects; namely, it is
remained in early results from experiments at the Keg9'VeN for the reaction
TRISTAN collider, Js=50-64 GeV [4.,5], although the ete —utu +ny (n=0,1,...), 2
precision was limited due to poor statistics.

The deficit in the total cross section can be explained byith appropriate constraints on the muon pair in the final
the existence of a new heavy neutral boson having a substaatate.
tial vector coupling to leptonglQ]. The exchange of such a Section V is dedicated to discussions of the underlying
boson results in a destructive interference with the photomphysics. The model-independent result is compared with the-
exchange, thus suppressing the cross section. On the othafretical predictions based on the standard theory, including
hand, the FB asymmetry is not affected if the axial-vectorthe radiative correction. An explicit definition of the signal
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™ VENUS Detector The central drift chambeiCDC) [14] was the main com-
4 Muon Crambered %% ponent for tracking charged particles. It was a conventional
L M TR cylindrical multiwire drift chamber, having a length of about
/7 Muon Filer Z L 4 3 m and a radius of 1.25 m. A total of 29 cylindrical sam-
Muon Chamber . . .
,,,,,,, ling layers, 20 axial layers plus 9 stereo layers, were instru-
I e pling fayers, Yers p Yers,

mented. Tracks in a central regioftosé<0.75 were
Time-ol-fght sampled in all Iay(_ars, yvhere is the polar angle me{;\sured
from the beam direction. The momentum resolution was
0,/p=0.008(GeV/c) for high-momentum [§;=5
Outer Drit GeV/c) particles in the central region, wheg=p sin 6.

Tubes Y= /—\ E =] The polar-angle resolution was measured to &gy,

Deteclor \ 7 =0.008+0.001[11]. The track-extrapolation error at the in-
U teraction point was 7 mm along the beam direction and 0.5
mm in the projection onto the transverse plane, for high-
Verton momentum particles. The detection efficiency was better
Chamber {SZ—T T than 99.5% per sampling on the average, including the inef-

[ I B r () ficiency due to dead channels.

Mask The flight time of charged particles was measured with

FIG. 1. Quadrant cross section of the upgraded VENUS detectime-of-flight (TOF) counters[15]. The TOF system con-
tor. The edge of the angular acceptance is indicated with a line. sisted of 96 plastic scintillator rods, arranged in a cylindrical
layer at 1.6 m from the beam line. The rods had a cross

events allows us to make comparisons without any ambiguseCt'on of 10.8 cm in width and 4.2 cm in thickness. The
ity. Comparisons are also carried out with theories includingd@PS between the rods were 3 mm on the average. They had
certain extensions from the standard theory, in order to ex@ full length of 4.66 m, covering a polar-angle region of
amine the sensitivity to new phenomena. These comparison§0s6/<0.81. The scintillator rods were viewed from both
are made after correcting the primary result for the effects oends by photomultipliers placed outside of the iron yoke,
the photon radiation. This correction makes it easier to disthrough 1.45-m-long acrylic light guides. Both the timing
cuss underlying short-range interactions, though the resufind the amplitude of the signals were measured. The flight
may suffer from a certain model dependence. Finally, thé¢ime was reconstructed from the mean time between the two
conclusions are summarized in Sec. VI. signals from each rod, and corrected for the time walk using
the signal amplitude. A time resolution of 200 psec has been
achieved for isolated high-momentum particles.

Il. EXPERIMENT The energy of electrons and photons at large angles
|cos6|<0.80 was measured with a cylindrical array of lead-
glass(LG) counters[16]. The energy resolution was mea-

The VENUS detector was a general-purpose magnetisured to be 7% for 1.5-GeV electrons from the two-photon
spectrometer, equipped with a thin superconducting solenoidrocess and 3.8% for 30-GeV electrons from Bhabha scat-
[12] producing a 0.75-T axial magnetic field. It was placed attering.
one of the four interaction points of the TRISTA& e~ Eight layers of muon chambef47] were placed outside
collider [13] of KEK. The detector was operated since theof the iron return yoke. In the present measurement, muon-
commissioning of TRISTAN in November 1986 until the pair events are identified using the event topology, with an
end of the experiment in May 1995. There was an upgrade ofnergy measurement by the LG counters as a veto. The muon
both the detector and the accelerator in 1990. The presechambers are used for a cross-check, because their angular
measurement is based on data accumulated after the upgradeverage was rather limited.

A quadrant cross section of the upgraded VENUS detec- The data acquisition was triggered by using information
tor is shown in Fig. 1. The vacuum pipe of the TRISTAN on charged-particle tracks in the CDC and the TOF counters,
main ring penetrated the detector along its center axistogether with analog-sum signals from calorimeters. The
Bunched electron and positron beams, circulated in opposit€DC tracks were reconstructed by a track-fin¢lef) circuit
directions through the pipe, provided collisions near the cenf18], and the association of TOF hits was examined by ad-
ter of the detector. The spread of the interaction point waslitional trigger-generation circuits. The LG array was subdi-
1.0 cm along the beam direction in rms, with a transversevided into 58 segments, 8 or 10 segments in the azimuth and
spread of about 30@m horizontally and 2Qum vertically. 7 segments along the beam direction, providing segment-
The average offset of the interaction point was 5 mm fromsum signals as well as a total-sum signal.
the detector center along the beam direction and 0.3 mm in Trigger conditions relevant to the detection of muon-pair
the transverse plane. The drift of the average position wasvents were as follows.
within =1 mm in both directions throughout the relevant (i) A pair of coplanar (,c,s<10°) CDC tracks were re-
period. Since an overview of the VENUS detector can beconstructed by the TF, with appropriate association of TOF
found in our previous repofftll], only those features rel- hits, whereg,cqpis the supplement of the opening angle in
evant to the present measurement are described in the fahe projection onto the plane perpendicular to the beam di-
lowing. rection.

Barrel
Streamer
Tubes

2

1 Central
Drift

Trigger Chamber Forward
Chamber Chamber

A. VENUS detector
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(i) A pair of coplanar (,co<30°) CDC tracks were The largest ambiguity in the EB calculation is in the esti-
reconstructed by the TF, with an appropriate association ofnation of the vacuum polarizatiqself-energy correction to
TOF hits. the photon propagator. While the corrections due to lepton

(iii) Two or more tracks were recognized by the TF, andloops are rather trivial, certain ambiguities are present in the
the pulse height of at least one LG segment-sum signal exaadronic contribution. The hadronic correction is imple-
ceeded a threshold, approximately corresponding to 0.Wented inALIBABA by using the formula by Burkhareit al.
GeV. [22]. The error estimated by Burkharet al, about 4% of

Note that condition(i) is totally contained in condition the correction, leads to an uncertainty in the cross section of
(ii). Both were retained for a cross-check, because th€.15%.
trigger-generation circuits were independent of each other. The photon-radiation corrections are dominated by first-
The main part of muon_pair events was triggered by CondiDrder ones. The calculation mLIBABA can be limited to this
tions (i) and (ii). Those events triggered by conditigii) ~ order. The exponentiation can also be switched off. The cal-
provided us with information concerning the efficiency of culation of this setup can be compared with ordinary first-
conditions(i) and (ii). o_rd_er calculations, pr(_)V|d|ng a good test of the tgchmca_l pre-
&ision of the correction. We made a comparison with a
program by Tobimatsu and ShimiZUS progran) [23]. The
technical precision of the TS program is established to be
getter than 0.1%, from a comparison with another program
EABAMC [24]. The comparison betweenBABA and the TS

rogram was made only for the photon-radiation correction

y separating it from other corrections, in order to avoid the
influence of a difference in internal loop corrections. We
found that the difference in the photon-radiation correction is
B. Luminosity not larger than 0.3% at any scattering angles which we are

When data acquisition was triggered, digitized data wer
collected by a FASTBUS processor module, prior to transfe
to an on-line computer. Utilizing the data-collection time, a
software selection was applied to those events which wer
triggered by conditior(ii) alone[19]. A tighter association
between CDC tracks and TOF hits was required, in order t
reduce the events from beam-beam pipe interactions.

The integrated luminosity was determined from a mea<£oncerned with. . o
surement of Bhabha scattering at small angles 14<58° ALIBABA estimates the first-order photon-radiation correc-
<34.71°. The experimental procedure is described in detafon 0 be—13.5% for our experimental condition, and the

2 . . - .
in our previous repoiftl1], where the experimental precision second-order4”) leading-logarithmidLL ) correction to be

of 0.7% has been established. The number of events corra- 1-0%- The first-order correction can be subdivided into a

. o o L .
sponding to the data used for the present measurement J correction of—13.9% and a nonlogarithmic correction of

. o . +0.4%. From these results, assuming a good perturbative
(1032._6t7.3)>< 10°. Since the luminosity can be given by behavior in the corrections, we can estimate that the sum of
the ratio of the observed number of events to the cross se

i £ th i hat left with is © K i the leading terms among corrections missinglmBABA , the
lon ot the reaction, what we are [eft with IS to maxe a réll- ,3| ) correction and thea? next-to-leading correction,

able theoretical estimation of the cross section. The estimgg, 4 pe about 0.1% in absolute value. The contribution of
tion is described below, emphasizing detailed studie§, ther higher orders must be smaller. From these discus-
concerning Its error. o sions, we assign an error of 0.2% as the uncertainty due to

We used the programLiBABA [20] for estimating the missing higher-order corrections.
cross section. This program includes the exact first-order The precision of the? correction was examined by com-
photon-radiation correction and a dominant pdeading-  paring the result with that from another programLum2 in
logarithmic part of the second-order corrections, as well asthe program packageHLUMI 2.01 [25]. BHLUM2 is a Monte
internal electroweak loop corrections. Further higher order€arlo event generator including multiphoton-radiation ef-
of the photon-radiation correction are partly included by anfects. The authors afHLUM2 claim that this program is ap-
exponentiation technique. plicable only to small-angle scattering<10°). This re-

We defined the signal to be those events in which ledth  striction comes from the absence of corrections-thannel
ande” scattered to a forward region (14.589=<34.71°), diagrams and the ignorance of thg-down interference.
both had large energie€&E..{3), and the acollinearity However, with the help of other programs in tBeiLumi
angle between them was smaller than[41]. ALIBABA es-  package, we confirmed that the inaccuracy due to these ap-
timates the cross section for these events to be 3.565 nb, wilroximations is small and can be ignored in the present
the input physical parameters, the masses ofahéoson,  study.
the top quark, and the Higgs boson, chosen to be 91.19, 174, The comparison was repeated by varying the conditions
and 300 GeW?, respectively. (the angle cuts, the energy cut as well as the c.m. energy

The precision oALIBABA can be evaluated separately for order to check the stability of the calculations. Figure 2
the effective-Born (EB) cross section and the photon- shows one of the results, where the difference between the
radiation corrections. The technical error in the calculation ofcross-section predictions from the two programs is plotted as
the EB cross section, due to possible errors and/or inaccura@y function of the lower angle cut. We found a systematic
in the program coding, was examined by comparing the redifference at the level of 0.2% around the cut for the mea-
sult with another calculation independently develop2d].  surement. The observed difference may be caused by errors
The difference between them was found to be smaller tham the effective-Born cross section and the first-order correc-
0.1%. The variation due to uncertainties in the input physications that we have already taken into consideration, as well
parameters, the heavy particle masses, is also negligible. as those in thex? correction. It may also be influenced by a
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L one standard deviation of the measurement. As a result, we
075 L found that the contribution never exceeds 0.25%. We adopt

: this value for the error due to unknown phenomena. It must
% F be worth mentioning that the allowed contribution is 2.5% at
02 | maximum in the large-angle regideosd<0.743. This is
g . the reason why we do not use the large-angle measurement
i + + } Y for the determination of the luminosity.
025 | + + + Adding all the errors in quadrature, the theoretical error of

g % ‘11’ b ? the calculation byLIBABA is estimated to be 0.55% for our

+ condition. Together with the experimental error of 0.7%, the

+ total systematic error is evaluated to be 0.9%, yielding the
integrated luminosity relevant to the present measurement to
be 289.6-2.6 pb L.

BHLUM2/ALIBABA - 1 (%)

L5 '1'0‘ : ‘1'2' : ‘1'4‘ : '1'6' : ‘1'8"'2'0"'22 Ill. EVENT SELECTION

6., (degree) A. Preselection

FIG. 2. Comparison between the results BfiLum2 and Muon-pair events were selected from a preselection
ALiBABA for small-angle Bhabha scattering. The difference in thesample, which mainly consisted of events with low charged-
total cross section is plotted as a function of the lower angle cuparticle multiplicity. The preselection was based on CDC
(6min) in the signal definition. The solid circle corresponds to ourinformation alone. The applied criteria were as follows.
definition. (P21 The number of tracks reconstructed in CDC was be-

tween 2 and 20.

difference in the treatment of higher-order corrections. Con- (P2 Among these tracks, at least two tracks satisfied the
sequently, we assign an error of 0.3% to #re correction. conditions thatN 2= 10, Ngerec4, |Rinin] <2.0 €M, | Zunil

This must be safe enpugh because the sum o_f th_e eImots 15 o ¢, andp,=0.2 GeVE, whereN, i, and N eeoare
becomes more than twice the observed systematic differenGge numbers of axial-cell and stereo-cell hits composing the

betweenaLIBABA and BHLUM2. - -
. track, respectivelyR,;, is the closest approach to the CDC
It has been pointed out by Caffet al. [26] that the be- center axigz axis), andZ,,, is thez coordinate there.

havior of thea?-LL correction to thes-t interference part (P3 Among the tracks selected {2, at least one track
cannot be determinedl priori based on the assumptions usedsatisfied the conditiofp/p<0.5 (GeVk)~*, whereQ is the
for the s-channel and-channel parts. They concluded that electric charge of the track<(* 1)

this uncertainty leads to an error of up to 1% at large angles -~ i - A
. X . ondition (P1) sets an upper limit on the multiplicity.
around theZ® pole. This estimate is based on the factthattheccmdition (Pg) Drequires thgpexistence of at Iea?st gne

interference contribution becomes very large just above thﬁegative-charge or high-momenturp, &2 GeVic) track

O .
z peakz _nearly— .100% at large angles_. For our experimen- 1y requirement efficiently reduced the contamination from
tal condition, the interference contribution is onty2.5% at  pagm-beam pipe interactions
the wee level. The unceztamty.th_at Ca“?"’.a'- ppmted out In this preselection we applied a truncated version of the
leads to an error of 0.04%. This is negligible in the present,qy reconstruction program in order to save CPU time. The

studz. culati ¢ . ; ithin th truncation was mainly in the iteration of hit searches, and
The calculation ofALiBABA is performed within the 5,504 4 non-negligible inefficiency in the muon-pair

framework of the standard electroweak theory. The estimag, jhje  although the selection criteria were looser than the

tion may become invalid if there are unexpected interactionSna|'myon-pair selection. The effect was carefully studied in
The uncertainty due to such unknown effects is hard e estimation of the efficiency.

evaluate, and has not been taken into consideration in previ-
ous experiments.

In our previous reporfll], we examined possible contri-
butions of hypothetical contact interactiof&7], using the After the standard track reconstruction was applied,
measured angular distribution of Bhabha-scattering eventgvents in the preselection sample were passed through the
The contact interaction can be an effective theory of a widdinal selection to obtain candidates of muon-pair events. The
variety of new interactions, such as compositeness angelection criteria were as follows.
heavy-particle exchanges. Hence, the obtained limit must be (1) The events comprised two and only two CDC tracks
a good estimate for the contribution from unknown phenom{Ngaq=2). Here, we counted those tracks which satisfied
ena. In Ref[11] we have established constraints not only forthe conditions thatN ;.= 10, Ngere®4, |Rminl <1.0 cm,
typical combinations of the helicity couplings, which have |Z,,|<10 cm,p;=0.2 GeVk, and|cos§<0.8.
been assumed by other experiments, but also for arbitrary (2) Both tracks were in the central regignos#<0.75
combinations of them. The result for the latter is suitable forand had momenta higher than one-half of the beam energy
the present study, since new interactions do not necessariyp=Ey.,{2). Furthermore, they had electric charges oppo-
have typical couplings. site to each other.

The contribution of the contact interaction was examined (3) The acollinearity angle between the two tracks, the
for 10 000 random combinations of the couplings. The cousupplement of the opening angle, was not larger than 10°
pling strength was set to the maximum value allowed within( 6,.,=10°).

B. Selection of muon-pair events
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103k

electron €7) beam. The contents in the bins are listed in
Table I.

IV. CORRECTIONS
A. Definition of the signal

We have to give an explicit definition of the signal events,
in order to make the experimental result comparable with
theoretical predictions. In the present measurement, we de-

fine the signal to be those events from reacti@n in which
both muons are produced at large angles$6/<0.75) with
high momenta ff=E.,42), and satisfy the collinearity con-
dition 0,.,=10°. The constraints are defined only for the
muon pair, while no explicit requirement is imposed on the
photon radiation.
The background contamination and the detection effi-
ciency were estimated according to this definition. These
FIG. 3. Distribution of the flight-time difference between the corrections were estimated independently in the angular bins
two tracks|Atrog. The|Atrod cut was excluded to make the plot. as far as possible. Independent estimations were, however,
We can see a good separation between the muon-pair egemtdi  impossible in some cases. In such cases, estimated errors
|Atrod) and cosmic-ray eventyXtrod =10 nseg. The arrow in-  have certain correlations between the bins. These correla-

dicates the cut in the event selection. The histogram shows thgons were treated in the form of an erf@ovariancg matrix
distribution for Bhabha-scattering events normalized to the muong11].

pair candidates.

7 i AN S B I || T P
0 2 4 6 8 0 12 14 16 18 20

Aty (nsec)

B. Background contamination
(4) The difference in the TOF time between the two tracks The background is expected to be dominated by the con-

was smaller than 5 nse¢Atrod <5 nsec). tamination of tau-pair events from the"e”— 7" 7~ reac-

(5) The total energy in LG was smaller than 5 GeV tjon and muon-pair events from tlede” —e*e utu” re-
(ELc=5 GeV). action. The contributions of these reactions were estimated

We applied relatively tight requirements on the track in-py means of Monte Carlo simulations.
formation, conditiong1) and(2), while the requirement on The tau-pair events were generated using a program in-
the calorimeter energy, conditiqh), was rather loose. This cluding the first-order radiative correctig@8]. The gener-
choice made the selection insensitive to ambiguous lowated events were passed through a full detector simulator,
energy photon emission. Cosmic-ray events were effectivelafter the tau leptons were forced to decay througrseT 7.3
rejected by conditior{4), as shown in Fig. 3. Conditiot6)  [29]. Applying the event selection to these events, we found
rejected Bhabha-scattering events. It should be noted that rthe contamination to be 29#32.5 events, corresponding to
constraint was set on charged-particle tracks and calorimet¢0.660.06)% of the muon-pair candidates. The error origi-
energies at small anglésos 6/>0.8. nates from the statistics of the simulation. We assigned an

A total of 4484 events were selected under these criteriaadditional overall error, 10% of the estimated contamination,
The obtained sample was subdivided into six bins, accordingn order to take account of the uncertainties in the decay
to the cosine of the production anglé)(defined by the angle branching ratios and the detector simulation. The effect of
between the negative-charge tragk() and the incoming the tau polarization was evaluated by using another event

TABLE I. Primary model-independent result of the present measurement. The number of muon-pair
candidates is subdivided into angular bins;), according to the cosine of the production angleuof
(cos#). The number of events is converted to the cross section for the signal ewsf&)( using the
estimated background contaminatidhibtg) and detection efficiencye(), together with the integrated lumi-
nosity determined from small-angle Bhabha scattering. The erro'risiSiF" includes the error from the data
statistics, as well as those from the corrections and the luminosity determination. The correlation matrix for
the error is shown in Table Il. The prediction of the standard electroweak theory, obtainediiea®sa , is
presented in the last column.

Bin cosd N; NPk 1-&; (%) ot (ph) ALIBABA (ph)
1 —-0.75~-0.50 1187 11.72.0 13.5:1.5 4.690.16 4.77
2 —-0.50~-0.25 915 8824 13.6:1.6 3.62:0.14 3.72
3 —-0.25-0.0 712 751.6 12.6-1.9 2.78:0.12 2.87
4 0.0~0.25 602 7.615 16.7+2.4 2.46+0.12 2.34
5 0.25-0.50 524 6.%+1.4 12.9-2.1 2.05:0.10 2.13
6 0.50~0.75 544 14621 11.8:1.9 2.08:0.10 2.23
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450 The contamination was estimated from the evesis
events outside of the region-4<z.,<5 cm. These events,
except for one event, were confirmed to be cosmic-ray
events; the event vertices in tlxey projection are simulta-
neously distant from the average interaction point. They
would have been selected due to accidental coincidences
with x-ray or other cosmic-ray hits in the TOF counters. One
event was likely to be a muon-pair event, with one track
having bad quality in the reconstruction. By extrapolating
the five identified events, the total contamination of cosmic-
ray events was estimated to be 1623 events.
Bhabha-scattering events can contaminate the muon-pair
sample only if both electrons hit dead LG counters, because
there was no gap in the LG array. This contamination was
e e e I very small because dead counters distributed sparsely and
z_, (cm) any pair of them was not in back-to-back positions. The con-
tamination was numerically estimated by counting the LG-
FIG. 4. Distribution of the event vertex along the beam directioncounter hits. The number of counters, having energies more
for the muon-pair candidates. The curve shows the fit by a Gaussiaihan 50 MeV, was counted in a>x33 array around the ex-
distribution, having a standard deviation of 1.0 cm. The distributiontrapolation of CDC tracks. Among the two numbers corre-

shows the profile of the interaction point. The measurement resolusponding to the two tracks in each event, the smaller one
tion is better than the observed spread. The dashed histogram Shomﬁrgalle5 was a good measure for this study.

the distribution for cosmic-ray events, collected with the condition
|Atrod >8 nsec.
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For Bhabha-scattering events$1?'®" was large because

of the presence of a lateral spread of the electromagnetic
shower. We found thali$?®=5 for 83% of those events
generatof30]. We found that the effect is smaller than 1% which satisfy the criteria for muon-pair selection, if the
of the estimated contamination, even if the polarization alhighest-energy counters in bothx® arrays are discarded.
lowed by our measuremefi81] is taken into consideration. Thus, we can expect that 83% of the contaminating events
The contamination from the"e” u" ™ events was es- are in the regiomNST¥"*=4. On the other hand\$1?"®' was
timated by using an event generator based on the lowesi{ery small for the muon-pair candidates. It was equal to 1 for
order QED calculation32] to be 14.1%1.3 events. The about 90% of the events, 2 for most of the others, and 3 for
simulation shows that the contribution of thenversiordia-  only three events. There was no event in the redig§™"®"
grams is dominant, where the initial-st&ée~ pair annihi- =4. From these results, we can estimate that the contamina-
lates to two virtual photons, and thepnvertto ane*e™  tion in the regionNi1?®<3, where the muon-pair candi-
pair and au ™t~ pair. Since a large invariant mass is re- dates distribute, is less than 0.6 event at the 95% confidence
quired for the muon pair in the event selection effectively,level. Such a small contamination can be ignored.
the electroweakZ® exchangg effect ignored in the simula-
tion may be appreciable. The effect would show up as a C. Detection efficiency
forward-backward asymmetry of the contamination. The an-
gular distribution of the contamination was estimated by tak-
ing this into consideration. The track-reconstruction capability was examined by us-
We took the average between the simulation result, whicling a sample of muon-pair events, selected without depend-
is FB symmetric by definition, and a distribution rearrangeding on a detailed performance of the CDC and the recon-
to give the same FB asymmetry as the muon-pair candidatestruction program. In this study, CDC tracks were
The difference between the average and the simulation wagconstructed by looking for rows of hit drift cells corre-
taken to be an error. This error is fully correlated between thesponding to high-momentum tracks, without using drift-time
angular bins, and contributes to the error in the angular disinformation. The track parameters were determined from the
tribution only. In addition, an overall error, 10% of the esti- positions of the sense wires. The small cell arrangement of
mated contamination, was assigned in order to take accoutite CDC and the low track multiplicity of the events of in-
of the effect of radiative corrections ignored in the simula-terest allowed us to carry out this analysis with sufficient
tion. performance. The event inefficiency for two-track events was
The contamination of cosmic-ray events was estimatedound to be smaller than 0.1%, by applying the analysis to
from the distribution of the event vertex along the beamsimulation events and Bhabha-scattering events. The track-
direction (z.,1). The event vertex was determined from the extrapolation error was about 1 cm at the TOF counters in
average of the intercepts Z,,) of the two muon tracks. the x-y projection. The reconstruction was performed in
The distribution for the muon-pair candidates is plotted inthree dimensions.
Fig. 4, and compared with that for cosmic-ray events identi- The analysis was applied to about one-third of all data
fied from the TOF difference. The candidates are concenbefore the preselection. We selected those events in which
trated in a narrow region, while the cosmic-ray events showwo and only two tracks were reconstructed. The average
a flat distribution. curvature of the two tracks was required to be smaller than

1. Track reconstruction
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0.02 m™1in thex-y projection. This cut corresponds tgpa
cut of about 10 GeW. The other requirements concerning
the acollinearity, the TOF difference, and the LG energy
were the same as in the standard selection. About 1700
events remained after the selection. The momentum spec- ©°
trum of the tracks indicates that the contamination from other
processes, including cosmic rays, was less than 10%. L t }
We applied the standard track reconstruction to the se- 1o
lected events, and found that the event inefficiency due to the
tracking failure was (0.1¥ 0.10)%. We found that one of

the tracks was successfully reconstructed, and that there was
a clear row of CDC hits in the direction opposite to the /
reconstructed track, even in the inefficient evefitsree

1

0 2 4

10° ke

events. These indicate that they are not contamination, but o

|
%%ﬁmﬁﬂﬁﬁmﬂa@ ]

muon-pair events. Therefore, the contribution of the con- 14 "0
tamination in the event sample can be ignored in this esti- ]
mate. We could not find any apparent reason for this failure.

It should be noted that the above estimate on the tracking FIG- 5. Distribution of the acollinearity angle between the two
failure is substantially smaller than that for Bhabha-tracks. The simulatiorthistogram is compared with the candidate

scattering events, (0240.1)% [11]. The tracking capability events(plot). The requirement on the acollinearity angle is loos-

for electrons must have been affected by their interactions iﬁ]ned, in order to look at the behavior around the cut, indicated with
the arrow. The simulation includes the contribution of background,

the detector materials. . I .
; . fau-pairance™e u" u~ events, separately shown with the hatched
As has been mentioned, we adopted a truncated version . . !
Istogram. The simulation of the muon-pair events, based on the FS

the track reconstru_ctmn in the _preselecnpn. The inefficiency rogram, is normalized to the total yield of the candidate events.
due to the truncation was estimated using the above everqt

sample. By applying the standard muon-pair selection to

these events, we were left with about 1600 muon-pair events. The error of this inefficiency was determined conserva-
The truncated reconstruction and the preselection were thdively, since we do not have any direct evidence supporting
applied to them. As a result, we found that the inefficiencythe assumption. We assigned the error so that it should
due to the preselection was (178.33)%. Adding the two amount to 100% of the estimated inefficiency in the forward
estimates, the total inefficiency relevant to the track recon{cos#>0) bins. This error has a full negative correlation
struction is estimated to be (1.8®.34)%. The estimated between the corresponding forward and backward bins, since
inefficiency does not show any significant angular depenit should never contribute to the error in the total yield or the
dence. total cross section.

acol

2. Charge misidentification 3. Track resolution

In the event selection, 25 events were rejected because the The inefficiency due to finite resolutions in the track mea-
reconstructed two tracks had the same sign of the electrisurement was evaluated by using Monte Carlo event simula-
charge; i.e., the charge was misidentified for one of thdions. A program including the full electroweak ordereor-
tracks. The inefficiency due to this selection is 0.55% for therection, coded by Fujimoto and ShimiZBS program [28],
total yield without any ambiguity, since we know the exactwas mainly used for event generation. The generated events
number. However, there is an ambiguity in the angular dewere passed through a simple detector simulation, where the
pendence. polar angle (co¥) and 1p; of the muons were smeared ac-

Since the two tracks are nearly back to back, we cartording to the known resolutions, assuming Gaussian distri-
determine the absolute value of c@sven for the same- butions. The acollinearity angle distribution after the smear-
charge events. The inefficiency can therefore be determinegidg is compared with that of the candidate events in Fig. 5.
as a function ofcosé|. The estimated inefficiency shows a The simulation well reproduces the data at large angles rel-
significant|cos 6| dependence; it is 1.05% fdcos6<0.25, evant to the selection.

0.42% for 0.25<|cos6]<0.50, and 0.29% for 0.50|cos | As a result of the smearing, some signal events go out of
<0.75. This is reasonable since the misidentification probthe selection criteria, and some nonsignal events come into
ability should increase g3, becomes larger. the criteria. In order to simplify the discussion, we define the

The inefficiency for the correction was determined by as-efficiency to be the ratio of the number of candidate events
suming a forward-backward symmetry. Since the events corafter smearing to the number of signal events.
sist of nearly back-to-back two tracks, the asymmetry in the From this study, we found that the inefficiency due to the
inefficiency can emerge only if the misidentification prob- cot 6 resolution is very small, (0.180.03)%. The effects of
ability has a certain charge asymmetry and, in addition, thipossible shifts in the angle measuremel, cot é/cot 6|
charge asymmetry has an appreciable forward-backwaret1.3x10 3 or |A cot 6<103 [11], were found to be even
asymmetry. It is hard to believe that such an effect was sigsmaller, less than 0.1%, and able to be ignored in all bins.
nificant, since we did not observe any significant charge de- This simulation was found to be insufficient for studying
pendence in track qualities. the momentum-resolution effects. We observed a substantial
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. ?G‘ 6. Momfentumd(_j(;strlbutl_(;rr: of the Iower-momgnttjm tra((:jks FIG. 7. Epeand p distribution for the same event sample as used
in the muon-pair candidates. The momentum cut is lowered tq, Fig. 6. The two tracks in the events are used. The simulations

Epearf4, in order to IQOK _at t_he behayior around and below _th_e_ cutin histogramgare also the same as Fig. 6. The arrow indicates the cut
the standard selection indicated with the arrow. The definitions OT(n the standard selection.

the histograms are the same as Fig. 5, excepkibiLz and a full

detector simulator are used for the muon-pair events, intending to f he threshold in Fi
reproduce the non-Gaussian behavior in the data distribution. excess of data near to the threshold in Fig. 6 corresponds to

a shallow tail at around.,/p=2. The selection of the

lower-momentum tracks is an additional bias leading to the
nhancement. Together with a slight difference in the non-
aussian behavior around the peak, this selection generates a

deficit of the simulation in the momentum spectrum at low
momenta near to the threshold. The improvement was n

significant even if we used another event generatiRALZ shift of the peak position, which we can see in Fig. 6. We

[30], including _multlphoton emission. The discrepancy IS, cannot find such a shift in the unbiasedh pectrum in
therefore, considered to have been caused by a non-Gauss% 7

response of the momentum measurement. It should also be worth noticing that we can also see a tail

Figure 6 shows the momentum spectrum for the Iower-in the small-1p side in Fig. 7. This tail should extend below
momentum tracksf{we) relevant to the momentum cut. In

this plot, the momentum cut was loweredBg,./4, in order 1/p=0 and cause charge misidentification. Since, ignoring
1 al 1 - 1ati -
to look at the behavior around and below the threshold. Th the photon-radiation effect, theglspectrum shouild be sym

simulation spectrum was obtained by usk@rALz, together etric with respect to the peak, the number of the signal
with a full detector simulator in which the track-distance events in the region p/>2 should be approximately the

dependence of the CDC resolution is simulated. Althoughsame as that in 0. Therefore, the fact that the ineffi-

this simulation reasonably reproduces a non-Gaussian behaCi—enCy estimateo! here 'S ne_arly_ the same as the inef_ficig_ncy
: o . . due to charge misidentification is evidence for the reliability
ior around the peak, it is not enough to explain the tail X0t the above estimation
tending below the threshold. Any effect missing in the simu- '
lation, such as x-ray background from the beams, would
have affected the measurement. By the way, the excess of
data is small below the threshold and the spectrum at very The signal events may have been discarded if additional
low momenta,pjower/ Epean= 1/3, is in good agreement with tracks were produced from the conversion of photons emit-
the expected background contribution. ted in association with muon-pair production. The corre-
We estimated the inefficiency due to this tail from the sponding inefficiency was studied by using a muon-pair
difference between the data and the simulationluding the  sample collected with a looser requirement on the number of
backgroungl below the threshold, 0.25p\gwer/Epeani<0.5.  tracks. We required that the events should include two or
Adding the inefficiency from thekoRALz simulation more tracks, and at least one of the pairs of these tracks
(0.12%), we estimated the inefficiency due to the momenshould satisfy the requirements in the standard selection. The
tum cut to be (0.640.33)%. We assigned an additional selected sample contained 56 multitradk,{,=3) events,
overall systematic error of 0.26% to this estimate. This errorjn addition to the 4484 events in the standard sample. There
which corresponds to one-half of the observed difference atvas no event that contained more than two high-momentum
low momenta, was added because some part of the different¢eacks.
may be due to higher-order effects still missingkKibRALZ. We visually inspected these multitrack events, and found
It should be noted that in Fig. 6 we have chosen a distrithat 39 events among them were obviously muon-pair events
bution which enhances the difference between the data araksociated with converted photons. In these events, clear
the simulation, in order to make the small difference visible.muon-chamber hits were observed around the extrapolation
We can realize that the difference is very small if we chooseof high-momentum tracks, and additional low-momentum
another distribution, the fb/spectrum, shown in Fig. 7. The tracks seemed to be electrons from the LG response. The

4, Multitrack events
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identification was ambiguous for the rest of the eveifs Even if the tracks were connected to TOF hits, events
eventy, though some of them looked like contamination were rejected if the TOF difference exceeded the selection
from other processes, such as tau-pair arigu~ +hadrons  criterion,|Atrod <5 nsec. This may happen if either hit was

events. From these observations, we conservatively estiffected by accidental hits of x rays or cosmic rays preceding

mated that the loss due to the tight requirement on the nunihe muon hits. This effect was investigated by using those
ber of tracks was 47:58.5 events. This corresponds to a €vents in which both tracks were connected to TOF hits in
signal inefficiency of (1.%0.2)%. the above sample. The cosmic-ray contamination was further
reduced by requiring that at least one of the tracks be con-

nected to a TOF hit with a good timing quantity; the mea-

5. TOF efficiency sured time was required to be within 1.0 nsec from that ex-

The main reason for the TOF inefficiency was the gapgected from the track path length. _
between the counters. Since the fraction of gaps was about Among 2369 events which remained after the selection,
3% of the whole coverage, the event inefficiency due to then§ight events did not Sat'Sfy.tﬁ@tTOﬂ requirement. From
is estimated to be about 6%, naively. It is one of the domithe Zew d_|str|but|on, the remaining cosmic-ray contamination
nant corrections in the present measurement. The ineffiv@s estimated to be &22.5 events. The number of large
ciency was carefully studied by using real data, because thé\ttod events is consistent with this value. The inefficiency
response to those muons passing near to the edges of iy the muon-pair events was estimated from the difference
counters is ambiguous. between these results to be (0:08.16)%.

Bhabha-scattering events have been used by many experi- If the large |Atrof is caused by any accidental coinci-
ments to study the TOF-counter efficiency. However, for thedence, similar effects must also be seen in Bhabha-scattering
same reason as in the study of the tracking efficiency, estevents. The|Atrod distribution for a sample of Bhabha-
mates based on them may not be appropriate for muon_paﬁcattering events is overwritten in Flg 3. We can see a gOOd
events. Actua”y, we obtained an event inefﬁciency of z%agreement with the distribution for the muon-pair events.
from Bhabha-scattering events. This is obviously smallerThe inefficiency estimated from the Bhabha-event spectrum
than the naive estimate. The interactions of the electrons if-12% is in good agreement with the above estimate.
the detector materials would have increased the efficiency. ~ The total inefficiency due to the TOF requirements is then

As has been described, trigger conditigin) did not re-  estimated to be (5.020.46)%. We did not observe any sig-
quire any TOF hits, and about 65% of the muon-pair candihificant cosg dependence in this inefficiency.
dates were triggered by this mode as well as conditions
and (ii). Those events triggered by this mode are, therefore,
suitable for studying the TOF efficiency. The sample events In the definition of the signal events, we did not impose
were selected from the preselection sample. The standawhy explicit constraint on the photon radiation, in order to
muon-pair selection, except for the requirement on the TOFRvoid theoretical ambiguities associated with it. As a draw-
information, was then applied to them. back, we have to account for the rejection of the signal

Since TOF matching was not required, the sample had avents by the conditiof, ;<5 GeV to be a source of inef-
large contamination from cosmic rays. In order to reduceficiency.
them, we required that both tracks be reconstructed with This inefficiency was studied by using a sample of muon-
good quality,Nia™ 16, Ngieree™ 7, |Rminl <0.2 cm, and the  pair events, identified from the muon-chamber information
reducedy? be smaller than 4.0 in botk-y andz reconstruc- instead of the LG energy. We required that both tracks be
tions. Finally, thez vertex of the eventq,,) was required to identified as muons, with the association of at least three
be in the range-4.0<z.,~<5.0 cm. Although these require- muon-chamber hits around the extrapolation of each track.
ments are tighter than those in the standard selection, théjhe other criteria for the selection were the same as those in
are loose enough to accept muon-pair events. the standard selection. We examined the LG energy in the

A total of 2531 events were selected from the whole preselected events, and found that (4:8035)% of the events
selection sample. The contamination of cosmic-ray eventsere to be rejected by the LG-energy cut. This estimate can-
was estimated to be 477 events, from the number of events not be adopted for the correction directly, since the produc-
rejected by thez,,, cut. The TOF-hit association was exam- tion angle of the used events was limited [tps6|<0.6,
ined for the selected events. We found that one of the tracksecause of the limited coverage of the muon chambers.
was not connected to any TOF hit in 125 events. There was Along with the above study, we carried out a simulation
no event in which both tracks missed the hits. From thisstudy using the FS program. The energy of photons within
result, we estimate the event inefficiency due to the lack othe acceptance of LG was smeared according to the measure-
the TOF-hit connection to be (4.94.43)%. The contami- ment resolution. The LG response to muons was simulated
nation of cosmic rays can be ignored, because there was rem that the single-muon response should be reasonably repro-
enhancement of them in the inefficient events. duced. An exponential tail extending to higher energies from

This result is consistent with the naive estimate. Smalthe muon peak, possibly due to the delta-ray emission by
tilts of the tracks due to the bend by the magnetic field wouldmuons, was also simulated. The inefficiency due to the LG-
have slightly reduced the gap effect. For confirmation, weenergy cut was estimated to be 4.56% from this simulation.
investigated the expected injection points to the TOFThis is in good agreement with the estimate based on data.
counters for the tracks that were not connected to TOF hits. The simulated LG-energy spectrum is compared with that
We found that the injection points were all concentratedfor the candidate events in Fig. 8. We can see that the muon
around the counter boundaries. contribution, including the tail, is overwhelmed by hard-

6. LG-energy cut
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been applied to the sample events for studying |t o
efficiency, except for the requirements on the event trigger
and the LG energy. Instead of the excluded criteria, we re-
quired that the events were triggered by the LG total-energy
trigger and had large energy deposits in lE;¢=0.8y/s.

Since at least two LG segment-sum signals exceed the
threshold in these events, the fraction of those events in
which trigger (iii) was simultaneously issued gives an esti-
mate of the TF efficiency. From this study, the inefficiency
was found to be (0.190.02)%. The main reason for the

;

C i *

‘ inefficiency was found to be the existence of a dead CDC
channel in a relatively less redundant part in the preloaded
trigger pattern of the TF. Some part of the inefficiency was
due to an instability of one of the TF channels which had not

10 | e paTe 0 been recognized during the experiment. In any case, the ob-
served inefficiency is very small. We assign a common inef-
ficiency of 0.19% to all co® bins and ignore the error.

FIG. 8. LG-energy spectrum for the candidate events. The LG-
energy cut is loosened to show the spectrum around the standard cut
indicated with the arrow. The definitions of the histograms are the
same as Fig. 5.
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D. Consistency between the data samples

The consistency between data samples, from which the
muon-pair events and the small-angle Bhabha scattering
photon radiation at high energies around the cut. The simuevents used for the luminosity measurement were selected, is
lation is in excellent agreement with the data there. From thi§ot trivial. The muon-pair preselection sample was obtained
simulation, we found that the dependence of the inefficiencyafter several steps of the selection procedure. On the other
on the muon_pair production ang|e is not Signiﬁcant, |es§1and, the Bhabha-scattering events were selected in a semi-
than +0.2% over the acceptance. on-line analysis, carried out in parallel to the data acquisi-

For the correction of the data, we adopt the estimate froniion. We need to apply additional corrections, if any serious
data, (4.86-0.35)%, to all angular bins. The error is consid- Mistakes were made in these processes. .
ered to be an overall ambiguity. We assign an additional The consistency was examined by comparing large-angle
bin_by_bin error of 02%, in order to take into account pos_Bhabha'Scattenng events. These events were S|mu|taneous|y
sible angular dependence allowed by the simulation resul€lected in the semi-on-line analysis, and remained in the
The effect of the photon radiation should be forward-muon-pair preselection. However, the comparison could not
backward symmetric, since the radiation does not depend dp done directly because of the existence of a slight incom-
the sign of the charges of the particles. The bin-by-bin erropatibility in the event analysis, mainly due to options in the

is therefore assumed to have a full positive correlation beCDC track reconstruction. _
tween the bins having the sarfeosé|. The comparison was mediated by another preselection

sample from which the final sample of large-angle Bhabha-
scattering events was selected, because full event data were
not available as the result of the semi-on-line analysis. The

. . s o onsistency between the two preselection samples was tested
triggered by trigger conditiofi). This trigger was generated by applying additional selections to both of them, so that the

Lr'(t)m tge Cthtr:aClT( (l)n;ormatlton pr%]nde(?f_by the TFI and ihfselection conditions, including the track-reconstruction op-
It pattern of the counters. ‘The efnciency relevant 10,5 should become exactly identical. The comparison be-

the TOF hits has already been evaluated. The subject in thﬁveen the Bhabha preselection sample and the data passed
subsection is to evaluate the efficiency of the other parts, thﬁwrough the semi-on-line analysis was straightforward, be-

TFT‘?‘nd af?_dl_tlonal circuits for trﬁ;ger_generatlon. . .. cause the selection conditions for large-angle Bhabha events
e efficiency concerning the trigger-generation circuit, - iqentical in these two procedures.

was investigated by using the event sample that had been rpe gy gies were carried out by checking the event-by-
gsed éo stgdt))/ ttrr‘]etTOE efficiency, fqr \Q'hd'Ch 'mgggrg Vpﬁs VVevent matching. As a result, we found a certain inconsistency
ISsued and both 1racks were associated wi S. Wetween the samples. The inconsistency was apparently due

found that triggex(i) was issued in all 2531 events. Since theto mistakes in the selection processes; some runs have been

trigger-gene_ration circuits were independent of each Othearopped from one of the samples, and some from another.

SHowever, the inconsistency was found to be very small, less

smaller than 0.1%. This is small and can be ignored, comg, - "5 0504 of the whole data. Thus. we do not apply any
pared to other inefficiencies. correcfion for it ’ ’

The efficiency of the TF was estimated by using a sample
of clean Bhabha events. Since only the behavior of particles
in the tracking volume of the CDC is relevant to the TF
performance, the difference between the muons and the elec- The individual estimates of the background contamination
trons is expected to be insignificant if appropriately cleanwere summed to obtain the total bin-by-bin contamination
events are selected. We required the same criteria that hgti?*%). The estimates of the inefficiency were first converted

7. Event trigger
All of the selected muon-pair candidates were found to b

E. Result
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TABLE Il. Correlation matrix for the error of the signal cross describing the reaction. Some of the corrections have been
section 79" presented in Table I. This matrix is also relevant to estimated using simulations based on the standard theory.
the error of the differential cross SeCtiOd(fiEB/dQ) in Table V. However, the dependence on the theory can be ignored, since
these corrections are very small. The dominant corrections

Bin 1 2 3 4 S 6 were determined based on analyses of real events.

1 1 0.080 0.076 0.052 0.056 0.060

2 1 0.074 0.041 0.050 0.050 V. DISCUSSIONS

3 L 0.005 0.029 0.035 A. Comparison with the standard electroweak theory

4 1 0.060 0.055

5 1 0.046 The prediction of the standard electroweak theory was
6 1 calculated using the computer programaBA [20]. This

program is a semianalytical calculation, including photon-
radiation corrections up te? leading-logarithmic terms, as
to their supplements, partial efficiencies; then, their productvell as internal electroweak corrections. This is the same
was calculated to obtain the bin-by-bin efficieney)( These program that has been used for determining the luminosity.
results are listed in Table |, where the obtained bin-by-binAlthough the main purpose ofLIBABA is to calculate the
efficiency is shown in terms of the inefficiency {k;). Bhabha-scattering cross section, it can reliably evaluate other
The number of candidatesN() was converted to the fermion-pair productions by switching off thechannel con-
binned signal cross section{9"?) according to the formula tributions. The precision of the calculation is expected to be
better than 1% for muon-pair production at our energy. An
signal_ N; — NPke additional advantage of this program is that it can calculate
T el 3 the prediction under the same condition that we have adopted
for the definition of signal events.
wherelL is the integrated luminosity. The result is shown in  ALIBABA gives the total cross section and the forward-
Table I. The quoted error includes the error of the luminos-backward asymmetry for the signal events, defined by Eq.
ity, as well as those from the data statistics and the corredb), as
tions. The correlation matrix for the error, the nondimen- sianal__ signal
sional element of the error matrix, is given in Table II. o°9"¥=18.07 pb, Agg=—0.258, 7
From a sum of the binned cross section, the backward
(cos#<0) and forward (co®>0) cross sections for the sig- for the input Z°, top-quark, and Higgs-boson masses of

nal events are obtained as 91.19, 174, and 300 Ged, respectively. This is to be com-
_ pared with the experimental result of E). We can see that
op9"=11.090.26 pb, the result of the present measurement has the same trend that
_ has been observed in measurements at lower energies; that is,
op9"=6.59+0.20 pb, (4)  the total cross section tends to be smaller than the prediction,

_ i ) while the FB asymmetry is in good agreemea10]. How-
with an error correlation of 0.113. This result can be con-gyer, the difference in the total cross section is only 1.1 times
verted to the total cross section and the forward-backwarghe estimated error in the present result. As for the FB asym-

asymmetry, according to the following definition: metry, the agreement is very good. The difference is only 0.2
e o times the error.
o=ortog, AFB:%_ (5) The binned cross section given hyBaBA is listed in the
OFT 0B last column of Table I, and compared with the experimental

result in Fig. 9. We cannot find any apparent difference. The

The result is x? is evaluated to be 5.15 for 6 degrees of freedom, from the
oSi9na= 17 69+ 0.35 pb, error in Table | together with the correlation matrix in Table
II. Namely, the experimental result and the prediction are in
ASgna 254+ 0.017. (6)  good agreement.
Comparisons were also made with other programs based
The error correlation is smalk-0.011, in this result. on the standard electroweak theorgrITTER [33] and

In Eq. (6), the total cross section has been measured witlkoRALz [30]. They are expected to have a precision compa-
a precision of 2.0%. Among various sources of the erroryable toALIBABA . The results are summarized in Table Ill. In
dominating is the data statistidd.5%). Others are 0.9% the calculation witlzFITTER, the explicit angular-acceptance
from the uncertainty in the efficiency and another 0.9% fromcut can be applied to either™ or u*, while the other con-
the luminosity measurement. The contribution of the uncerstraints in our signal definition can be directly imposed. The
tainty in the background contamination is very smallcorrection corresponding to this difference was estimated us-
(0.12%. The error of the FB asymmetry is also dominateding ALIBABA and applied to the experimental result. The cor-
by the data statistics, 0.014 out of 0.017. Another 0.0lrected results are denoted by the superscript ZF in Table Ill.
mainly originates from the uncertainty in the angular depen- On the other hand, we can impose any constraints to
dence of the efficiency. KORALZ, since it is an event generator. The calculation was

It should be noted that the measurement results obtainedbne for both our signal definition and the ZF definition.
in this section are independent of any models or theorieslowever, the comparison is done only for the total cross
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e'e’ = W) VENUS TABLE IV. Differential cross section in the effective-Born
o[ scheme. The binned cross sectiaf'?") in Table | was converted
to the differential cross sectiomj(riEB/dQ) at the center of the bins
s [ (cos#), using the photon-radiatiof@QED) correction @'acb and the

c; (pb)

$ correction for the binning effect®"), estimated by usingLIBABA .

i The error correlation shown in Table Il is also relevant to this
4 - result.

r ! P ad bin EB

Bin cosé; 5 5; doo/dQ (pb/sty

3 =

L 1 —0.625 —0.155 0.0027 3.520.12

L 3 2 -0.375 -0.129 0.0035 2.640.10
1r 3 -0.125 -0.121 0.0046 2.010.09

[ 4 0.125 —0.107 0.0058 1.750.09
1 b 5 0.375 —0.085 0.0065 1.420.07

[ 6 0.625 —-0.071 0.0063 1.41£0.07
Py AT AN A IV A VIS IRV B I

-1 08 06 04 02 0 02 04 06 08 1 . . o
cosd experimental error and the theoretical predictions are all con-

sistent with the experimental result.
FIG. 9. Measured model-independent cross section for the sig-

nal events. The result is binned according to the cosine of the pro-
duction angle ofu~. The histogram shows the prediction from
ALIBABA . The cross sections of reactionséfie™ collisions can be
described with effective-BorfEB) cross sections represent-
section, becausgorALz does not include the interference ing short-range hard interactions, and photon-radiation cor-
between the photon radiations from the initial state and théections applied to them by convolutiof20,33. In the
final state. The interference results in a shift of about 0.02 irpresent measurement, the contribution of the radiation of
the FB asymmetry in the order-correction for our condi- highly energetic photons is effectively suppressed by the
tion. constraints on the produced muons. Furthermore, the EB
The theoretical predictions are in very good agreemen€ross section is not expected to have any apparent structure
with each other, except for a small, but appreciable, differnear to the c.m. energy. In such a case, the convolution can
ence betweerrITTER and the others in the total cross sec- be approximated by a factorized correction as
tion. The discrepancy betweexLiBABA and zFITTER has _ ‘at _EB
been known for a long tim¢33]. Because the agreement o=(1+ 80, ®)
betweenaLIBABA andKORALZ is quite good, this difference
is likely to be due to a certain inaccuracy iBFITTER. An
oversimplification of the radiator function might be the rea-
son. By the way, the differencé.8%) is smaller than the

B. Effective-Born cross section

wheres=B denotes the effective-Born cross section ani$
the cross section to be measured.

The measured signal cross sectiaf{"®) was converted
to the binned EB cross sectioni'fB) using this approxima-

; ; rad ; i

TABLE Ill. Summary of the total cross section and the forward- tion. The CorreCt'O_n factors™ was estimated by USI.ng
backward asymmetry, within the angular acceptance]ook | ALIBABA , as shown in Table IV. From a sum of the obtalned
<0.75. The measurement results, obtained from the sum of thEB Cross section, we can evaluate the total cross section and
binned cross sections, are compared with the predictions from conthe FB asymmetry for our angular coverafgms 6<0.75, as
puter programs based on the standard electroweak tli@oBaBA ,

ZFITTER, andKORALZ). The comparison is made for the quantities in 0%(0.75=20.110.39 pb,
the signal definition of the present measurement, as well as those in
the zriTTER-like (ZF) definition and in the effective-BorfEB) AES(O.?S) =-0.280+0.017, (9

scheme. See the text for the definitions. The measurement results
are converted to the ZF and EB quantities, using correction factorsvith an error correlation of~0.011. The predictions from
given by ALIBABA . The statistical error of th&orALz results is  the theoretical calculations are summarized in Table Il

smaller than 0.02 pb. They are in very good agreement with each other and con-
sistent with the experimental result.
Measurement ALIBABA  ZFITTER  KORALZ The binned EB cross section was further converted to the
Usfgnm (pb) 17.69+0.35 18.07 18.08 dlfferaentlal Cr(c)j_ss ?ecttrl]onf at trlle center of the éobins
Adignal 02540017 —0.258 (cos#), according to the formula
% (pb) 17.86t0.35  18.25  18.10  18.26 doF® ot®? 10
ZF _ _ _ = —,
Afg 0.256+0.017 0.260 0.262 dQ  27Acos o(1+ 5ibm)

oF8(0.75 (pb) 20.11+0.39 20.54 20.54  20.56 b
AEB(0.75 —0.280-0.017 —0.284 —0.284 whereA cosé is the bin width &0.25) ands?" is the cor-
rection for the binning effect, the difference between the av-
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e'e - VENUS asymmetry, but also in the more-detailed production-angle
il distribution. In the following subsections we examine the
as [ sensitivity of the measurement to the underlying physics by

introducing some extensions from the standard theory. The
sensitivity is evaluated in terms of the constraints to the ex-
tensions.

ds™/dQ (pb)

C. S-matrix method

The S-matrix method34] has been proposed as one of
the most general ways in model-independent approaches to
evaluate the validity of the standard theory. The measurable
gquantities are described with phenomenological parameters,
g independent of the constraints from the standard theory. In
v the simplest parametrization of the S-matrix method, the to-
F tal cross section and the FB asymmetry are described as

o I-ol.sl ‘ I-OI.6I ' ‘-0|.4‘ ' I-ol.zl ' I(I)‘ ' Iole ' |0T4| ' Ioﬁe‘ ' Io{sl H1 EB _f 2 riét STt (S— rﬁ%)jtm
cosf 3T s (s mp) e mary)”
FIG. 10. Measured differential cross section in the effective-
Born scheme. The solid curve represents the prediction of the stan- EB_ ) ry, Srp+(s— rﬁ%)jfb
dard electroweak theory, given byl._lBABA_. The dashed curve Opg= T {? (S—n_”lz)Tn_Ffz]’ 13
shows the best fit of the formula defined in the text. z znz
EB_ EB; EB

erage and the center value. This correction was estimateddArs = 7s/ oTor - The resonance parameters are given by
from the EB cross section given by.iBaBA, and found to  the Z° mass and width in the standard definition ms
be very small as shown in Table IV. =m;—34 MeV andl';=I",—1 MeV. Ther” andr param-

The obtained differential cross section is presented ireters represent the direct contribution of the photon Zhd
Table IV and plotted in Fig. 10. Since the EB cross section is=xchanges, respectively, and the interference between them
relevant to the nonradiative reaction, reacti@p) the differ-  is described by th¢ parameters.

ential cross section should be described as If the standard theory is valid, the parameters for the
B muon-pair production can be described as
do=® _oror 1+co20)+AEB cos ¢ 11
dQ - 271_ g( co ) FB cos ’ ( ) y_ a(s) 2 v_
Moo=\~ | rp=0,

if the reaction originates from helicity-conserving interac-

tions only. The parameters5o; and AE§ correspond to the a\2 ., as\?,
cross section and the FB asymmetry for the full solid angle, rtotz(; (aZ+v7)? ffb=4<; av,,
respectively.
Fitting Eq.(11) to the measured differential cross section,
- ) a(s) az , a(s) az ,
we obtain the parameters as jo=2—— —v2, jp=2———a> (14)
0 a a 7 a a 7'

o58:=30.05-0.59 pb, . _
based on the improved-Born approximat[&3]. The param-
AESZ —0.350+0.017. (12) eter «(s) is the so-called running QED coupling, _and
a(s)/a=1.059 at Js=57.77 GeV. The parametet, is
The error correlation is-0.034. This result is consistent with given as
the prediction fromaLIBABA , 055;=30.74 pb andAEE= 5
—0.338, obtained by extrapolating the prediction in Table Il 2z _ mz (15)
to the full solid angle according to E¢L1). The result in Eq. a 4Aop'
(12) corresponds to the quantities within the acceptance
(lcosg|<0.75) as oFB(0.75)=20.07+-0.39 pb and Wwith Ay=(37.28 GeVy. The p parameter is 1.010 if the
AEB(0.75)= —0.295+ 0.014. This is in good agreement with correction due to the large top-quark m#$34 GeVt?) is
the result from the sum of the binned cross sections(#q. taken into account. The effective axial-vector and vector
This agreement indicates the validity of the assumption ofoupling parameters for charged leptons are given as
Eq. (11).

Up to here, we have compared the result from the present
measurement with the prediction of the standard electroweak
theory from various aspects, and found reasonable agreement
between them. The agreement has been confirmed not onlysing these relations, E¢13) gives the total cross section
in the global behavior, the total cross section and the FBand the FB asymmetry aergT: 30.77 pb andAESz

1
a,=-3, v,=a,+2sirtes. (16)
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TABLE V. Constraints on the contact-interaction parametefhe best fit values are shown with one-
standard-deviation errors. The constraints are evaluated for typical combinations of the initial-state and
final-state helicities. The results from the present measurement are presented, together with those from a
combined fit by Krohd38], including previous measurements at PEP, PETRA, and TRISTAN, and with
recent results from the OPAL experiment at LEF]. The combined results, obtained from a weighted
average, are also presented.

e (Tev™?)
LL RR LR A% AA
This expt.  —0.106-0.082 —0.097+0.074 —0.057-0.069 —0.031+0.023 —0.009+0.029
Kroha —0.155-0.095 —0.148+0.093 —0.072-0.095 —0.074-0.038 —0.018+0.030
OPAL 0.051' 674 0.054' 65 0.103' 355 0.034¢05%  —0.006'G:3

Combined  —0.053-0.048 —0.060£0.047 —0.017+0.047 —0.020+0.016 —0.011+0.018

—0.339, for my;=91.19 GeW? TI',=250 GeV, and in the standard theory, wheieandj denote the helicity I{
Sinzﬁ\e,\f,f: 0.232. They are in good agreement with the predicOr R) of the initial-state electron current and the final-state
tion of ALIBABA . muon current, respectively. The paramete(s) and «; are
Among many parameters in the S-matrix method, thosdiven previously. The parameteqS andg” are the electric
for photon exchanger¢) are well known from low-energy —charges; both are 1 in this case. The chiral couplings I
experiments and phenomenological calculations. Thére given by the effective couplings in E4.6) as
Z%-exchange interactions have been precisely measured by s s
experiments in the resonance region, and good agreement g=v,ta,, Ogr=v,—a,,
with the standard theory has been established. Measureme
at TRISTAN energies are expected to be sensitive to th
interference between them. Therefore, it must be reasonable

(19

EI)S? both /'=e and u. The resonance function is given as

s
to assume the values from the standard theory, given by Eq. x(s)= o , (20)
(14), for ther” andr parameters. Under this assumption, the s—mz+isl'z/mz
result in Eg.(12) can be converted to theparameters as
412 hep using thes-dependent width.
o= 0.046+0.034, jiu=0.807+0.042, 17 The differential cross section is described as
do 1 ) ) )
with an error correlation of—0.409. This result is to be EZ@{OALJ +|Arr?)(1+cos 0)
compared with the standard-theory values from @d) of
jtor=0.004 andj¢,=0.799. +(JALRI?+|ArL?) (1—cos 6)?}. (21)

Similar measurements on the S-matrix parameters have
been carried out by LEP experiments, by including their newl'hus, the total cross section and the FB asymmetry are given
data at energies beyond td8 resonancg36]. The ALEPH  as
group at LEP has obtained another constraint ugifige v -
events, mainly accumulated around @ peak[37]. This oro1= 52 (|ALLP+ AR 2+ AR+ AR,
measurement is sensitive to the reaction at c.m. energies be- 3s
low the peak wher&® exchange is dominant. These mea-
surements, including ours, are complementary to each other, _m 2 2 2 2
since they are concerned with the reaction in qualitatively UFB_4_S(|ALL| +|Ard“—[ALrlI* — |ArL%),
different energy regions. (22

andAFB: O'FB/O'TOT.
The contact interactions of Eichtest al. can be intro-
The sensitivity to the underlying physics can also beduced by adding the term
evaluated by introducing new interactions. Here we examine
the hypothesis of contact interactions proposed by Eichten AZM(s) = pijes (23
et al.[27]. In this model, new interactions are assumed to be ] ] , ]
described by direct couplings between helicity-conservind® Ed- (18), wheres is defined by the contact-interaction

D. Contact interaction

fermion currents. scaleA as
It is convenient to use helicity amplitudes, when we con-
sider only those interactions conserving the fermion helicity. R 1 (24)
The amplitudes for the muon-pair production can be written T (AT
as

. . We can obtain the constraints enby fitting Eq.(22) to the
Aij(s)= a(s)q°g"+ azg;g} x(s) (18)  experimental result of Eq(12). The results are shown in
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TABLE VI. Lower Iimit.s of the contact-.interz?lction scale at os=—0.60+0.48 pb. (26)
the 95% C.L., corresponding to the constraintssan Table V. The
limits were evalugted for the results from the present measurementhis result can be converted to an upper limit of 0.63 pb at
and for the combined results. the 95% C.L., according to the definition used for the limits
o it of A on the contact interaction. I_f we assume that 'ghe c.m. energy
95%-C.L. limit of A (TeV) is out of the resonance region, this cross-section limit can be
LL RR LR v AA converted to the limits on the partial decay widths as
r -+ -+t -+ - + - Ted ,,<(22 MeV)? for mg=70 GeVt? and el ,,
Thisexpt. 3.1 20 32 21 31 24 59 38 44 4.0 <(48 MeV)’ for ms=80 GeVL?. _
Combined 3.9 27 40 26 35 31 69 46 59 48 P033|_bl<_a contributions of neutral-scalar bosons, Wlth th_e
mass within or around the energy coverage, were investi-
gated in our previous studies, for the reactioase™
Table V for typical coupling cases. See elsewHgz3g for ~ —hadrond40] ande"e”—e"e™ andyy [41]. These stud-
the definition of the couplings. The results are comparedes lead to negative results and set constraints on the scalar-
with those from a combined fit by Kroj&8], including data  boson couplings. A constraint for heavier cases has been
from experiments at the PEP and PETRA colliders and earl@btained from a study of Bhabha scatter[dd]. Studies for
VENUS data, and the recent results from the OPAL experithe scalar bosons within our energy coverage were also car-
ment at LEP based on their data up to 161 G&9]. In most  ried out by other groups at TRISTAM2,43. The study by
cases, our results show the best sensitivity, i.e., the smalleie  TOPAZ group [43] included the reactione’e”
error fore. The combined results, obtained from a weighted— " . The present result adds supplementary informa-

average, are also presented in Table V. tion to the results obtained thus far.
It should be noticed that the result by Kroha shows a
relatively large deviation from the null contribution in the VI. CONCLUSIONS

VV-coupling case. The significance is about two standard L L
deviations. This result corresponds to the trend in the mea- The reactione’e™ — u*u~ was measured afs=57.77
surements at PETRA. The present measurement does rig€V using the VENUS detector at TRISTAN. A total of

support such a large deviation. 4484 events were identified from 289.@.6 pbfl data,
The constraints o can be converted to lower limits on Within the angular acceptance [afos §<0.75.
the contact-interaction scalk. The limits at the 95% C.L., The production cross section was measured according to

obtained according to the definition given by E29) in Ref.  the definition of signal events thafcos,+ ,-|<0.75,

[11], are presented in Table VI for the results from thePu+,.-=Epeanf2, @aNdfaco=10°. The measurement result is
present measurement and the combined results. independent of any theories and models describing the reac-
tion, since corrections depending on them, such as those for
photon-radiation effects and angular extrapolations, are not
) _ ) ) _applied.

In the previous discussions, we considered only those in-" The cross section measured in bins of the production
teractions which conserve the helicity of the fermions. Suchangle is presented in Table I. The error correlation between
interactions necessarily lead to differential cross sections dene bins was treated in the form of an error matrix. The
scribed in the form of Eq(11). They are characterized by correlation matrix for the error of the result in Table | is
only two parametersgror and Agg. Interactions which do  presented in Table Il. The total cross section and the

not conserve the fermion helicity result in different angularforward-backward asymmetry for the signal events were ob-
distributions. One of the simplest examples for such interacrained as ¢s9"2-17.69+0.35 pb and AL _ 0 254

tions is the exchange of a heavy neutral-scglgeudoscalar 1 917 respectively.

boson. _ . The model-independent result was found to be consistent
Muon-pair production via a neutral-scalar exchange leadgit predictions from computer programs based on the stan-
to an isotropic dlstr!but|on of the fmgl—state muons. The dif- 45,4 electroweak theor{ALIBABA , ZFITTER, and KORALZ).
ferential cross section can be described as The consistency was confirmed not only in the global behav-
ior 059"l and AS9" byt also in the direct comparison of the
dos_os_ s Leel s (25  binned cross section.
dQ 47 m2(s—md)2+(mglg)?’ The trend in the measurements at lower energies, that the
total cross section is smaller than the standard-theory predic-
wherems andI's are the mass and the total decay width oftion while the FB asymmetry is in good agreement, remains
the scalar boson, respectively. The partial decay width to thih the present result. However, the observed discrepancy in
/7 pair is written ad’, . the total cross section is only 1.1 times the measurement
The cross section to be observed is the sum of (E@).  error. It should be recalled that the discrepancy at lower en-
and Eq.(25), because of the absence of the interference. Wergies can be recognized only in the combined results of
can obtain the constraint on the scalar-exchange cross sectigfany experiments. There may be unaccounted correlations
(og), by fitting the sum to the measured differential crossbetween the measurements. Thus, these observations are not
section in Table IV. Using the standard-theory predictionsenough to emphasize the presence of the discrepancy.
from ALIBABA , o'sor=30.74 pb andAfg=—0.338, we ob- The binned cross section was converted to the differential
tain a constraint as cross section in the effective-Born scheme, using the esti-

E. Neutral-scalar exchange
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mate of the photon-radiation effects fromiBABA . From a  contribution was found to be smaller than 0.63 pb at the 95%
fit to the result, the total cross section and the FB asymmetrZ.L. This limit corresponds to the constraints on the partial
extrapolated to the full solid angle were evaluatedaﬁgT decay widths, ad’c ", ,<(22 MeV)? for the scalar-boson
=30.05+0.59 pb andAEE=—0.350+0.017, respectively, mass of 70 Ge\&* and T¢I, <(48 MeV)* for 80 GeV/
under the assumption that the reaction originates frong?.
helicity-conserving interactions only.
The obtained EB cross section was used to set constraints
on possible extensions of the standard theory. The interfer-
ence parameters in the simplest S-matrix parametrization We wish to thank the TRISTAN machine group for their
were determined asj,;=0.046£0.034 and j;,=0.807 patient efforts regarding the accelerator operation that con-
+0.042, assuming the standard-theory values for the diredinued for many years. We gratefully acknowledge the out-
contributions of the photon and® exchanges. standing contributions of the technical staff at KEK and the
Constraints were also evaluated for the contact interaceollaborating institutes who participated in the construction
tions introduced by Eichtert al. The lower limit on the and operation of the VENUS detector. The data acquisition
energy scale of the interaction was obtained to be62TeV ~ and analyses were made possible with continuous support by
at the 95% C.L., depending on the assumed coupling. Thpeople from the on-line group and the computer center of
present measurement shows the best sensitivity among medEK. We would like to thank W. Beenakker for his advice
surements carried out so far, for most of the typical combi-concerning the use ofLiBABA and discussions about theo-
nations of the coupling. Combined constraints were alsaetical errors. We thank B. Pietrzyk, who gave us the
evaluated. The results are presented in Tables V and VI. ALEPH version ofsaBaMC with his useful comments. We
Possible contributions of heavy neutral-scalar exchangealso thank M. Caffo and H. Czyfor discussions about the-
were examined using the differential EB cross section. Theretical errors for Bhabha scattering.
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