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Using the CLEO II detector, we have measured the differential cross sections for exclusive two-photon
production of light pseudoscalar mesom$, #, and »’. From our measurements we have obtained the form
factors associated with the electromagnetic transitighg— meson. We have measured these form factors in
the momentum transfer ranges from 1.5 to 9, 20, and 30°Ga&\#°, 7, and 7', respectively, and have made
comparisons to various theoretical predictiof®0556-282(198)01001-1

PACS numbe(s): 13.40.Gp, 12.38.Qk, 13.65i

[. INTRODUCTION electromagnetic force, these space-like photons can produce
a pair of quarks that interact strongly and are observed in the
Production of evenC-parity hadronic matter ire*e” form of hadrons. Therefore, by measuring the four-momenta

scattering provides a unigue opportunity to study the properof the scattered electrons we can study the dynamics of

ties of strong interactions. To leading order in quantum elecstrong interactions. The quantities of interest in these studies

trodynamics(QED) these processes are described as the inare the form factors associated with the transitions between

teraction between two photons emitted by the scatterethe photons and the hadrons.

electrons: Although in e"e™ scattering the probe and the  This paper describes the measuremémisof the differ-

target are both represented by photons that are carriers of tieatial cross sections for the production of a single pseudo-
scalar meson ie*e” scattering:

*Permanent address: University of Texas, Austin, TX 78712. ete " seTe™ R, (1)
TPermanent address: BINP, RU-630090 Novosibirsk, Russia.

_*Permanent address: Lawrence Livermore National LaboratoryyhereR is aw®, 7 or »'. We measure these cross sections
Livermore, CA 94551. in a “single-tagged” experimental mode where one of the
lUnless otherwise specified, we use the term “electron” for eitherscattered electrons is detectétfagged”), while the other
an electron or a positron. electron is scattered at a very small angle and therefore re-
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mains undetected“untagged”). The mesons produced in where f; is the meson decay constant. In addition, it has
e’ e scattering are observed through their decays to varioubeen predicted that in this limit any mesonic wave function
fully reconstructed final states. The tagged electron emits avolves to the asymptotic wave function of unique shape
highly off-shell photon §*), whereas the untagged electron [3,5,6].

emits a nearly on-shell photary). We measure the depen-  While PQCD predicts the form factors of thg y—R
dence of the meson production rate on the squared mometransitions at large momentum transfer, the behavior of these
tum transferQ? carried by the highly off-shell photon. This form factors in the limitQ>—0 can be determined from the
momentum transfer is determined by energy-momentunaxial anomaly[7,8] in the chiral limit of QCD. Forz°® and 7

conservation as applied to the tag: the axial anomaly yield§4]
Q?=—(pp—Py)?=2EpE((1—cos Gy, ®) , , 1
lim JTy*y’R(Q )= m, (6)
wherep, andp; are the four-momenta of the incident beam- Q?-0 R

energy electron and the ta§, and E; are corresponding ) T 0 s
energies, and, is the scattering angfeFrom the measure- 10 leading order im;/M7 andmg/M7 wherem, andm, are

ments of the differential rates the masses of the andd quarks. This prediction does not
hold with the same precision foy’ due to the larger value of

do(ete —ete ™ R) thes-quark mass. In addition, even if tlsequark mass were

d? ) small, this prediction might be broken foj’ because this

particle is an unlikely candidate for the Goldstone boson

we obtain the transition form factors,« . that describe the [9,10. _ _ _

effect of the strong interaction in the* y—R transition To describe the soft nonperturbative region @f a

amplitudes. simple interpolation betwee®’—0 andQ?—x limits has
To relate the differential cross sections to the transitiorPe€n proposef]:

form factors we employ the theoretical framework developed

by Budnev, Ginzburg, Meledin, and Serf@| (BGMS for- For (QD)~ 1 1 @
malism. In the BGMS formalism the process YR Am?fr 1+(Q%8wt5) "
efe"—e"e"R is divided into two parts:

efe —ete y*y and y* y—R. The first part is com- To quantify the long-distance effects in the soft nonper-

pletely calculable in QED and the second part is defined inurbative region, Chernyak and Zhitnitsky employed the
terms of the transition form factoi®, « 773(Qz). In the case sum-rules methodl11] to derive the wave function of the
of pseudoscalar mesons there is only one form factor. Apion at experimentally accessible momentum transftrs
zero momentum transfer this form factor is expressed as CZ wave function[6]. They demonstrated that the proposed
wave function successfully describes experimental data on
F e (0)[2= 1 64al'(R—vyy) @ the x. decay into two pions and the electromagnetic form
r*R (4ma)? M% ' factor of the charged pion. However, because the theoretical
predictions for these processes depend on the strong interac-
wherea is the QED coupling constank] 5 is the mass and tion coupling constant, this introduced a large uncertainty
I'(R— vyv) is the two-photon partial width of the mesat in the determination of the CZ wave function.
The transition form factors cannot be calculated directly Since the asymptotic and CZ wave functions were pro-
from quantum chromodynami¢®CD). However, they have posed, they have often been used to describe the nonpertur-
been estimated using perturbative QGERCD), a sum-rules  bative parts of transition amplitudes in various PQCD calcu-
approach, and other theoretical methods. lations. Jakob, Kroll, and Raulfs employed these wave
One of the important concepts of PQCD-based methods i&inctions and PQCD to calculatg,x , 0 [12,13. These au-
a factorization procedure that separates perturbative shorthors have also taken into account small QCD radiative cor-
distance effects from nonperturbative long-distance onegections, incorporated into the PQCD technique by Lee and
While the former are understood well and can be calculatedtermar{14]. Kroll has concluded that the CZ wave function
using PQCD, the latter are known only asymptotically, in thedisagrees with our preliminary resu[ts5]. On the contrary,
limit Q2—. In PQCD-based calculations the transitiona competing perturbative analysis of Cao, Huang, and Ma
form factor F.« ., is expressed as a convolution of a pertur-[16] yielded that either the asymptotic or the CZ wave func-
bative hard scattering amplitudelSA) [3] and the soft non- tion is sufficient to describe the data. These authors took into
perturbative wave function of the meson. account quark transverse momentum corrections and ne-
Brodsky and Lepage employed PQCD to find theglected the QCD radiative corrections, estimating the latter
asymptotic behavior of the* y— R transition form factors as small.
in the limit Q®— [4]: While PQCD-based methods are often employed to pre-
dict rates for exclusive processethe applicability of these

lim sz'y*yR(Qz):z fRa (5)
Q2~>oc
3For example, these methods have been utilized to calculate the

nucleon form factor§17,18 and theB°— 7 7~ branching frac-
°The electron mass is neglected in E2). tion [19]; see alsd20,21].
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methods at experimentally accessible momentum transfers 7' — a7’ p—6y,
remains one of the outstanding problems of the theory of
strong interactions. Extensive discussion of the validity of ' —ata p—2xt 27 2y,
the PQCD approach can be found in the literafia2-28.
To avoid ambiguities of the PQCD-inspired calculations 7' — 7’7’ p—57°—10y,
at Q? of the order of several Gy Radyushkiret al. devel-
oped an approacf29-31 based on the sum-rules method 7 =737 rt T a7 6y,
[11] that they employed to predict thg* y— #° transition
form factor[32]. This prediction depends on the model of the n —mtm p—m 7 30— a7 6y.

hadronic spectrum chosen to describe an almost real photon

emitted by the untagged electron. It also depends on the valA/e analyze the last two decay chains #f together since
ues of vacuum condensates which represent nonperturbativieey are observed in the same final stater~ 67.

matrix elements. The theoretical result of Radyushddimal. This paper is structured as follows: Sec. Il describes the
reproduces the PQCD-predicted)®/shape of the transition CLEO |l detector and the data sample that we use for our
form factor but disagrees with the absolute value given bymeasurements. Event selection criteria, experimental tech-
Eq. (5) by about 15% in the limiQ?— . The authors have nique, and the analysis procedure foy final states are ex-
stressed that this discrepancy is irrelevant in the regid@?f plained in Sec. lll. Analyses of other final states with only
below 10 GeV and could, in principle, be eliminated by in- photons are described in Sec. IV and analyses of final states
cluding the QCD evolution into the theoretical analyj§8].  with charged pions are described in Sec. V. The unfolding
It should be noted that the discussed theoretical analysis eyrocedure for the transition form factors is described in Sec.
actly reproduces the asymptotic prediction of PQCD givenVl. The results are compared with some existing theoretical
by Eq. (5) when both photons are highly off-mass shell. Wepredictions in Sec. VII. Conclusions are presented in Sec.
should emphasize that at present the nonperturbative treall.

ment of various exclusive processes in a way similar to the

approach of Radyushkiet al. is the subject of significant || ExPERIMENTAL APPARATUS AND MONTE CARLO

theoretical interest. For example, the QCD sum-rules method SIMULATION
has been employed recently to predict the form factors in the
semileptonic decays of the meson$[34-36. A. The CLEO Il detector and data sample

The y* y—R transition form factors have been studied The CLEO Il detectof51] is a general-purpose magnetic
by several experiments. The LEPTON-G experiment measpectrometer which provides energy and momentum mea-
suredF « ,,, and F«,,» in the timelike momentum transfer surements for elementary particles. It is operated at the Cor-
region up to 0.24 Ge%/using the rare electromagnetic de- nell Electron Storage Rin¢CESR, a symmetrice™e™ col-
cays n—u pu y and n'—u"u”y [47). In order to Jider running at a center-of-mass energy near 10.6 GeV. The
achieve higher values @2, the spacelike photons produced major objectives of the CLEO experiment are the studies of
in two-photon interactions were utilized by the PLUTO ex- the properties of heavy mesons that contaior ¢ quarks.
periment to measure ., up to 1 GeVf [48] and by the However, owing to the versatility of the detector, analyses of
TPC/2y collaboration to studyF,«,, and F,«,, up to  tagged and untagged two-photon interactions, detailed stud-
7 GeV* [49]. More recently, the CELLO experiment mea- ies of 7-lepton decays, and careful examination of quark and
suredF,x 0 atQ? up to 2.7 GeV andFx,,, andF,«,,» at  gluon fragmentation and other processes are also possible.
Q? up to 3.4 GeV [50]. The active components of CLEO Il include central track-

We employ two-photon interactions to measure the traning detectors, time-of-fligh€TF) scintillator counters, muon
sition form factorsF«,» in the spacelike regions of the detectors, and a Csl calorimeter for electromagnetic showers.
momentum transfer between 1.5 and 9 &é&¥ #°, and 1.5 The calorimeter consists of a barrel part covering polar
and 20 GeV for 7, and 1.5 and 30 Géfor »'. We study angles above 37° and two endcap parts each covering the
the transition form factors o&°, 7, and#’ using the decays region between 13° and 37°, where the polar angle is mea-

sured with respect to the beam axis. The energy resolution of

=y, the barrel calorimeter for photons of energies above 500
MeV is 2%. The central tracking detectors consist of three
n—=YY concentric cylindrical drift chambers that cover the polar
0. 0.0 angles above 18°. From smallest to largest radii these are: the
n—m m m —6y, precision tracking layers detector, the vertex detet#),
o 4 and the main drift chamber. The measurements of the spe-
nomT T T w2y, cific ionization energy losses in the outer layers of the main
Lo L drift chamber and flight times in the TF system provide dis-
nopy—m T Y, crimination between charged particles of different species.
, . L All detector subsystems except the muon detectors reside in
n'—m T T w2y, a uniform axial magnetic field of 1.5 T.

The data sample employed in our analysis corresponds to
an integratede™e” luminosity of 2.88-0.03 fb . Two

“Recent results of other theoretical developments relevant to odihirds of the data was collected @te™ center-of-mass en-
experimental study can be found in the literat[8&—44. ergy of \/s= 2E,=10.58 GeV, the remainder at 10.52 GeV.
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B. Trigger system dominance(VMD) model [56], the pole-mass behavior of

The CLEO Il detector has a three-level hardware triggefN€ transition form factors”« ,r and the value of the pa-
system[52] followed by a software filter. The fastest, “ze- '@meterAy in the range between 700 and 900 MeV are
roth” level (LO) trigger can be either track-basédsing the indicated by various theoretical predictiof3,57 that are
VD and TH or energy-basetdemanding a minimum energy MOt based on VMD. Notice that in the approximation given
deposition of about 500 MeV in the Csl calorimeteThe by E(zq.(8) We2 assume a factorization of the form factor into
calorimeter LO information develops slowly, so it only thed’- andQ-dependent par{&8]. In the same two-photon
comes into effect if the track-based LO trigger fails; in suchSimulation program we also generate the decays of the pro-
cases the tracking information is lost. duced mesons. To account for the relativistic effects, helicity

The first level(L1) trigger uses track-based information conservation and pregence Sf spin-one particles we simulate
from the VD, TF, and main drift chamber; tracks of trans- the decay chaim’—p"y— "~y according to
verse momenta in excess of about 340 Me¥fe identified 42T (7' — Oy y)
by either of two independent track processors employed in P YT WY

the trigger decisions. Calorimeter information is also utilized d cos 6*dm? .

at L1. High threshold bits, designed to be set by showering 3 r

particles, have a threshold of about 500 MeV; low threshold ;2 g — , rznp (mwg) 9)
bits, designed to trigger on minimum ionizing particles, have M (Mo—m2 )2+mer(m,,)’

a threshold of about 100 MeV. To trigger at L1 on two ) )
low-energy clusters, they must be well-separated in space.With the energy-dependent width(m;), parametrized by
More detailed information from the VD and main drift 3
chamber is used in the second le(le?) trigger. The require- r(m,,)=r(m,) |%‘|3, (10)
ments and accessed momentum range varied between data | Pl
subsets, but are all modeled in our detector simulations. The ) ) )
software filter(LVL3) is optimized to suppress backgrounds Where #* is the angle between the directions of one of the
from interactions of the beams with residual gas and vacuurfiharged pions and the signal photén, is the energy of the
chamber walls. Events which pass LVL3 are recorded. [fPhoton, I'(m,)=151 MeV %”d m,=768 MeV/c® are the
addition, every eighth event that fails LVL3 is also recordedno"“c;naI width and mass gf” [59], m.,. is the actual mass
to allow the LVL3 efficiency to be studied. of p°, and|p| and|py| are the magnitudes of the charged-
The efficiencies of the various trigger components haveéPion momenta for the actual and nominal massep‘ofe-
been measured using data collected with independent or pa¥Pectively. The charged-pion momenta and the afglare
tially independent simultaneous trigger requirements and ardefined in the center-of-mass framegdfand the energy of
incorporated in the detector simulatiofis53,54. The simu-  the photon is defined in the center-of-mass frameaf
lations are carefully run to match the integrated luminosity The transport of the generated MC particles through the
associated with each trigger configuration. This is necessar,LEO Il detector is performed by aEANT-based[60] de-
because exact trigger requirements in CLEO Il have beeffctor simulation program. The generated events are then
changed over time to improve the trigger efficiency forprocessed by the event reconstruction program which also
events of low particle multiplicities. “simulates” random electronic noise and beam-related spu-
rious energy clusters by adding hits from random-trigger
data samples into the MC events.

C. Monte Carlo simulation

In our analysis we use a two-photon Monte Cafi¢C)

. . . IIl. ANALYSES OF SINGLE-TAGGED FINAL STATES
simulation prograni55] that is based on the BGMS formal- vy

ism [2]. The y* y* —R transition form factors are approxi- A. Trigger
mated by The single-tagged two-photon reacticgise” —e*e™ 7°
1 andete —e'e 7 followed by the decaysr®— yy and
| F e e 2(Q2,02) 2= | F e ym(Q?) |2 TroAe n— vy are recorded using either a track-based or an energy-
(1+9%A%) based LO trigger. The track-based LO trigger is satisfied
1 64nT(R—1yy) when the scattered electron passes through the VD and enters
= (Gma) M% the endcap TF. For tags that scatter at polar angles above

24.5°, thus passing through the entire VD volume, the effi-
1 1 ciency of this trigger is about 80% and is determined by the
X , size of the wire-chamber drift cells compared to the time
(1+Q2/A%)2 (1+q2/A723)2 allowed to make the LO decision. At smaller polar angles we
(8) rely on the energy-based LO trigger. The efficiency of this
trigger is 98%(1009% for electrons which deposit 1.0 GeV
whereQ? andg? are the absolute values of the squared four{more than 1.6 Ge)/of energy in the calorimeter.
momenta carried by the space-like photons. The pole-mass The L1 trigger is satisfied when at least two clusters, each
parameterA =770 MeV has been chosen to approximateof energy above 500 MeV, are detected in the calorimeter,
the momentum transfer dependence of the form factors. Mvith one in the barrel region and the other in one of the
should be noted that while we have chosen this parameter tendcap regions. There are no L2 requirements for events
be practically the® mass, as predicted by the vector mesonpassing the LO and L1 trigger conditions described above.
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To be recorded, events must fulfill the transverse-criminate against signal-like background which is due to par-
momentum requirement of the LVL3 filter that assigns mo-tially reconstructed events.
menta to all calorimeter clusters assuming that they are pho- The overall efficiencies of the basic selection criteria de-
tons produced at the primary interaction point in thescribed above are 38% and 30% for th& and 5 analyses,
geometrical center of the CLEO Il detector. This LVL3 cri- respectively. These estimates have been obtained using MC
terion rejects events if the net vector momentum has a corrignal events generated in ti@? range between 1.5 and
ponent normal to the beam axis in excess of 0.7 @eV/ 9 GeVe
(1.4 GeVk) when the total energy detected in the calorim-

eter is larger than 1.(6.0) GeV. 2. Background suppression
The background conditions in two-photon events of low
B. Analysis procedure particle multiplicities with tags detected at large afndla-

) . . _ tively) small polar angles are different. To provide an ad-
In the first part of this section we describe the event Segq ate hackground suppression for both regions of polar

lection criteria based on the event topology for the signabngle we separate signal event candidates into two samples
production processes. In the second part we explain selectiqfa¢ have undergone different experimental cuts. In this sub-

criteria aimed at the suppression of random background. 18¢ction we describe this event separation, the sources of ran-
the third part we discuss the event quality requirements degom packground and the event selection criteria applied to

signed to isolate signal events with large uncertainty in the,5.p, sample to suppress random background.

detection effi_cienc_y. Finally, in the last part of this sectlon_ When the scattering angle of the tag is larger than 24.5°
we show.the |nyar_|ant mass spectra for data events that fulﬁ@as determined from the calorimetere select events that
all selection criteria. have been triggered by the track-based LO trigger. In addi-
tion, we require that these events have exactly one recon-
structed charged track consistent with the tag’'s shower.
The event selection criteria for single-tagge@ final  There is no efficiency loss associated with the tracking re-
states are designed to isolate two-photon events for whicuirement which discriminates against background arising
the trigger efficiency is high and in which the only missing mainly from radiative Bhabha events accompanied by pho-
particle is the untagged electron of high momentum. Thes&on conversion or bremsstrahlung. We include these events
events are characterized by the high-energy shower producéd the track-tagged sample. When the scattering angle is less
by the tag in the endcap calorimeter and two electromagnetithan 24.5° we accept both track- and energy-based LO trig-
showers of total energy larger than 1 GeV produced by thgers and do not require the presence of the tag's track, be-
photons in the barrel calorimeter. cause the efficiencies of the track-based LO trigger and track
We select events in which three or four energy clustergeconstruction vanish for tags detected in this region of polar
and no more than one charged track have been reconstructethgles. We include these events that have been triggered
The energy of each barrééndcap cluster must be larger either by the track-based or energy-based LO trigger in the
than 30(50) MeV. The most energetic cluster is assumed toenergy-tagged sample. Notice that while the events from the
be produced by the tag and must be in the endcap calorinmrack-tagged sample must be track-triggered, the events from
eter. If a charged track is found, its projected intersectiorthe energy-tagged sample could be either track- or energy-
point with the calorimeter must agree with the tag’s showeitriggered. Tracking information for events from the track-
position within 20° as estimated at the primary interactiontagged sample is utilized in background estimates. The track
point. The position of each shower is determined from thereconstruction efficiency for energy-triggered events is zero.
energy-weighted average of the centers of the crystals form- Before imposing further selection criteria we obtain im-
ing this shower. To provide an efficient trigger, the energy ofproved estimates of the tag energy and direction by using
the tag candidate detected in the calorimeter should be abovmnsverse-momentum balance and the tag coordinates in the
1.0 GeV (at a later stage of the analysis procedure this cutalorimeter. The transverse momenta of the tag and of the
will be superseded by a tighter requiremer@ut of the re-  photon pair should be nearly identical for signal events be-
maining energy clusters, the two most energetic must beause the untagged electron usually carries very little trans-
found in the barrel calorimeter at polar angles above 45%erse momentunibelow 5 MeVik) according to the predic-
(i.e., excluding calorimeter edgesind are assumed to have tion of the MC simulation. Since the transverse momentum
come from ther® or » decays. The fourth energy cluster, if of the photon pair is measured with much better precision
found, should contain less than 200 MeV of energy; the efthan that of the tag, we equate the magnitude of the trans-
ficiency loss due to this requirement is less than 0.25%verse momentum of the tag with that of the signal photon
Events with this additional energy cluster may be either sigpair. To calculate the direction of the tag we require that its
nal or beam-gas events with a beam-related noise cluster erajectory in the magnetic field goes through the center of the
partially reconstructed background events of higher particleag’s shower. To estimate the center of the shower we use the
multiplicities that mimic single-taggea?® or » production. measurement from the calorimeter when the shower is found
By allowing an extra energy cluster, we reduce the uncerat polar angles larger than 16.5°. At smaller polar angles,
tainty in the signal efficiency while providing the opportu- however, we use the geometrical center of the crystal with
nity for background estimates. A tighter cut on the energy otthe largest detected energy. This is necessary in order to
an additional cluster would make our results more sensitiveeduce the discrepancies between the data and MC simula-
to the modelling of the noise-related energy clusters and &on. Using the estimates of the tag energy and direction
looser cut on this extra energy would not adequately disobtained from the transverse-momentum balance we esti-

1. Basic selection criteria
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mate the missing energy and the magnitude of missing maregions of theyy invariant mass distribution in both analy-
mentum. To suppress the background from partially reconses.

structed events we select events where the discrepancy

between the missing energy and missing momentum is less 3. Event quality requirements

than 2.3 GeV. This cut is 98% efficient for our signal. We  The angular spectrum of the scattered electrons peaks
note that at a later stage of the analysis procedure we wiharply at small polar angles due to the kinematics of pro-
obtain more precise estimates of the tag energy and direeesses studied in our analyses. Thus, to measure the cross
tion. sections for two-photon production in a tagged mode we
Not only should the magnitudes of the transverse moimust understand this critical region of our experimental ap-
menta of the tag and the photon pair be nearly equal, theparatus very well. While we can, in principle, detect tags at
directions are expected to be practically opposite in the planpolar angles as small as 13°, the fraction of the tag energy
perpendicular to the beam collision axis. We use the acoplecollected in the calorimeter at these small polar angles is
narity angle, which is the deviation from this expectation, tousually less than 20% and might be insufficient to trigger an
suppress the background arising from radiative Bhabhavent. In addition, even if the trigger is satisfied, an event
events with bremsstrahlung photons produced in the materimight be rejected by the LVL3 filter, which is biased against
als of the detector. An event of this origin enters the energyevents with large net transverse momenta. To select events
tagged sample when the track-based LO trigger is inefficienidentified in the detector regions where the trigger and LVL3
and a track associated with an electron which radiated in thefficiencies are well understood, we need better estimates of
barrel part of the detector cannot be reconstructed. While fothe tag energy and scattering angle.
signal events the acoplanarity distribution peaks near zero, To make precise estimates of the tag energy and scatter-
for background events it peaks around 12° for the CLEQng angle we use energy-momentum conservation assuming
geometry and CESR kinematics. Acoplanarity discriminateshat the only particle missing detection is the untagged elec-
between signal and background events because the measutezh with zero transverse momentum. In practice, this
angular position of the shower created by the electron thamnethod allows us to estimate the parameters of the tag when
has undergone bremsstrahlung is shifted with respect to itwe measure only the four-momentum of the hadronic system
direction at the primary interaction point. This shift is due toand assume that we know the charge of the untagged elec-
the bending of the electron track in the magnetic field. Totron (from crude measurement of the direction of missing
suppress this random QED background in the energy-taggedomentun). From conservation laws we estimate the tag
sample, we select events with acoplanarity less than 5°. ThenergyE with an r.m.s. resolution of 0.00B and the scat-
background rejection power of this cut exceeds 10, whileering angle with an r.m.s. resolution of better than 0.6°. In
efficiency loss varies between 20% and 10%@3Srbetween addition, to estimate the scattering angle for track-tagged
1.5 and 2.5 Ge¥% ForQ? larger than 2.5 Getthe efficiency  events we use the polar angle of the reconstructed charged
of the acoplanarity cut for the energy-tagged events is 90%rack associated with the tag. By using the polar angle of the
In contrast to the energy-tagged sample, the track-taggetlack we achieve an additional small improvement in the
sample contains very few bremsstrahlung-accompanied raesolution of the scattering angle for these events. The tag
diative Bhabha events because each of these backgrouedergy for track-tagged events, however, is estimated from
events has an additional charged track and does not passergy-momentum conservation; i.e., no tracking informa-
basic selection criteriéthe track reconstruction efficiency for tion is used to estimate the tag energy. In further discussions
high-energy electrons detected in the barrel part of the detethe values of the tag’'s parameters estimated from energy-
tor is practically 100% for events recorded by the track-momentum conservation and the polar angle of the charged
based LO trigger We select the track-tagged events with track are referred to as constrained values of the tag energy
acoplanarity less than 15°. The efficiency of this loose cut orand scattering angle. In Fig. 1 we show the resolution func-
acoplanarity is 99%. tions of the tag energy and scattering angle determined from
We use the decay angty to further suppress background the differences between analyzéide., measured or con-
arising from radiative Bhabha events accompanied by lowstrained and generated quantitiéeormalized to the gener-
energy split-off clusters. The decay angle is determined fronated value for the energy resolution funciiomhese resolu-
the directions of ther® (or ) candidate in the lab frame and tion functions have been obtained using simulat@cevents
one of the daughter photons in the center-of-mass frame ofhich have values o®? between 1.5 and 9 Gé\and satisfy
7° (or ). Simulation of the detector acceptance predicts thatll selection criteria discussed above. In our analyses we es-
the distribution of|coséy is flat between 0.0 to 0.95 and timateQ? for each event using constrained values of the tag
decreases rapidly beyond 0.95 due to the acceptance loss femergy and scattering angle. This results in an r.@?seso-
soft photons. In contrast to the signal, radiative Bhabhdution that varies between 0.1 and 0.3 Gefdr the Q? re-
events with split-off clusters congregate|absé,|=1.0 be-  gion between 1.5 and 9 G&V
cause these clusters typically are of low-energy. We reject To isolate the detector region for which the efficiency is
these asymmetric decays by requiriiegs 6,<0.90. small and poorly understood, events with constrained values
The acoplanarity and decay angle cuts do not eliminat®f the tag scattering angle less than 15° are rejected from
random background completely, because radiative Bhabharther analysis. In addition, to reduce the systematic uncer-
events accompanied by conversions in detector materials tainty in the efficiency of the LVL3 filter we select events in
look similar to signal events when triggered by the energywhich the detected fraction of the tag energy is at least 50%.
based LO trigger. However, we have found that the shape ofhis fraction is estimated from the calorimeter measurement
this background is monotonic within the signal and sidebandind the constrained value of the tag energy. The efficiency of
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FIG. 1. Resolution functions df) energy(in %) and (b) scat-
tering angle(in degrees obtained from MC simulation in ther® FIG. 3. Fit (solid line) to the yy invariant mass distribution
analysis. Dashed and solid lines show resolution functions meaPbserved in datépoints with error barsin the 7°— yy analysis.
sured directly in the calorimeter and achieved using energy-The signal line shape is obtained from the MC simulation; the re-
momentum conservation, respective|y_ maining random background is approximated by an exponential.

this fractional tag-energy cut is 90% for tags which scatter af"d 7 candidates and have values of between 1.5 and
15% and is practically 100% for tags which scatter at angle® G€V¥. The points with error bars in these figures represent
larger than 19°. We have measured the dependence of tHf/ent yields in data. The solid line in each figure shows the
efficiency on the polar angle using radiative Bhabha event&esult of the_ binned likelihood fit to data W|th the §|gnal line
triggered inclusively by the barrel TF-based LO trigger. WeShape obtained from the Monte CaflC) simulation and

show the efficiency of the fractional tag-energy cut in Fig. 2.2 approximation of the remaining random background. In
the w°— yy analysis, the background arising from radiative

Bhabha events accompanied by photon conversions is ap-
proximated by an exponential. In the— yvy analysis ran-

In Figs. 3 and 4 we show they invariant mass distribu-  dom background is approximated by the sum of an exponen-
tions for data events that pass all selection criteria forithe  tial and a constant because the-mass distribution shown in

4. Event selection results
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FIG. 2. The efficiencyin %) of the fractional tag-energy cut as FIG. 4. Fit (solid line) to the yy invariant mass distribution
measured from data. The solid line shows a power law approximaebserved in datdpoints with error barsin the »— yy analysis.
tion chosen to interpolate between the efficiency measurement3he signal line shape is obtained from the MC simulation; the re-
Events with tags scattered at polar angles less than 15° are rejectathining random background is approximated by the sum of an
from all analyses. exponential and a constant.
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Fig. 4 contains two major background components. Whileing that thef,(1270) production proceeds exclusively via the
the first component has the same source as inthanaly-  helicity =2 channel. The error reflects the uncertainty in the
sis, the second component is due to radiative Bhabha eventgickground estimate which becomes larganalle) when
with bremsstrahlung radiation in the interface between thgve assume that,(1270) is produced only in the helicity 0
drift chambers. (+1) state. We assign this large error to the background
estimate because the contributions of different helicity am-
plitudes to the single-tagged cross section for this back-
ground process have not been measured yet. We observe the
The data may containr® and 7 events that are due to f,(1270) feed-down af? below 4 Ge\ and subtract its
beam-gas interactions or partially reconstructed events Qfgntribution to eactQ? interval using the shapes of the en-
higher particle multiplicities. To estimate the beam-gas CONgrgy spectra of an additional cluster measured from data and

tribution we use the distributions of the events vertex pOSI-Signa| MC simulation. We do not observe a feed-down in the

tlon,' visible energy and squareq MISSINGg Mass. G|ven .th%—> vy analysis. We have also studied the feed-down from
profile of the residual gas density near the beam-collisio

point, the vertex position of beam-gas events is much mo r%lngle—tagged two-photon processes of higher final-state par-

r SO . )
diffuse than that of the signal. In addition, while beam-gas%Cle multiplicities such as the production of and 5" and

events should have visible ener(ye., total energy detected estimate the qve_ralllc.ontrit_)ution from these background pro-
in the calorimeter less than the beam energy. However, atcesses to be insignificant in both analyses.
small scattering angles the tag needs to go through a larger )
amount of the detector materials than at large scattering D. Systematics
angles and can lose a significant part of its energy before Contributions to the systematic errors arise from four
reaching the calorimeter. As a result, a large fraction ofsources. The primary uncertainty is due to systematic biases
events from the energy-tagged samfabout 20% falls into  in the determination of the event selection efficiency. These
the visible energy region below the beam energy. For thesgiases are detailed below. The second contribution is a 1%
energy-tagged events we have studied the distribution of theystematic error on integrated luminosf§1]. This error is
squared missing mass estimated assuming the electroprodusased on estimates of the theoretical uncertainties in the
tion hypothesie™p—e“pn® (or 7). Using the discriminat- QED radiative corrections in the MC event generators for the
ing power of the distributions described above we concludgyrocessesete” —efe™ and ee”—yy which are em-
that the beam-gas background is very small and warrants nsloyed in the determination of integrated luminosity. The
subtraction. third contribution is a 1% systematic error due to the back-
To estimate the background contribution to the track-ground estimation procedure. The fourth source of system-
tagged sample due ®" e~ annihilation we have studied the atic error is due to small uncertainties in the branching frac-
correlation between the charge and the direction of the tag'#ions for studied decay chains. This error is negligible in the
track. Signal processes should produce virtually all positrons°— vy analysis and is less than 1% in the- yy analysis.
in the +z hemisphere and electrons irz hemisphere, The largest systematic error is due to the fractional tag-
where +z is the direction of the positron beam. However, energy cut. We have measured the efficiency of this cut us-
e"e” annihilation should produce practically the same num-ing radiative Bhabha events in data. The relative statistical
ber of electrongand positronsin both z-hemispheres. We error in this efficiency is less than 3% for polar angles larger
do not observe a single data event in which this chargethan 15° so we conservatively include a 3% error to the
direction correlation indicates™e™ annihilation processes. systematics of energy-tagged events. Note that the fractional
We conclude that the background frafie™ annihilation is  tag-energy cut is fully efficient for track-tagged events, so no
fewer than 1 event in both track- and energy-tagged samplesontribution is made to their systematics.
because the angular distribution of the electrons from this The efficiency of the LVL3 filter has been measured using
background source is expected to be relatively uniformz° signal data events that would have normally been dis-

C. Background estimates

(compared to the rapidly changing signal carded by this filter. The statistical error in the measured
Finally, there may be some background from other singleefficiency is 2% and this gives an estimate of the systematic
tagged two-photon processes. The procesgrror.

ete” —e'e f,(1270) followed by the decay The next error comes from the uncertainty in the photon
f,(1270)— 7% is the most likely source of the feed-down reconstruction efficiency. We have determined this uncer-
for the 79— yvy analysis. To estimate the feed-down from tainty to be 2%, or 1% per photon from a global fit of the
this process, we remove the cut on the energy of the fourthmeasured ratios of the and ' branching fractions to their
least energetic cluster and repeat the analysis. We estimaé@erage valuegs9].

that out of 1306° event candidates in data, 8@0 events We have measured the efficiency of the VD LO trigger
are due to the feed-down, where the error reflects the unceover the entire data sample using the TF-triggered endcap
tainty of our method. This uncertainty arises from the factBhabha events and have found that this efficiency varies by
that the 7° misidentification probability for the feed-down up to 2.5% of its central value between data subsets. In our
from the decayf,(1270)—m°#° depends on the relative analysis we use the average value for the VD LO trigger
strengths of the couplings between the tensor meson and twedficiency of 80% and include its r.m.s. variation of 2% to
spacelike photons of various total helicfigetermined in the the systematic error for track-tagged events.

center-of-mass frame df,(1270)]. The central value of the To estimate the systematic uncertainty in the efficiency of
background estimate quoted above has been derived assuthe extra energy cut we have utilized the shape of the extra
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— — — — R is one of the studied pseudoscalar mes@®. When a

[ ] radiative photon carries away part of the initial center-of-
mass energy and remains undetected, we use the nominal
value of the beam energy before the radiation and overesti-
mate Q? according to Eq(2). However, when we estimate
the tag energy and scattering angle from energy-momentum
conservation, we underestima®’. Both distortions de-
scribed above are small effects because the energy spectrum

o™ — —
g °F E of radiative photons is very soft. We neglect the effect of the
z | 1 QED radiative corrections on the smearing of & spec-
5 ] trum because these two small effects largely cancel each
10! i other. The net smearing is such that in our analysis procedure

the measured cross sections are insignificantly underesti-
mated.

There is another aspect of the QED radiative corrections
that might need to be taken into account. Namely, when we
unfold the differential cross sections and obtain the transition
form factors, we rely on the prediction of a numerical inte-
gration that does not contain these corrections and underes-
timates the cross sections. We expect the QED radiative cor-

FIG. 5. TheQ? distributions for signak™® events in MC(solid ~ '€ctions to the cross sections for single-tagged events to be
line) and data(points with error barsin the 7%— yy analysis. The ~ Smaller than 2.49%62,63 and this gives a 1.2% estimate of
distributions for events which belong to the energy- and track-the systematic uncertainty introduced in the valueg pf,
tagged MC samples are shown with dashed and dotted lines, respdéom the unfolding procedurgFinally, we should emphasize
tively. For eachQ? interval in data the number of signal events is that in order to account for the QED radiative corrections in
obtained from the fit followed by the background subtraction. Thea consistent manner we should have had these corrections
number of MC events is normalized to the number of sign&l  implemented in the MC event generator that we use to mea-
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events in data. sure the detection efficiency. We did not use such an event
generator in our analysis.

energy distribution measured from signal data in#ie- 6y The efficiencies of the event selection criteria employed

analysis. We estimate this uncertainty to be 2%. in our analysis are not flat over the studi@d region. Most

The efficiency of the acoplanarity cut for energy-taggedsystematic errors for these efficiencies are quoted for a re-
events is between 80% and 90%, dependingddnTo esti-  gion of low Q? (i.e. less than 3 GeY where the efficiencies
mate the uncertainty in this cut, we have measured its effiare smaller and the systematic uncertainties are larger than at
ciency assuming that the detector simulation systematicallfigh Q? (above 3 GeY¥). These estimates are conservative in
underestimates or overestimates azimuthal angular positioriee highQ? region where a small fraction of signal events
of all showers and the tag in the calorimeter by one standartias been detected.
deviation of the angular resolution function. We find that In the analyses ofyy final states the systematic errors
under these conditions the efficiency varies by less than 1%ontribute a 5% uncertainty to the measured cross sections.
of itself in any Q? interval. We include this value of 1% to As we described above, this uncertainty includes a contribu-
the systematics of energy-tagged events. tion of ~3% that comes from different sources for energy-

We have also studied other sources of uncertainties sucind track-tagged event samples.
as the efficiencies of missing energy-momentum and decay
angle cuts and conclude that their total contribution to the|v. ANALYSES OF SINGLE-TAGGED 6 y AND 10y FINAL

systematics is insignificant. STATES
We include the systematic uncertainties in the amount of ) ] ] ] )
feed-down background and in the shape of fyemass spec- The following subsections mainly describe the differences

trum for random background to the statistical error on the2mong the analyses ofy@and 10y final states and the previ-
number of signal events in ea€)? interval. These errors are 0USly described analyses of Zinal states, since they share
between 1% and 5% being larger at smallgr many common features.

While the acoplanarity and fractional tag-energy cuts af-
fect only energy-tagged events, the track-based LO trigger is
specific for the track-tagged events. Thus, the systematic un- In addition to the trigger utilized foryy final states, ¢
certainties associated with the two event samples are diffeend 10y single-tagged events have been collected with a
ent. To estimate the systematics for e§chinterval we have
used theQ? distributions for MC events which belong to the

energy- and track-tagged samples. We show these distribus \ye include the corrections that are due to the vacuum polar-

tions in Fig. 5. o ization of the probdi.e. highly virtua) photon in the definition of

Our analyses should not be significantly affected by thene measured form factors, the remaining QED radiative corrections
QED radiative corrections. To order®, in addition to the to these form factors would be smaller than 0.5%. The vacuum
vacuum polarization and one virtual photon exchange, thesgolarization and all other corrections are of opposite signs and par-
corrections describe the procesee™ —e*e Ry, where tially cancel each other.

A. Trigger and analysis procedure
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modified energy-based L1 trigger, which is fulfilled when the 60
high energy shower associated with the tag candidate is n
found in the endcap calorimeter and two well-separated clus-

ters, each of detected energy above 100 MeV, are identified 50
in the barrel calorimeter. This additional trigger option is
especially important for 3°—-6y and 57°—10y final
states because few of the photons resulting fromsthele-
cays have sufficient energy to satisfy the high-energy trigger
threshold of about 500 MeV.

Each event candidate should contain a (iagthe endcap
part of the calorimetgr six, seven, ten or eleven photon
candidates, and no charged tracks except the tag's track, if
reconstructed. The efficiencies of these basic selection re-
quirements are 30%, 31% and 12% for the:6y, ' — 67,

Events / (5 MeV / ¢?)
[5) &
o o

n
o

and ' — 10y analyses, respectively, with the reconstruction 10
efficiency of about 80% per photon being the dominant
source. 0
To reduce the systematic uncertainty in the trigger effi- 450 500 550 600 650
ciency we select events with the most energetic photon can- m(37°) (MeV / c*)

didate detected in the barrel calorimeter at polar angles

ahbovgo?)j .WThe trllgg(ra]r eff|C|ency fpr these events is IargeE)bserved in datgpoints with error barsin the — 6y analysis. The
than 0. We apply the same missing energy momentum C%ﬁgnal line shape is obtained from the MC simulation; the remaining

of 2.3 GeV as in theyy analyses. We require acoplanarity random background is approximated by a first-order polynomial.
less than 30° and do not apply a decay angle cut because

there is no need to suppress the small background due tata events that pass all selection criteria for thand 7’

radiative Bhabha events. candidates and have values@f between 1.5 and 9 GéV
Only events that contain at least one combination of thefhe points with error bars in these figures represent event

required number ofr°— yy and »— yy candidates are ac- Yields in data. The solid line in each figure shows the result

cepted for further analysis. To give an example, we conside®f the binned likelihood fit to data with the signal line shape

the decay chaimp— 37°—67y. Among six or seven photon obtained from the MC simulation and a first-order polyno-

candidates, there must be at least one set of thfeeandi- Mial chosen to approximate the remaining random back-

dates, where eachr® candidate is identified within ground.

[ —9.0,3.50 of the nominalm® mass. The mass resolution . .

has been measured as a function of energy and polar angle B. Background estimates and systematics

from data, with a typical value between 6 and 8 Me¥//If To estimate the feed-down background, we have studied

there is more than one way to form thre€ candidates, we the distribution of extra energy when the cut on this quantity

use the best combination, i.e. the one which has the smallest

FIG. 6. Fit(solid line) to the 37° invariant mass distribution

X2, where 60..'..............
5 (M_—M 0)?2 - ]
- 0
x?=2 (”—2” (12) 50
i=1 T

We follow the same procedure fory@&and 10y final states in o~ 40
which we search for the best®7°7 and 57° combinations, §
respectively. To obtain a better estimate of the parent particle 2
four-momentum we perform a kinematic fit for eagh- 0 30
decay candidate from the best combination. For events in @
which we find an additional energy cluster that has not been §
used to form any of ther® or » candidates, we require that w 20
the energy of this cluster be less than 200 MeV. In contrast
to the yy ana_lysis, this energy cluster is not necessarily the 10
least energetic one.

Events that are accepted for further analysis must have
constrained values of the tag scattering angle larger than 15°. o

850 9200 950 1000 1050

In addition, the detected fraction of the tag energy must be at m(n7°7) (MeV / c2)

least 50%. To estimate the constrained values of the tag en-
ergy and scattering angle we employ energy and momentum gig, 7. Fit solid liné) to the 707056 invariant mass dis-
conservation |a0W5 in which we use the four-momenta of theripution observed in datépoints with error barsin the 7' —6y
reconstructedr-— yy and »— yy candidates obtained from analysis. The signal line shape is obtained from the MC simulation;

the kinematic fits. the remaining random background is approximated by a first-order
In Figs. 6—8 we show the invariant mass distributions forpolynomial.
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In addition to the energy-based L1 trigger described pre-
L, ] viously, there are several track-based L1 triggers which are
sl . efficient for events with charged particles.

- . The L1 “electron” trigger is satisfied by a high-threshold

- ] bit in the barrel calorimeter and a charged track penetrating
] more than halfway through the volume of the main drift

o 8 i Ny chamber.

> | | The L1 “two-track” trigger is efficient for events with

= | 1 two or more low transverse momentum charged patrticles; it

=4k i requires at least two hits in either region of the TF system,

21 two well-separated low-threshold clusters in the barrel calo-

:>: s " rimeter, and two charged tracks, each of transverse momen-
- tum above 90 MeMW. The L2 trigger is fulfiled when at

least one charged track of transverse momentum larger than
340 MeV/c is identified.
The “hadronic” triggers are designed for multi-particle

Olams ol glgl final states frome™e™ annihilation, but have significant ef-
800 900 1000 1100 ficiency for this analysis as well. These have a variety of
m(57°) (MeV / ¢ possible criteria involving the drift chambers, TF, and low-

] o ) ) o threshold bits of the calorimeter. In general, at least three
FIG. 8. Fit (solid line to the 57° invariant mass distribution

_ : h - the o vsi tracks are required.
observed in datgpoints with error baisin the »’— 10y analysis. Associated with these track-based L1 triggers, earlier data
The signal line shape is obtained from the MC simulation; the re-

- . . X sets had a L2 requirement of a VD hit pattern consistent with
maining random background is approximated by a first-order pon-a charged track of transverse momentum larger than
nomial. 125 MeV/c. The LVL3 filter does not reject events that are

collected by the track-based L1 triggers.
has been removed. We conclude that out of 187 event can- y 99

didates for the decayy—3#° in data, 7 events are due to
feed-down from the decay chain’— m°7°p—57°. To
subtract this feed-down background, we use the extra energy Each event candidate must contain the tag, an exact num-
spectra measured from data and signal MC simulation. Wéer of charged tracksexcluding the tag’s track, if recon-
do not observe a feed-down in thg analyses. We estimate Structed, and at least as many photon candidates as are
the beam-gas and’ e~ annihilation backgrounds to be less needed for full reconstruction of a studied decay chain. All
than 1% of the signal in each analysis. tracks except for the tag's track are assumed to be due to

In the analyses of pand 10y final states we include a 1% charged pions. The net charge of the reconstructed pions
error to the systematics due to the uncertainty in the effimust be zero. Photon candidates include all baj@aticap
ciency of the barrel energy-based L1 trigger. To estimate thialorimeter clusters of energies larger than(30) MeV ex-
uncertainty we have studied the efficiency of a low-energycept for those that are closest to the intersection points of
trigger threshold for signal data and MC events which have
been inclusively triggered with a high-energy trigger thresh-
old. All other systematic uncertainties have been discussed in
Sec. I D.

In the analyses of pand 10y final states the overall sys-
tematic uncertainties in the measured cross sections are 7%
and 119%, respectively.

B. Analysis procedure

~
(3]

V. ANALYSES OF SINGLE-TAGGED FINAL STATES
WITH CHARGED PIONS

In this section we describe the analyses of final states that
contain the tag, two or four charged pions, and at least one
photon.

Events / (5 MeV / ¢?)
[3,]
[=]

]
o

A. Trigger

0

As we described in preceding sections, charged tracks can 450 s0 5% , 500 650
be reconstructed only in events which have been recorded m(mTm) (MeV /1 ¢)
with the track-based LO trigger. This trigger is satisfied by k|G, 9. Fit(solid line) to the #* 7~ #° invariant mass distribu-
two well-separated TF hits, or one TF hit and a VD tracK.tion observed in datépoints with error barsin the p— 7" 7 2y
The LO triggers are not correlated with the L1 triggers; whenanalysis. The signal line shape is obtained from the MC simulation;
any of the LO triggers is satisfied, all L1 triggers are exam-the remaining random background is approximated by a first-order
ined[52]. polynomial.
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charged tracks with the calorimeter. The efficiencies of the 150 e
basic requirements described above are defined by the !
charged pion and photon reconstruction efficiencies, each
about 80% per particle.

To select events that trigger with high efficiency and
small systematic uncertainty, we impose several event-
guality criteria. Namely, we require that at least one charged
track of transverse momentum larger than 250 Me\ge
detected. In addition, the charged track of largest transverse
momentum and either the tag or the most energetic photon
candidate must be detected in the barrel calorimeter at polar
angles above 37°. Finally, we reject events which contain
charged tracks of momenta less than 80 MeYécause for
these tracks the systematic uncertainty in the track recon-
struction efficiency is large.

Given thatp®y events are primarily recorded with the
energy-based L1 trigger, tighter event selection criteria are 0
imposed in this analysis. We select events which have at 850 900 950 1000 1050
least one charged track of transverse momentum above m(nm*a") (MeV / c?)
450 MeV/c. The most energetic photon candidate must have ) o . L ]
energy,E.,, larger than 130 MeV. We assume this photon FIG. 11. Fit(solid line to the w" =~ y— " a2y invariant
candidate to be due to the signal procegs-p°y. To sup- m,ass (1|st[|but|on ob;erved n da(qaqmts with error b.a'js'n the
press random background we select events with the recodl .7 7 27 analysis. The signal line shape is obtained from the
structeds" 7~ mass between 550 and 800 M&%/ This is MC qmulaﬂon; the remaining random background is approximated

0 by a first-order polynomial.

referred to as the“-mass cut.

In the analyses of the final states that contain the decayﬁ]ent is made on the number of such clusters.

0 ; _ .
7 —yy and»— yy, events must contain at least one COM- \yo ;50 the momenta of the charged tracks and signal
bination of the exact number of the candidates for these deﬁhotons(after kinematic fits, where applicabland employ
cays as required for full reconstruction of the studied deca nergy-momentum conser\;ation to estimate the tag energy

chain. The energy clusters that enter the best combination atg. | scattering angle. We select events in which the detected
assumed to be signal photons. The total energy collected iﬁ'action of the tag energy is at least 50% and a scattering
the calorimeter clusters other than the signal photon canda gle is larger than 15° where both parameters are estimated
dates and the energy clusters matched to the projections Q ing energy-momentum conservation.

the charged tracks must be less than 500 MeV. These extra In the 7— 7~ 7° analysis we need to suppress a large

energy clusters are mostly due to the interactions of th?eed-down from the decav chai 0,0 + = 3770
charged pions with the materials of the detector. No require- y chawl =y~ 3.

)

2

100

Events /(5 MeV /¢

(4]
o

150 77T
| 7 |
«, 100 w20
> s |
[} [}
= = S
0 ©
2 a |
c c B
o (3
@ 50 @ 10|
ol o v 0 , ,
850 900 950 1000 1050 850 900 950 1000 1050
m(m* ™) (MeV / ¢2) m(r°2r*27™) (MeV / c?)
FIG. 10. Fit(solid line) to the w7~ v invariant mass distribu- FIG. 12. Fit(solid line) to thew ™ =~ p— 27" 27~ 2y invariant

tion observed in datépoints with error barsin the »' — 77~y mass distribution observed in dafpoints with error barsin the
analysis. The signal line shape is obtained from the MC simulationy’ —2#7* 27~ 2y analysis. The signal line shape is obtained from
the remaining random background is approximated by a first-ordethe MC simulation; the remaining random background is approxi-
polynomial. mated by a first-order polynomial.
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FIG. 13. Fit(solid line) to the " 7~ 3= invariant mass distri- FlG_' 1_4' DistribL_Jtion O_f signal photon energy in th’_é_’po_y
bution observed in data(points with error bars in the ar!aly5|s in date(pom'_ts _W|th error bar)s_and tl_1e MC S|mul_at|on
7' —m* 76y analysis. The signal line shape is obtained from the(hls’[ograr‘r). The prediction of the MC simulation is normalized to
MC simulation: the remaining random background is approximatedh® number of data events.

by a first-order polynomial. . . .
The remaining random background observed in the analysis

To suppress this feed-down, we require the difference besf the ="7~y final state is due to the process
tween the measured and constrained values of the tag scatte” —e*e” u* u~ accompanied by noise and split-off en-
tering angle be less than 2°. The feed-down suppressiogrgy clusters.
power of the combination of this and the extra energy cuts is
a factor of 23, while the efficiency loss is less than 3%. C. Background estimates and systematics

We employ the particle identification capabilities of our

apparatus to reduce the large random background observed 10 estimate the feed-down background, we have analyzed
in the 7’ — p%y analysis. This random background is prima- the distributions of extra energy and the difference between

rily due to the procese*e —ee e*e~ accompanied by the measured and constrained values of the tag scattering

bremsstrahlung radiation, split-off showers or beam-relate@N9!€ when the cuts on these guantities have beieniregnoved.
energy clusters. To suppress random background we utiliz4/€ conclude that fewer than 2 events in the- 7" 7~ 7

the fact that specific ionization energy lossd&/dx, are

larger for electrons than for charged pions. This information 150 —r—r—r—Tr"T"""—"—"T"—""—"—"T—TTT
is used in the requirement d#, 2, the upper tail probability - .
of the x? distribution of the dE/dx measurements for s .
charged pion candidatd$4]. In the ideal casdi.e., if the

dE/dx distribution were Gaussiarthe correct choice of the = i
particle-identification hypothesis would produce a uniform 2 100 i
P,z distribution, while events with an incorrect particle- *g i
identification hypothesis tend to congregate near zero. We 3 1
calculateP,2 for the tracks assuming them to be due to = |
charged pions. To suppress unwanted background events, %

P2 is required to be larger than 0.005. The efficiency of the k] 1
P2 cutis not 99.5% but 98% because a small fraction of the o 50 ]
signal eventdin both data and simulatiordoes not have g i

dE/dx information and thedE/dx distribution has non- i ]

Gaussian tails. The same cut By is applied in all analyses i INE

with charged pions. - 1IN
In Figs. 9-13 we show the invariant mass distributions for o '0125' — 0"50' — o|.75' ———

data events that pass all selection criteria for th€»') »

candidates and have values Q2 between 1.5 and 20 leos ]

(30) Ge\2. The points with error bars in these figures rep-  FiG. 15. Distribution of cos#*| in the 5’ — p®y analysis in data

resent event yields in data. The solid line in each figurgpoints with error barsand the MC simulatior{histogram. The
shows the result of the binned likelihood fit to data with thedotted line shows the sirg* curve. The prediction of the MC simu-

signal line shape obtained from the MC simulation and aation and sik ¢ curve are normalized to the number of data
linear approximation of the remaining random backgroundevents.
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FIG. 16. Measuredpoints with error bansand numerically es-

_ _ : _ : : FIG. 17. Measuredpoints with error bassand numerically es-
timated (histogram differential cross sections far® production.

timated (histogram differential cross sections fop production in
the »— yy analysis.
analysis are due to feed-down from the decay chain

' 0.0 f a0 . o _ _ _ _
' —ma g —om o 3w We have not identified any feed- ;.por than 989 for events which satisfy the basic selection
down background in they' analyses. We estimate that the requirements

background contribution from beam-gas interactions and We have measured the efficiency of tRez cut in a

e’ e annihilation processes is less than 1% of the signal in v backaround-fr nvironment using fitted m distri
all analyses. This gives an estimate of the relevant systemat early background-lree environment using ntted mass distri-
utions for signal events in data and MC simulation for the

uncertainty. Vs e e .
To estimate the systematic uncertainty in the efficiency of/€Cay chainy’ —m " @~ n—m"m2y. We have found this

the LO trigger, we select signal events that are triggered bfficiency to be 98%as discussed in the previous subsec-

the TF-based LO trigger and measure the VD efficiency peF'O”) and use the 2% stansupal error qf this measurement as

event. Using a similar method we measure the efficiency ofn estimate of the systematic uncertainty.

the TF-based LO trigger for events that are triggered by the To estimate the uncertainty in the efficiency of tagcut

track-based LO trigger. We estimate the uncertainty in the LOn the ' — p%y analysis, we have measured this efficiency

trigger efficiency to be 1%, which is the typical deviation assuming that the energies of the reconstructed photons in

between either of these efficiencies measured from data artbe simulation are systematically shifted by 2% of their

simulation. Note that the efficiency of the LO trigger is hominal values. We have observed a relative change of 1%

TABLE I. The results of ther’— yy analysis assumingg=B(w"— yy)=0.99. The differential cross

section is forete”—ete 7.

Q? interval N 0 N0 € BXN 0 Q? do/dQ*(Q) Q2 Fyuyq0o(Q?)]
(GeV?®) detected signal (%) produced (Ge\?) (fb/GeV?) (0.0 GeV)

15-1.8 150t16 13717 7.5 183%231 1.64 21.45270+105 12.3:0.8+0.3
1.8-2.0 17419 16320 24 686-82 1.90 1205 144+59 11.72#0.7£0.3
20-22 193+19 18220 26 68874 2.10 120913159 13.8-0.8£0.3
22-24 125-16 120+16 28 424-57 2.30 744100+ 37 12.740.9x0.3
24-2.6 106-15 101+15 29 355:52 2.50 62492+ 31 13.5-1.0£0.3
2.6-2.8 10214 99+15 29 342:50 2.70 602-89+30 15.1x1.1+0.4
2.8-3.1 99+15 88+16 29 309-56 2.94 3626518 13.741.2+0.3
3.1-35 10715 97+x16 30 32153 3.29 2824714 145-1.2+0.4
3.5-4.0 75+13 6514 31 213:46 3.74 15@32+7 13.2-1.4+0.3
4.0-4.5 43+10 4310 31 138-31 4.24 97 22+5 13.4£1.5+0.3
45-5.0 409 40+9 33 122-26 4.74 85-18+4 154£1.7+0.4
5.0-55 266 26*+6 34 7618 5.24 54r13+3 145-1.8+0.4
5.5-6.0 206 20+6 32 63-18 5.74 44r12+2 155£2.2+04
6.0-7.0 23+6 23+6 31 7420 6.47 26:7*1 14.8£2.0x0.4
7.0-9.0 155 155 16 94+ 28 7.90 1&5+1 16.7-2.5+0.4




48

TABLE Il. The results of thep— yy analysis assumin@=B(»n— yvy)=0.39. The differential cross

section is forete” —ete 7.

J. GRONBERGet al.

Q?interval N, N, e BxXN,  Q®  do/dQ¥Q)  QYF,,(Q))
(GeV?) detected signal (%) produced (Ge\?) (fbo/GeV?) (0.01X GeV)

1.5-2.0 7312 7312 9.4 768131 1.73 1359231+ 67 10.9-0.9+0.3
2.0-25 81+14 81+14 21 39266 2.23 694-117+34 12.0+1.0+0.3
2.5-3.0 59+10 5910 22 26447 2.74 467-83*+23 13.9-1.2+0.3
3.0-35 35+8 35+8 25 142+33 3.24 251+ 59+12 13.6£1.6+0.3
3.5-4.0 19+7 19+7 24 78+29 3.74 13&51+7 12.8£2.4+0.3
4.0-5.0 28+8 28+8 27 105:29 4.46 93 26+5 14.5+2.0+0.4
5.0-6.5 22+6 22+6 28 79:22 5.68 4713+2 15.742.2+0.4
6.5-9.0 8+3 8+3 18 46+-19 7.58 1667+1 15.3:t3.2+0.4

in the efficiency of theE,, cut and this gives an estimate of VI. UNFOLDING PROCEDURE FOR THE TRANSITION
its systematic uncertainty. FORM FACTORS

.V\./e estimate the uncertainty N the _track rec_onstrucuon To measure the products of the differential cross sections
efficiency to be 2% per charged pion. Itis det,ermmed from 8,14 pranching fractions for each decay chain we use the
global fit of the measured ratios of theand " branching  fo|i0wing analysis procedure. Data events that pass all selec-
fractions to their average valugs9]. tion criteria are used to form th@®? distribution where the

The uncertainty in the efficiency of the®-mass cut is ygjue of Q? for each event is estimated from energy-
negligible because, except for thé-line shape, the matrix momentum conservatiofand the polar angle of the tag’s
element for the decay chain’—p°y— 7" 7"y is deter-  track when the track is reconstruciedlext we divide the
mined by QED and kinematics. To confirm this statement weevent yields intoQ? intervals. For eacl? interval we ob-
remove thep®-mass ance,, cuts and compare the distribu- tain the number of signal events in data from the fit to the
tions of E,, and|cos #*| measured from signal data and MC invariant mass distribution. Then we estimate and subtract
simulation, whereE , is the signal photon energy in the lab the feed-down background using the methods described in
frame® These distributions are shown in Figs. 14 and 15. Wepreceding sections. Finally we correct the background-
observe good agreement between the data and MC Spectrasubtracted number of signal events for the detection effi-
E, and|cos¢*| and conclude that the approximations givenciency. The signal line shapes used in the fits and the detec-
by Egs.(9) and (10) describe the data well. We note that fion efﬂmenqes are determined from the detector simulation
both figures show the observed spectra, i.e. no detection efor €achQ? interval.
ficiency corrections have been applied to these distributions. 10 €xtract the transition form factors we compare the
The good agreement between the shape of|¢he ¢*| dis- measured and the2 predlcted values of the cross sections.
tribution obtained from the simulation and it curve is Na;glelx’wzfor eachQ” interval, we measure the form factors
due to the detection efficiency being practically flat over thefi* yr(Q7) from
full range of|cos&*|.

All other systematic uncertainties have b.een discusse.d in |f‘;it37z(62)|2:% |]:'\y"fyR(62)|2, (12)
Secs. IllID and IV B. In the analyses of final states with o(MC)
charged pions the overall systematic uncertainty in the mea- M B2y ) )
sured cross sections is between 7% and 10%, depending §€re  ,+,=(Q%) is the approximation for the

Q?-dependent part of the form factor in MC simulation, and

the final state. . .
o(data ando(MC) are the cross sections for thi¥ interval

TABLE IIl. The results of then—3#° analysis assuming=B(7— 37°) x B3(7°— yy)=0.31. The
differential cross section is fa*e” —ete 7.

Q?*interval N, N, e BxXN,  Q®  do/dQAQ%) = Q¥F,,,(Q))
(GeVd) detected signal (%) produced (Ge\?) (fb/GeV?) (0.01X GeV)

1.5-2.0 39-7 377 6.9 54495 1.73 121921290 10.3-0.9+0.4
2.0-25 578 548 14 392+ 57 2.23 879128+ 65 13.5-1.0=05
25-35 477 45+7 16 27%-44 2.94 312-50+23 12.9-1.0+0.4
3.5-5.6 24+ 5 24+5 18 132:31 4.16 9% 23+7 13.1+1.5+0.4
5.6-9.0 20+5 20+5 15 135-34 6.56 3810+3 18.3+2.3+0.7

5These figures of merit for the analysis of the decay chgins p®y— " 7~y were proposed if48].
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TABLE IV. The results of thep— "7~ #° analysis assumingd=B(7n— w7~ 7°) X B(7°— yv)
=0.23. The differential cross section is fere”—e*e™ 7.

Qinterval N, N, e BXN, Q  do/dQ(Q) = QYF,,(Q)|

(GeV?) detected signal (%) produced (Ge\?) (fb/GeV?) (0.01X GeV)
1.5-2.0 376 376 10 385+67 1.73 116#£202+-90 10.1+0.87£0.39
2.0-25 51+7 507 21 23535 2.23 714 105+55 12.1+0.89+0.47
25-35 49+7 48+7 23 21031 2.94 3184725 13.0+0.96+0.50
3.5-5.0 31+6 31+6 26 11723 4.16 11823+9 14.4+1.39+0.55
5.0-9.0 32t6 326 26 122+23 6.56 46-9*+4 20.1+1.88+0.77
9.0-20.0 G6t3 6+3 25 23+10 12.74 3.%+1.4+0.2 18.4:4.19+0.71

TABLE V. The results of they'— m°7%5p— 67 analysis assuming=B(7n'— 7°7°5) X B(n— y7)
X B2(m°— yy)=0.080. The differential cross section is fefe"—e*e™ 7’.

Q*interval N, N, e BxN,  Q? do/dQX(Q%) Q¥ Fyr,,(Q))
(GeV?) detected signal (%) produced (Ge\?) (fb/GeV?) (0.01x GeV)

15-20 407 40+7 8.4  474:85 1.73 4132 740+310 20.1-1.8+0.8
2.0-25 407  40=7 16 259-44 2.23 2258:381+169  22.7#1.9+0.9
25-35 296 296 16 176-38 2.94 767 16458 21.1+2.3+0.8
3.5-5.0 17+4 174 18 94+24 4.16 2747021 22.7%2.9+0.9
5.0-9.0 14+4 14+4 16 90+24 6.56 98267 30.0:4.0=1.1

TABLE VI. The results of the ' —a°7%p—57°—10y analysis assumings=B(7n'— 7°7°x)
X B(n—37°) x B3(7°— yy) =0.063. The differential cross section is fefe” —e*e” 7’.

Q? interval N, N, e  BXN, Q2 do/dQ¥(Q?) Q¥ Fyeyy(QD)
(GeV?) detected signal (%) produced (Ge\?) (fb/GeV?) (0.01X GeV)
1.5-3.0 18+5 185 3.5 510:153 2.09 1875563+ 204 18.6:2.8+1.0
3.0-9.0 7+3 7+2 5.4 12949 4.92 118 45+13 20.0:t3.8+1.1
TABLE VII. The results of the %' —p’y—a"7 5y analysis assumingB=B(%"—p°y)
X B(p®— " 77)=0.30. The differential cross section is fefe” —e*e™ 7’.
Q?interval N, N, e  BXN, Q2 do/dQ(Q)  Q2F e, (QD)
(GeV?) detected signal (%) produced (Ge\?) (fb/GeV?) (0.01X GeV)
1.5-2.0 111+13 111+13 8.9 1257%152 1.73 289% 350197 16.8:1.02£0.57
2.0-25 1314 13114 17 765-84 2.23 1759 193+120 20.0:1.10=0.68
2.5-35 123+14 123t14 21 59369 2.94 681 79+ 46 19.9+1.15+0.68
3.5-5.0 8611 86+11 24 35347 4.16 273618 22.6£1.51+0.77
5.0-9.0 49+10 49+10 31 158-32 6.56 45-9+3 20.4+2.08+0.69
9.0—-30.0 22+8 22+8 37 5821 15.30 3.21.1+0.2 24.8-4.44+0.84
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TABLE VIII. The results of the ' — 7" 7~ p— 7" 7 2y analysis assumind3=B(n'—n7 7")
X B(n— yy)=0.17. The differential cross section is fere” —e*e 7’.

Q*interval N, N, e  BxN, @ do/dQAQ?) Q¥ F s,y (QD)

(GeV?) detected signal (%) produced (Ge\?) (fb/GeV?) (0.01x GeV)
1.5-20 578 578 7.6 743104 1.73 300%421+199 17.21.2+0.6
2.0-25 709 709 17 408:51 2.23 1651 208+ 109 19.4-1.2+0.6
25-35 60+8 608 21 282+:38 2.94 5767738 18.2-1.2+0.6
3.5-5.0 58+8 58+8 27 216+30 4.16 292-40+19 23.5-1.6+0.8
5.0-9.0 45+7 457 34 13320 6.56 67 10+4 24.9-1.9+0.8

9.0-30.0 16-4 164 36 44+11 15.30 431.1+0.3 28.8£3.6:0.9

measured in data and predicted using numerical integratiorhat the shapes of the wave functions of all three pseudo-
respectively. The transition form factors are measure@%t Scalar mesons are similar.

where the differential cross sections achieve their mean val-

ues according to the results of numerical integration. The A. Results for 77°

numerical results have been obtained at an average center- Figs. 18-21 we compare our results for

of-mass energy of 10.56 GeV with the approximation for the > 2 ; ; o
form factor given by Eq(8). Q% Fyr,0(Q%)| with the theoretical predictions. Also

SN . hown in these figures are the results of the CELLO experi-
The Q? distributions measured from data and obtalneds ; g ;
numerically are shown in Figs. 16 and 17 for th— yy ment[50] and the asymptotic prediction of PQCD given by

d | fivelv. Onlv statistical Eq. (5). For both experimental results the error bars represent
and#,— yy analyses, respectively. Dnly stalisical €rrors ary,q giatistical errors only. To plot the results of the theoreti-
shoyvn in these f|gure%. To plot the results of numerical INteal predictions we use their published analytical forms. To
gration we usel'(m"—yy)=7.74eV and I'(7—7%)  ggtimate the value of . we use Eqgs(4) and (6) and the

=463 eV[59]. ; ; 0 i :
. . tabulated two-photon partial width ef* [59]. This estimate
We show our experimental results in Tables |-X. These n Wo-p partia’ Wi [59]. Thi !

ff 2.3 M ith i i | valye2.4
tables show th&? intervals, event yields obtained from the (I\)/Ie\}T) (\?vhiih he;g ?)%reef Smﬁis&ide);egci?ﬁgl? f:i)arr:ﬂ?:harged
fits, numbers of signal events after subtraction of the feed

_ et subitac pion decay5[59].
down background, detection efficiencies, Q& values, the In Fig. 18 the results are compared with the predictions
products of the differential cross sections and relevani,ade by Jakobet al. [13]. These authors calculated the
branching fractions, and the transition form factors, repre-y« . R transition form factor by employing a PQCD-based
sented in the fornQ?| . ,z(Q?)|. In Tables I-X the first technique and QCD radiative correctiofs4]. They used
error is statistical and the second erfathere givenis sys-  two estimates for ther® wave function: the asymptotic wave
tematic. function and the Chernyak-ZhitnitskfCZ) wave function.
This theoretical prediction gives a much better agreement
with our results when the asymptotic wave function is used.
VIl. COMPARISON OF THE RESULTS In terms of the PQCD-based approach this indicates that the
WITH THEORETICAL PREDICTIONS wave function has already evolved to the asymptotic form at
In this section we compare the results fof with theo- Q7 as small as 1 Ge¥/ Notice thatF,« o calculated with
retical predictions. For the transition form factors pfand  the CZ wave function changes when the QCD evolution of
7' we compare the results with the PQCD asymptotic pre-
diction only because little is known in theory about the wave
functions of these mesons. No predictions for the form fac- 7For each meso®, whereR is #°, 5 or ', our definition of the
tors of » and »' are available at this time except for the meson decay constafi, differs by a factor of W2 from the one
prediction of Kroll et al. [13] where these authors assumed accepted by the Particle Data Group and givef5@.

TABLE IX. The results of the p'—mtn p—27' 27 7°— 2727 2y analysis assuming3
=B(n'—7" 7 p)XB(g—m" 7 7°)XB(m°—yy)=0.10. The differential cross section is for
ee —e'e 7.

Q*interval N, N, e BXN, Q7 do/dQAQ%) QY Fyry,(QD)]

(GeV?) detected signal (%) produced (GeV?) (fb/GeV?) (0.01x GeV)
1.5-25 33+6 336 6.2  528-95 192  183@:329+176  15.9-1.4+0.7
25-35 22+5 22+5 13 16940 2.94 584 138+ 56 18.4-2.2+0.9
3.5-5.0 18+5 185 16 113-30 4.16 261 69x25 22.2£2.9+1.1
5.0-9.0 15+4 154 21 7420 6.56 64-17+6 24.4-3.2+1.2

9.0—-30.0 4c2 4+2 24 16+8 15.30 2.7%1.4+x0.3 22.9-58*1.1
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TABLE X. The results of they' — 7" 7 37°— a7~ 6y analysis assumin@=(B(n' — 7" 7 1)
X B(5— 370+ B(n'— 7°7°n) X B(n— 7+ 7 7°)) X B3(7°— yy) =0.14. The differential cross section is

’

forete”—ee 7'.

Q? interval N, N, € BXN,, Q? do/dQ*(Q?) Q3 Fy,,(Q?)|

(GeV®) detected signal (%)  produced (Ge\?) (fb/GeV?) (0.01X GeV)
15-25 54+8 54+8 3.7 1468206 192  2803393+247 19.7#1.4+0.9
25-35 25+6 25+6 7.5 330-78 2.94 63@ 149+ 55 19.1+2.3+0.8
3.5-5.0 15-4 154 10 16145 4.16 205%:57+18 19.7+2.7£0.9
5.0-9.0 13+4 13+4 13 10134 6.56 48-16+4 21.0-3.5+0.9
9.0-30.0 2+1 21 15 14-10 15.30 1.309+0.1 15.75.6+0.7

this wave function over the studie@? range is taken into error is due to the uncertainty in the value b¢7°— y7y)

account according t§37]. The transition form factor does [59]. The result of the fit is shown in Fig. 21. While we

not change when the asymptotic wave function is used besbserve that a simple VMD-like approximation describes the

cause this wave function exhibits no QCD evolution to lead-data very well, we should note that it disagrees with the

ing order inas. However, in next-to-leading order i, any  asymptotic prediction of PQCD. Also shown in Fig. 21 is the

wave function, including the asymptotic, is subject to theinterpolation given by Eq(7).

QCD evolution[65]. If this evolution is taken into account

the prediction with the asymptotic wave function which has

been derived to leading order ia, would also change B. Results for »

slightly [37]. We show the results of our measurements for
Caoet al. also made a prediction based on PQCIB]. Q% Fpx,,(Q%)| in Fig. 22. This figure also shows the

These authors disagreed with the approximations made tgsymptotic prediction of PQCD given by E¢) and the

simplify the form of the hard scattering approa@#SA) in interpolation given by Eq(7). To estimate the value df

[13]. Their prediction includes transverse momentum correcyg7.5 Me\) we use Eqs(4) and (6) and the tabulated Wo-

tions and is compared with our results in Fig. 19 for thepnoton partial width ofy [59]. We fit the|F,« ., (Q?)|? dis-

asymptotic and CZ wave functions. The theoretical predicyipytions measured using each decay chain with the func-

tion of Caoet al. yields a smaller value ofx 0 for Q°  tional form given by Eq.(8) and obtain the values of the

less than 8 Ge¥when the CZ wave function is used. This is pole-mass parametey, that are shown in Table XI. In this

a most intriguing result because the CZ wave function haggple, for each measurement, the first error is statistical, the

been proposed to account for measured excesses in the ralggond error represents systematic uncertainties of our mea-

for various processes, thus leading to larger values of theyrement, and the third error reflects the uncertainty in the

form factors and cross sectiof6s]. two-photon partial width ofy. From a simultaneous fit to our
The prediction of Radyushkimt al. [57] based on the

QCD sum-rules methofil1] is compared with the experi-
mental results in Fig. 20. This calculation describes the satu- 0.30 ————
rating behavior of our measurement, though it disagrees with -

the data at smalle®?. It should be noted that at lo®? the | 0 CELLO

prediction is not expected to agree with the data: the QCD | ®Ck0 s
radiative corrections which would be larger at smallg® - ’ ,,,,,,,,,,,,,,,,
have not been included in this theoretical analysis. The dis- 0.20 |- ‘ Pt ]

crepancy between the absolute values of the asymptotic lim-
its of PQCD and of this prediction might be due to the un-
certainties in the expectation values of the vacuum
condensates that are known only with 30% precidibh).
However, according to the authors, the agreement can be 010/
achieved by means of complicated QCD-evolution analysis
of the correlator functions used in this theoretical approach
[33].

Finally, we derive the value of the pole-mass parameter

A o which we use to represent our results in a simple phe- — e
0 25 5.0 7.5 10.0

Q?[F(@?)] (GeV)

nomenological form. We fit our results fgrF,«,,0(Q?)|? @ @eV?)
with a function given by Eq(8) and obtain the following
result: FIG. 18. Comparison of the resulfgoints for Q| F,«.,,0(Q?)]
with the theoretical predictions made by Jakethal. [13] with the
A 70=776+10=12+16 MeV, (13)  asymptotic wave functiotsolid curve and the CZ wave function

(dashed cunje The dotted curve shows the prediction made with
where the first error is statistical, the second error representie CzZ wave function when its QCD evolution is taken into ac-
systematic uncertainties of our measurements, and the thirgbunt.
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FIG. 19. Comparison of the resulfoints for Q% 7« ,,0(Q?)]
with the theoretical predictions made by Cabal. [16] with the
asymptotic wave functioigsolid curve and the CZ wave function

(dashed curve form.

three measurements for the productionpfve obtain the
following value of the pole-mass parameter:

We show the
A,=774+11+16+22 MeV.

(14)
The result of this fit is shown in Fig. 22.

We use the measured values of the parametefsand
A, to compare the soft non-perturbative propertiesrdaind
7. This is a legitimate comparison because the chiral limi
given by Eq.(6) and the asymptotic prediction given by Eq. of 4.3 keV[59)].
(5) are expected to hold for both® and %. From the com-
parison between the measured valuesAgh and A, we
conclude that th&? shapes of the/* y—meson transition
form factors of® and 7 are nearly identical, which strongly
indicates the similarity between the wave functions of thes

C. Results for '
results of our

measurements for
Q2| F e,y (Q?)] in Fig. 23. This figure also shows what
would be the PQCD asymptotic prediction given by E5).
for Q2|.7-‘7* y,,,(QZ)| if the chiral limit given by Eq.(6) held
for »'. To estimate the value df, (74.4 MeV) we use Egs.
t(4) and(6) and the tabulated two-photon partial width f

FIG. 21. The interpolation given by E¢f) (solid curve and the
pole-mass parameter fifdashed curveto our results(closed
circles for |F,«,,0(Q%)|? represented in theQ?|F «,,o(Q?|

We fit the |F ., (Q?)|? distributions measured using
each decay chain with the functional form given by ).
and obtain the values of the pole-mass paramatgr that
are shown in Table XI. From a simultaneous fit to our six
éesults for the production of;” we obtain the following
value of the pole-mass parameter:

mesons.
0.30 ————— TABLE XI. Values of the pole-mass parameteyso, A, and
i A, measured using various final states. For each measurement, the
| O CELLO first error is statistical, the second error represents the systematic
| ¢ CLEO uncertainties of our measurement and the third error reflects the
| experimental error in the value of the two-photon partial width of
‘ the meson.
_ 020 .
2 F 121, .
g | L | l_ | D G Decay chain Ag (MeV)
‘“% : + 1T 70— yy 776+10+12+16
N; s n—yy 778+19+12+22
0.10 - ﬂlﬂ# . 7—3m0—6y 773+=20+17+22
L 1 p—ata ot a2y 773+18+18+22
- 1 Simultaneous fit to ally data 774 11+16+22
- 1 7 —py—atay 857+15+19+19
- ] p—=atn pg—ata 2y 864+16+18+19
0 . 2'_5 S 5'_0 S 7'_5 S— '10.0 7],’—>’7T: ’7T:3’7T0—> 7J1;+7T:67 838+ 27+21+17
Q% (Gev?) ' —ata p—2at 2072y 824+ 29+ 25+ 18
7' —m’7%p—67y 931+ 29+ 21+ 23
FIG. 20. Comparison of the resuffsoints for Q% 7« ,0(Q?)] 7' — w70y — 10y 837+61+27+17
with the theoretical predictioicurve made by Radyushkiet al. Simultaneous fit to all;’ data 8599+ 18+ 20

[57].
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FIG. 22. Results of the pole-mass parameter fit to our results FIG. 23. Results of the pole-mass parameter fit to our results
(points for | F,x,,(Q?)|? represented in th@? F,«,,(Q?)]| form  (points for | F,«,,/(Q?)|* represented in th@?| 7« ,,,(Q?)| form
(dashed ling The solid curve shows the interpolation given by Eq. (dashed ling
).

perturbative properties of® and » agree with each other

A, =859+9+18+20 MeV. (15  which indicates that the wave functions of these two mesons
are similar. In thep’ analysis we have shown that the non-
The result of this fit is shown in Fig. 23. perturbative properties of' differ substantially from those

The results of our measurements for the productiop’'of of #° and 5. Our measurement fop’ provides important
demonstrate that if this particle wereg@ bound state and information for future theoretical investigations of the struc-
the QCD chiral limit given by Eq(6) held for this meson, ture of this particle.
the Q2-dependence of the transition form factor gf and
consequently its wave function would be significantly differ- ACKNOWLEDGMENTS

ent from these nonperturbative properties of eith@ror .
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