
PHYSICAL REVIEW D 1 JANUARY 1998VOLUME 57, NUMBER 1
Search for D0-D̄0 mixing and doubly-Cabibbo-suppressed decays of theD0
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We present results of a search forD0-D̄0 mixing and doubly-Cabibbo-suppressed decays of theD0 in
Fermilab experiment E791, a fixed-target charm hadroproduction experiment. We look for evidence of mixing
in the decay chainD*→pD→p(Kp or Kppp). If the charge of the pion from theD* decay is the same as
the charge of the kaon from theD decay~a ‘‘wrong-sign’’ event!, mixing may have occurred. Mixing can be
distinguished from other sources of wrong-sign events~such as doubly-Cabibbo-suppressed decays! by ana-
lyzing the distribution of decay times. We see no evidence of mixing. Allowing forCP violation in the
interference between DCS and mixing amplitudes our fitted ratio for mixed to unmixed decay rates isr mix

5(0.3920.32
10.3660.16)%. This corresponds to a 90% C.L. upper limit ofr mix,0.85%. The sensitivity of this

result is comparable to that of previous measurements, but the assumptions made in fitting the data are notably
more general. We present results from many fits to our data under various assumptions. If we assumer mix

50, we find a two-sigma wrong-sign enhancement in theKp mode which we ascribe to doubly Cabibbo-
suppressed decays. The ratios of doubly Cabibbo-suppressed decays to Cabibbo-favored decays are
r dcs(Kp)5(0.6820.33

10.3460.07)% andr dcs(Kppp)5(0.2520.34
10.3660.03)%.@S0556-2821~98!01103-5#

PACS number~s!: 13.25.Ft, 12.15.Ff, 14.40.Lb
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I. INTRODUCTION

The standard model predicts a rate forD0-D̄0 mixing
which is many orders of magnitude below the reach
present experiments. Typical calculations@1# give r mix , the
ratio of mixed to unmixed decay rates, in the range 10210–
1027. In contrast, various extensions to the standard mo
@2# allow a mixing rate close to the current experimen
570556-2821/97/57~1!/13~15!/$10.00
f
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sensitivity of 1023–1022. Consequently, a discovery o
D0-D̄0 mixing at currently measurable levels would be i
consistent with the standard model, and would provide
clear signal for new physics.

Experimentally, mixing is identified by a change in th
charm quantum number of the neutralD meson between its
production and decay. In the analysis presented in this pa
the charm of the producedD is determined from the deca
13 © 1997 The American Physical Society
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14 57E. M. AITALA et al.
D* 1→D0p1 ~or D* 2→D̄0p2), where the charge of the
pion indicates whether aD0 or aD̄0 was produced.D decays
are reconstructed in four all-charged hadronic decay mo
D→K2p1, D→K1p2, D→K2p2p1p1 or
D→K1p1p2p2. ~Hereafter, we will omit the charge su
perscripts from the final states where context allows.! Pos-
sible evidence for mixing comes from the detection of a m
son produced as aD0 (D̄0) decaying to a ‘‘wrong-sign’’
final state which contains aK1 (K2), with the kaon charge
opposite to that expected for unmixed decays.

Fermilab experiment E691@3# has previously used thi
technique to set what is currently the strictest upper limit
mixing, r mix,0.37%, albeit with specific assumptions whic
we will address in this paper. Fermilab experiment E6
obtained a limit ofr mix,0.56% by looking for same-sign
muon pairs inp-tungsten interactions, based on a spec
model for charm production@4#. Evidence for wrong-sign
decays has been presented by the CLEO Collaboration@6#,
which measures the ratio of wrong-sign to right-sign dec
to be (0.7760.2560.25)% for theKp final state. However,
the CLEO experiment was unable to distinguish betwe
mixing and doubly-Cabibbo-suppressed decays, which
produce wrong-sign events. Recently we have reported o
search for mixing using semileptonic decays of theD0 (D̄0)
which do not have a doubly-Cabibbo-suppressed backgro
@5#. We found thatr mix,0.50%.

It is possible to distinguish doubly-Cabibbo-suppress
~DCS! and mixing contributions to the wrong-sign rate b
studying the distribution ofD decay times. In the limit of
small mixing, the rate for wrong-sign decays takes the fo

G@D0~ t !→ f #5
e2Gt

4
u^ f uHuD̄0&CFu2U q

p U
2

3F4ulu21S ~DM !21
~DG!2

4 D t2

1@2Re~l!DG14Im~l!DM #t G , ~1!

where

l[
p

q

^ f uHuD0&DCS

^ f uHuD̄0&CF

, ~2!

and p and q describe the relationship between the cha
eigenstatesuD0& and uD̄0& and the mass eigenstatesuD1,2&:

uD1&5puD0&1quD̄0&,

uD2&5puD0&2quD̄0&. ~3!

The amplitudê f uHuD0&DCS represents the DCS decay of th
D0 while ^ f uHuD̄0&CF is the Cabibbo-favored counterpart fo
the decay ofD̄0. The parametersDM and DG describe the
differences in mass and width of the two physical states.
term proportional toulu2 in Eq. ~1! describes the contribution
from DCS amplitudes, the term proportional tot2 describes
the lowest-order contribution from mixing, and the term pr
portional tot represents the interference between mixing a
es
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DCS amplitudes. We can apply this formula to the measu
time distribution of wrong-sign decays to determine t
separate contributions from DCS and mixing amplitudes.

In the study that follows, we examine a sample of abo
9100 reconstructed, taggedD0 decays to look for wrong-sign
decays, using the different time distributions to separate
DCS and mixing contributions in our search. As we sh
see, there are no significant wrong-sign signals in our d
which leads us to set restrictions on the ratio of wrong-s
to right-sign rates. The most likely fit~in the possible stan-
dard model scenarios! will be presented first. Afterwards, w
will determine the effects of relaxing all constraints and
additional constraints~absence of DCS-mixing interference
no mixing at all! which investigate interesting physics cas
or are necessary to compare with previously published
sults.

II. EFFECTS OF CP VIOLATION

Equation ~1! describes the rate forD0 to decay to a
wrong-sign final statef . Within the context of some new
physics models, it is possible that the rate forD̄0 to decay to
f̄ is not the same, and thatCP is violated to a significant
extent. Thus, it is important to allow for the possibility o
CP violation. This results in the most conservative upp
limit on wrong-sign decays. The analysis presented her
the first experimental study to allow for the possibility ofCP
violation. ~For recent discussions of the role ofCP violation
in D0-D̄0 mixing see@7, 8#.!

Formally, the conjugate equation is

G@D̄0~ t !→ f̄ #5
e2Gt

4
u^ f̄ uHuD0&CF

2uU p

q U
2

3F4ul̄ u21S ~DM !21
~DG!2

4 D t2

1@2Re~ l̄ !DG14Im~ l̄ !DM #t G , ~4!

with

l̄[
q

p

^ f̄ uHuD̄0&DCS

^ f̄ uHuD0&CF

. ~5!

In principle,CP violation can arise through a difference b
tween Eqs.~1! and ~4! in any one of the three terms. An
term in Eq.~1! can differ from its charge conjugate in Eq.~4!
as a result of the interference of two or more contributi
amplitudes which have nonzero relative phases of both
CP-conserving andCP-violating type.

Inequality of the two constant terms~i.e., (uq/pu)2ulu2

Þ(up/qu)2ul̄ u2, but see comment in@9#! is referred to as
direct CP violation. This could be significant if two or
more comparable DCS amplitudes contribute with differe
CP-conserving andCP-violating phases. However, the sta
dard model contribution~which is expected to dominate!
provides only one weak,CP-violating phase. DirectCP vio-
lation is therefore likely to be small. Similarly, the tw
charge conjugate terms proportional tot2 will be the same
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57 15SEARCH FORD0-D̄0 MIXING AND DOUBLY-CABIBBO - . . .
unless there are two or more mixing amplitudes with relat
CP-violating andCP-conserving phases. On the contra
most models suggest that if mixing occurs at all, it is like
to be dominated by a singleCP-violating phase. Therefore
the most plausible constraint involvingCP violation restricts
CP violation to the interference term. We will explore th
possibility, as well as the more general case withoutCP
restrictions, in the study of our data which follows.

III. DESCRIPTION OF E791

We report the results of a search forD0-D̄0 mixing and
DCS decays using hadronic decays found in data from
experiment, Fermilab E791. We collected approximately
31010 hadronic interactions in the 1991–1992 fixed-targ
run using the TPL spectrometer@10# with a 500 GeV/c p2

beam. There were five foil targets: one 0.5-mm-thick Pt f
followed by four 1.6-mm-thick diamond foils with 15-mm
center-to-center separations. This arrangement allowed u
greatly reduce secondary interaction backgrounds by se
ing only charm candidates which decayed in air.

The target region was preceded by 6 planes of silic
microstrip detectors and 8 proportional wire chamb
~PWC’s! used for beam tracking and was followed by
additional planes of silicon microstrip detectors for meas
ing tracks produced at and downstream of the primary v
tex. The track momenta and slopes were also measured i
downstream spectrometer which had two magnets, 35 pla
of drift chambers, and two PWC’s. Two threshold Cˇ erenkov
counters providedp/K separation in the 6–60 GeV/c mo-
mentum range@11#.

The mixing analysis in this paper relies heavily on tra
reconstruction, which begins by using hits in the silicon d
tector and folds in additional information from the dow
stream devices. The tracking efficiency is approximat
80% for particles with momenta greater than 30 GeV/c and
drops to around 60% for particle momenta of 10 GeV/c. The
mean number of reconstructed tracks used to fit the prim
vertex is 7. After reconstruction, events with evidence
multiple vertices were kept for further analysis. The list
reconstructed vertices is used in the selection criteria
scribed below.

We determined our production~primary! and decay ver-
tex resolutions by comparing reconstructed and true ve
positions using our Monte Carlo detector simulation. T
transverse resolutions quoted below are one-dimensional
ues. Longitudinal and transverse position resolutions for
primary vertex are 350 and 6mm, respectively. For the mea
D0 momentum of 65 GeV/c the longitudinal resolutions fo
Kp andKppp vertices are 320 and 395mm, respectively,
and increase by 33 and 36mm, respectively, for every 10
GeV/c D0 momentum. Similarly, for the mean momentum
65 GeV/c, of the observedD0’s, the transverse resolution
for Kp andKppp vertices are 10 and 12mm respectively
and decrease by about 0.5mm for every 10 GeV/c increase
in D0 momentum.

The kaon and pion identification efficiencies and miside
tification probabilities vary with momentum and with th
signatures we require in the Cˇ erenkov detector. For typica
particle momenta in the range 20–40 GeV/c, the Čerenkov
identification efficiency of a kaon is around 58% when t
e
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probability for a pion to be misidentified as a kaon is 4%.
the same momentum range the Cˇ erenkov identification effi-
ciency of a pion is around 93% when the probability for
kaon to be misidentified as a pion is 35%.

IV. SELECTION OF DATA SAMPLE

A search for the rare wrong-sign mixing and DCS deca
requires selection criteria that emphasize background re
tion. We achieve this goal in two stages: initially reconstru
ing displaced secondary vertices and using a few loose
teria for selectingD0 decays to reduce the data sample, a
then optimizing the data selection with artificial neural n
works.

Initial reduction of the large E791 data set to a mana
able size was achieved with the aid of a few simple crite
Here, we describe the cuts made in these initial stages fo
D0→Kp mode. @When we refer toKp or Kppp in this
paper, without any explicit signs, we include the charge c
jugate states. Otherwise, we indicate a specific final state
explicitly specifying at least the kaon charge or specifyi
right-sign~RS! or wrong-sign~WS! decays.# Two-prong ver-
tices were used to start the search forD0 decays. The invari-
ant mass of the two-prongD0 candidate, assumed to beKp,
was required to be in the range 1.7–2.0 GeV/c2. The kaon
candidate was chosen as the one with the higher probab
of being a kaon based on Cˇ erenkov information. To further
reduce the contributions from misidentifiedD0 decays,Kp
candidates were rejected if the reverse hypothesis (pK) fell
within 2s of theD0 mass, wheres is the measurement reso
lution for the D0 mass. Similarly, to reduce contaminatio
from D0 decays toK1K2 andp1p2, Kp candidates were
rejected if theK1K2 or p1p2 mass hypotheses fell within
2s of the D0 mass. To help ensure that the reconstruc
secondary vertex was a true decay vertex, we required th
be separated from the primary vertex by at least 8 stand
deviations (sDz) in the beam direction~i.e., Dz/sDz.8).
Two further requirements ensured that the reconstructedD0

was consistent with originating at the primary vertex. Fir
the impact parameter of the reconstructedD momentum with
respect to the primary vertex,bp , was required to be les
than 60mm. Second, the component of the reconstructedD
momentum perpendicular to theD line of flight ~as deter-
mined from the primary and secondary vertex positions!, pT

D ,
was required to be less than 0.35 GeV/c. TheK andp decay
tracks were required to be well reconstructed in the silic
detectors and drift chambers. Finally, the momentum as
metry of theK and p as measured in the laboratory fram
~i.e., pasy[upW K2pW pu/upW K1pW pu) was required to be less tha
0.65. This reduced the contribution from random track co
binations, which tended to be asymmetric.

The cuts for theD0→Kppp case were similar in the
initial stages. We used candidates arising from both 4-pr
vertices and 3-prong vertices~with an added track!. The two
vertex samples contributed roughly equal amounts to the
nal. We requiredDz/sDz.8, bp,60 mm, pT

D,0.5 GeV/c,
and that the decay vertex be outside the target foils. TheD0

candidate mass was required to be in the range 1.7–
GeV/c2. To eliminate reflections from Cabibbo-favored d
cays we examined the hypothesis that the kaon was actu
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16 57E. M. AITALA et al.
a pion and one of the pions opposite in charge to the k
was actually a kaon. Since there are two such possibilit
candidateKppp decays were rejected if either possibili
yielded a candidate mass within 2s of the D0 mass. Tracks
were required to have momenta greater than 0.5 GeV/c and
to have greater than 4s of transverse separation from th
primary vertex wheres is the measurement resolution on t
separation. Finally, the decay tracks were required to for
vertex that was no more than 2.5 cm downstream of the fi
target. Beyond that point the silicon detectors and other
terial in the beam path provided large numbers of second
interactions.

In the final stage of analysis, we used two-layer fee
forward neural networks to optimize the signal select
@12,13#. Specifically, we chose selection criteria that ma
mize S/AB where S and B were the signal and the back
ground under the signal for the right-sign decays. A vec
whose components are variables such as the ones just
tioned, was fed into each neural net as the input layer. E
node in the next~hidden! layer computed the sigmoid of th
sum of an offset and the inner product of the input vec
with a weight vector. The results from this layer in tu
formed the input for a single node in the final~output! layer.
Thus, the networks effectively combined information fro
each variable we would otherwise have ‘‘cut’’ on and pr
vided a single output value in the range 0–1. This output w
monotonically related to the probability that a given can
date was signal and not background.

Since our two major sources of background were falseD0

candidates and realD0 candidates combined with rando
pions to produce fakeD* candidates, we used separate ne
ral networks to classify theD0 andD* candidates. Although
there are only two modes ofD0 decay examined in this
work, threeD0 samples were used to train the neural ne
one for theD0→Kp mode and two for theD0→Kppp
mode. The two separateD0→Kppp samples contained
candidates from vertices that had either all four or only th
of the four tracks.

In order to minimize our dependence on Monte Ca
~MC! calculations, we usedD0 candidates in our real data t
train separate neural nets for each of the three samples
choseD0 candidates that do not combine with pions to gi
a D* candidate. The training sample is thus independen
our mixing sample and ensures that the neural net train
was unbiased. A fourth neural net was trained using par
the right-signD* 1→D0p1 sample to classifyD* 1 candi-
dates. Every net was trained using events in the peak re
as ‘‘signal’’ and the remaining events as ‘‘background.’’ W
selected only those events for which the product of theD0

and D* net outputs was greater than a certain value ra
than making individual ‘‘cuts’’ on many variables.

In the D0→K2p1 mode, the net was presented with 1
input variables: thepT of theD0 relative to the incident pion
beam direction, the separation between the secondary
primary vertices (Dz), pT

D , bp , thex2 per degree of freedom
for the secondary vertex fit, the Cˇ erenkov-based probability
for the kaon to be a kaon, the momentum asymmetry (pasy),
the consistency probability for the secondary vertex to be
a target foil, the track fitx2 per degree of freedom for th
two tracks and the number of tracking systems traversed
n
s,
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each of the two tracks. The two nets for th
D0→K2p1p1p2 mode used seven variables, of which t
first six variables were the same as the first six just listed
the D0→K2p1 mode. The seventh variable was the sma
est contribution to thex2 of the fit to the primary vertex from
any of the four decay tracks. Finally, theD* neural net was
constructed using only five variables: thex2 per degree of
freedom for the track fit for the pion from theD* 1 decay
~referred to hereafter as the ‘‘bachelor pion’’!, the number of
tracking stations in which the pion is detected, the proba
ity that it is not a fictitious track, its momentum and thex2

per degree of freedom for the vertex fit of theD0 and the
bachelor pion. There were three nodes in the hidden laye
the D0→K2p1 and D* nets and four nodes in the hidde
layers of each of theD0→K2p1p1p2 nets.

Although we considered many variables, we pruned
list down to the variables listed above and also pruned so
of the connections to the hidden layer nodes when their c
tributions to the output were deemed unimportant using
technique called subset reduction, implemented as follo
Nodes in a given layer were viewed as a linear array, o
row for each event. The matrix thus formed was subjected
singular value decomposition using QRcp factorization@14#.
The ‘‘energy content’’ of the nodes was determined by t
resulting eigenvalues@15#. Nodes with an ‘‘energy content’’
, 1% were deleted.

We also tried other techniques for selecting events,
cluding the more common method of using independ
‘‘cuts’’ in each variable and a binary decision tree~BDT!
technique@16#. The sensitivity of the neural net techniqu
was about 10% higher than the BDT in theD0→Kp mode
and about 30% higher than the BDT in theD0→Kppp
mode; in turn the BDT was better than the commonly us
‘‘cuts’’ technique. One further advantage of the neural n
technique was that the output could be used to choose
best candidate in an event, should there be more than on~a
rare occurrence!. This simplified the statistical analysis in th
fits to our data.

The results of our neural net optimizations are shown
Fig. 1 for right-sign and wrong-signKp and Kppp final
states. In this figure, we plot the candidateD0 mass@m(Kp)
or m(Kppp)# versus Q, defined as Q[m(Kpp)
2m(Kp)2m(p) or Q[m(Kpppp)2m(Kppp)
2m(p). For realD* decays,Q has a value of about 5.8
MeV. In the right-sign plots~top of Fig. 1!, clear signals are
apparent over small backgrounds. The bands of event
m(Kp) or m(Kppp)'1.865 GeV/c2 are due to realD0

decays combining with random pions in the event to give
falseD* candidate. These bands are more readily seen in
wrong-sign plots~bottom of Fig. 1! where the vertical scale
is expanded by a factor of 20. This background, which
will refer to as ‘‘random pion’’ background, is the dominan
one in our analysis. We will call the remaining broad bac
ground visible in the plots the ‘‘falseD0’’ background.

In the right-sign plot for theKp mode, there is a signal o
5643 events above a background of 235 events. In the ri
sign plot for theKppp mode, there is a signal of 346
events above a background of 146 events. The signals
backgrounds are estimated in a region spanning61.75s
around the peak inQ, for 1.77,mD0,1.97 GeV/c2. The
precise region used to estimateS andB is not important for
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57 17SEARCH FORD0-D̄0 MIXING AND DOUBLY-CABIBBO - . . .
the optimization. The resulting sensitivities (S/AB) for the
two modes are 368 (Kp) and 287 (Kppp).

V. FIT TECHNIQUE

The process just described results in eight separate
sets:D0 or D̄0, decaying toKp or Kppp, right-sign or
wrong-sign decays. Although it is possible for us to fit ea
data set separately~which we have done as a check!, it is
useful to combine all eight data sets into a single fit. T
allows us to take advantage of the fact that the central va
of theD andD* signals, as well as themKp , mKppp andQ
resolutions, are the same for the different data samples.
der these circumstances, most of the parameters of the s
fit ~which are largely parameters to describe backgrou!
remain uncoupled, and in that sense are no different fr
eight separate fits. Only the signal masses and resolution
constrained across data samples. Studies of separate fi
the different samples show no significant shifts from t
single fit results and have convinced us that these constr
are valid.

Our most general fit includes no constraints beyond th
just described, and is summarized in Sec. VII and in Ta
V. However, as discussed in Sec. II, the most likely scena
is that there is noCP violation in either the DCS or the pur
mixing terms of the wrong-sign rates. This leads to th
additional constraints, discussed at the end of this sec
which then lead to the results of Table II. These results
the main focus of our studies in mixing. Finally, in Sec. V
we perform other fits using additional physical restrictio
~no DCS-mixing interference, or no mixing at all! in order to

FIG. 1. Plots ofQ ~defined in the text! versus the candidateD
mass for right-signD→Kp ~top, left!, right-signD→Kppp ~top,
right!, wrong-sign D→Kp ~bottom, left!, and wrong-sign
D→Kppp ~bottom, right!. Clean signals are apparent in bo
right-sign plots. In all four plots, the bands of events
m(Kp),m(Kppp)'1.87 GeV/c2 are due to realD decays com-
bining with random pions to give falseD* candidates.
ta
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re

explore other physics hypotheses and to compare with
vious measurements. In what follows, we describe the te
of the fit in detail.

As stated, we perform a single unbinned maximum lik
lihood fit to the data, using the following form for the ln o
the likelihood:

lnL5(
i

lnLi2(
f

S 1

2
ln@2pNpred

f #1
@Npred

f 2Nobs
f #2

2Npred
f D ,

~6!

where the first sum is over all theD* candidates, the secon
sum is over the eight decays used in the analysis,Li repre-
sents the likelihood for each candidate, andNobs

f is the ob-
served number of candidates for each final state. The a
ment of the second sum is the logarithm of a normaliz
Gaussian, and serves to constrain the number of candid
predicted by the fit,Npred

f . There are three contributions t
eachLi : signal, random pions with realD0’s, and random
pions with false D0’s. In addition, for the D0→K7p6

samples we include a contribution from misidentifie
D0→K1K2 andD0→p1p2 decays, which also contribut
measurable background.

Li5S~mi ,Qi ,t i !1M ~mi ,Qi ,t i !1P~mi ,Qi ,t i !

1F~mi ,Qi ,t i !, ~7!

wheremi , Qi , and t i are theD mass,Q value and proper
decay time of each candidate. A wrong-sign signal even
described by simple Gaussian terms inmi andQi , multiplied
by a sum of the three different decay time distributions t
represent the DCS, mixing and interference contributio
@see Eq.~1!#:

S~mi ,Qi ,t i !5
1

Npred

1

A2psD

e2~mD02mi !
2/2sD

2

3
1

A2psQ

e2~QD* 2Qi !
2/2sQ

2
$AdcsBexpt~ t i !

1AmixBmix~ t i !1AintBint~ t i !%, ~8!

where

Bexpt~ t i !5Bexpt
0 e~ t i !E dte2~ t2t i !

2/2s0
2
e2Gt,

Bmix~ t i !5Bmix
0 e~ t i !E dte2~ t2t i !

2/2s0
2
t2e2Gt, ~9!

Bint~ t i !5Bint
0 e~ t i !E dte2~ t2t i !

2/2s0
2
te2Gt,

e(t i) is the reconstruction efficiency ands0 is the decay time
resolution. EachB(t i) is normalized to unit integral so tha
Adcs, Amix , and Aint can be interpreted as the number
observed candidates of each type. The Gaussian smea
integrals are performed analytically with a smearing wid
s0 5 0.05 ps.

t



t
n
it

on
m

-

cy
o
-

c

e

t

y

not

rate
a-
d

a

/

dom

e
n-
nt
o
of

-
to

e-

les
e
c

ou
a

n
a

e
-
,
rep-

18 57E. M. AITALA et al.
The reconstruction efficiencye(t) is the first of three
functions that must be modeled for the fit. It is desirable
measure this function using real data rather than using Mo
Carlo simulation. Fortunately, this can be accomplished w
a sample of right-sign events. Since there is no mixing c
tribution to the right-sign decay rate, the true decay ti
distribution for right-sign decays is proportional toe2Gt with
G5(0.415 ps)21 @17#. The reconstructed distribution is pro

portional toe(t)*dte2(t2t i )
2/2s0

2
e2Gt. Therefore, dividing the

measured right-sign distribution~corrected for non-D0 back-
ground using sideband subtraction! by the known smeared
exponential gives a distribution proportional to the efficien
@18#. Figure 2 shows the results of that measurement for b
the Kp andKppp final states, which we will use to repre
sente(t) in the fit.

Despite the explicit mass cuts designed to reduce ba
grounds fromD0→KK and D0→pp decays described in
Sec. IV, some contamination remains. The misidentifi
D0→KK andD0→pp events are described by

M ~mi ,Qi ,t i !5
1

Npred
AKK,ppU~mi !V~Qi !Bexpt~ t i !.

~10!

where the functionsU(mi) and V(Qi) are obtained from
Monte Carlo simulations ofKK andpp reflections remain-
ing after all cuts, including explicit mass cuts designed
minimize these reflections. The parametersAKK,pp describe
the number of events in the wrong-signK1p2 and K2p1

samples. Similar backgrounds for theKppp mode are not
significant~see Sec. VIII for further discussion!.

The random pion background is described by

P~mi ,Qi ,t i !5
1

Npred
Ap

1

A2psD

3e2~mD02mi !
2/2sD

2
R~Qi !Bexpt~ t i !. ~11!

FIG. 2. Reconstruction efficiencies forD0→Kp ~left! and
D0→Kppp ~right!, as measured from the right-sign data samp
The low efficiency at short decay times is typical of fixed-targ
experiments which identify charm decays by a secondary de
vertex. The drop in efficiency at long decay times is due to
selection criteria which remove decays occurring in downstre
target foils. Efficiencies for charge conjugate final states~e.g.,
eK2p1 andeK1p2) are observed to be the same within errors, a
have been combined in the above plots. The vertical scales
arbitrary.
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The background shape inQ, represented byR(Q), is inde-
pendent of the candidateD mass. We model this shape b
combining aD0 candidate from one event with ap from
another event. As long as theD0 is not strongly correlated
with other tracks in the event, and the selection cuts are
dependent on the spatial relation between theD0 and other
tracks in the event, this technique should provide an accu
model of background. Monte Carlo studies confirm the v
lidity of this method. The resulting distribution is compare
to the wrong-signD0→Kp and D0→Kppp data samples
in Fig. 3.

The falseD0 background is adequately described by
linear function inmi :

F~mi ,Qi ,t i !5
1

Npred

A0@11A1~mi2m0!#

Dm
R~Qi !Bf alse~ t i !,

~12!

wherem0 is an arbitrary reference chosen to be 1.87 GeVc2

andDm is theD0 mass interval~0.2 GeV/c2). The function
R(Q) is observed to be the same as in the case of the ran
pion and realD0 background described by Eq.~11! above.
The functionBf alse(t i) describes the time distribution of th
falseD0 background. We model this distribution using ca
didates from theD mass sidebands of the right-sign eve
sample~Fig. 4!. Since this background is very small, we d
not need to model it with great precision, and the statistics
Fig. 4 are adequate.

The likelihood function for right-sign decays is con
structed similarly. Since right-sign decays were used
model e(t) and Bf alse(t), we do not use the lifetime infor-
mation for these events in the fit. Moreover, right-sign d

.
t
ay
r
m

d
re

FIG. 3. Histograms show distributions ofQ[m(Kpp)
2m(Kp)2m(p) ~top! and Q[m(Kpppp)2m(Kppp)
2m(p) ~bottom! for wrong-signD candidates in the mass rang
1.835–1.895 GeV/c2. The points with error bars show the distribu
tions from combiningD0 candidates andp ’s from separate events
normalized to the histograms. These distributions are used to
resentR(Q) in the likelihood fits.
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cays are not subject to mixing or interference, and so the
functions for these events are given by the simplified form
las

S~mi ,Qi !5
1

Npred

1

A2psD

3e2~mD02mi !
2/2sD

2 1

A2psQ

e2~QD* 2Qi !
2/2sQ

2
Ars ,

P~mi ,Qi !5
1

Npred
Ap

1

A2psD

e2~mD02mi !
2/2sD

2
R~Qi !,

~13!

F~mi ,Qi !5
1

Npred

A0@11A1~mi2m0!#

Dm
R~Qi !.

We fit all the data, both right-sign and wrong-sig
D0→Kp andD0→Kppp, simultaneously in one fit. Sepa
rate terms for charge conjugate final states are provide
allow for the most general possible form forCP violation.
Under these conditions, we have four signal parame
(ADCS, Amix , Aint and AKK,pp) and three background pa
rameters (Ap , A0 and A1) for the two wrong-sign decay
modesD0→K1p2 and D̄0→K2p1. We have three signa
parameters (ADCS, Amix andAint) and three background pa
rameters (Ap , A0 and A1) for the two wrong-sign decay
modesD0→K1ppp and D̄0→K2ppp. For each right-
sign mode (D̄0→K1p2, D̄0→K1ppp, D0→K2p1, and
D0→K2ppp) we have one signal parameter (Ars) and
three background parameters (Ap , A0 andA1). Additionally,
we have five mass parameters (mD0, sKp , sKppp , QD* ,
sQ) to describe the signal Gaussian functions. SeparateD0

mass resolutions are used for theKp andKppp final states.
The resolution inQ is dominated by the bachelor pion, and
therefore the same for the two final states.

With this list we have 47 parameters for a complete
scription of the data. However, we expect that the falseD0

backgrounds for right-sign and wrong-sign decays to
sameD0 final state should have the same slope param
(A1), although the level (A0) may differ since they are com

FIG. 4. The measured decay time distribution forD0→Kp can-
didates~left! and D0→Kppp candidates~right!, taken from the
sidebands 1.77,mD,1.81 GeV/c2 and 1.93,mD,1.97 GeV/c2.
These distributions are used to representBf alse(t) in the likelihood
fit.
fit
-

to

rs

-

e
er

bined with pions of different charge to form theD* candi-
dates. This observation reduces the number of paramete
43.

We also note that the valuesr mix(D
0→D̄0) and

r mix(D̄
0→D0) should be independent of theD decay final

state. Thus, without loss of generality, we can assume
r mix(D

0→K1p2)5r mix(D
0→K1ppp) and r mix(D̄

0

→K2p1)5r mix(D̄
0→K2ppp). This eliminates two more

parameters from our fit@19#, leaving us with a total of 41
independent parameters to describe the full data set.

It is convenient to express the wrong-sign signal para
etersADCS, Amix andAint in terms of the ratios of produce
wrong-sign events to produced right-sign events, since th
are the parameters of primary physics interest. For
wrong-signK2p1 final state

r DCS~K2p1!5
ADCS~D̄0→K2p1!

Ars~D̄0→K1p2!
,

r mix~K2p1!5
Amix~D̄0→K2p1!

Ars~D̄0→K1p2!
cmix , ~14!

r int~K2p1!5
Aint~D̄0→K2p1!

Ars~D̄0→K1p2!
cint ,

and similarly forK1p2, K2ppp andK1ppp. Thec’s in
the expressions forr mix and r int are given by

cmix5

E dtiGe~ t i !E dte2Gte2~ t2t i !
2/2s0

2

E dti
1

2
G3e~ t i !E dtt2e2Gte2~ t2t i !

2/2s0
2
, ~15!

cint5

E dtiGe~ t i !E dte2Gte2~ t2t i !
2/2s0

2

E dtiG
2e~ t i !E dtte2Gte2~ t2t i !

2/2s0
2
.

These terms correct for the different integrated efficienc
for reconstructing wrong-sign DCS, mixing and interferen
events. Table I shows these correction factors for both
Kp andKppp final states.

Although the production characteristics ofD0 andD̄0 are
different in our experiment, the ratios in Eq.~14! are de-
signed to cancel this effect. In constructing these ratios
implicitly assume that the Cabibbo-favored amplitud

^ f̄ uHuD0& and ^ f uHuD̄0& are equal in magnitude, as men

TABLE I. Correction factors for the difference in integrate
reconstruction efficiencies associated with the decay time distr
tions of the mixing and interference terms. See Eq.~15! in the text.

cmix(Kp) 0.388
cint(Kp) 0.499
cmix(Kppp) 0.359
cint(Kppp) 0.473
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TABLE II. Signal and background parameters for the fit described in Sec. V, which assumes noCP violation in either the DCS or mixing

terms. Thus, we have used the constraintsr DCS(D
0→K1p2)5r DCS(D̄

0→K2p1), r DCS(D
0→K1ppp)5r DCS(D̄

0→K2ppp), and

r mix(D
0→D̄0)5r mix(D̄

0→D0).

D0→K2p1
D̄0→K1p2 D0→K2ppp D̄0→K1ppp

Ars 2269249
149 2966256

156 1314238
138 1677242

142

Ap 746233
133 797235

135 311221
121 368223

123

A0 338224
124 423227

127 278219
119 356221

121

D̄0→K2p1 D0→K1p2
D̄0→K2ppp D0→K1ppp

r DCS(%) 0.9021.09
11.2060.44 20.2021.06

11.1760.35
r mix (%) 0.3920.32

10.3660.16
r int (%) 20.4620.97

10.8960.41 20.8421.00
10.9260.43 20.2920.96

10.8960.37 20.2520.94
10.8760.36

Ap 737232
132 749230

130 323219
119 315219

119

A0 243224
124 333222

122 214216
116 238217

117

AKK,pp 60214
115 49214

115

K2p1 K1p2 K2ppp K1ppp

A1 (c2/GeV! 23.2920.81
10.81 23.7320.68

10.68 22.8620.76
10.76 22.6520.70
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tioned previously@9#. With this assumption,r mix of Eq. ~14!
can be interpreted according to convention as

r mix5
1

2G2UqpU
2S ~DM !21

~DG!2

4 D . ~16!

At this point, the fit is completely general, with no physi
assumptions applied. However, as discussed in Sec. II,
unlikely that CP is violated in the DCS and pure mixin
terms of the wrong-sign rates, even in most extensions to
standard model. Under these circumstances, there are
additional constraints, namely r DCS(D

0→K1p2)
5r DCS(D̄

0→K2p1), r DCS(D
0→K1ppp)5r DCS(D̄

0

→K2ppp), and r mix(D
0→D̄0)5r mix(D̄

0→D0). These
constraints remove three more parameters from the fit, le
ing a total of 38. We will use this fit to give us our primar
result, summarized in Table II.

VI. RESULTS

We fit the data over the range 1.77–1.97 GeV/c2 in mD ,
0.0–0.020 GeV/c2 in Q and 0.0–4.0 ps int. Tables II and III
show the resulting 38 parameters from our primary fit, d
scribed in the previous section. The wrong-sign ratios are
small or consistent with zero, indicative of small DCS
Cabibbo-favored ratios and very little mixing. Using the c
terion D lnL50.82 ~neglecting systematic errors!, we calcu-
late the one-sided, 90% C.L. upper limit for mixing to b
r mix,0.85%. There is also no evidence forCP violation.
Figures 5 and 6 show the fit results overlaid on the d
distributions formD , t, andQ. Good agreement is evident i
every distribution.

The lego plots of Fig. 1 demonstrate that the largest ba
ground comes from realD decays combining with random
pions to produce falseD* candidates. This phenomenon
also apparent in Figs. 5 and 6 where we see many wro
is

he
ree

v-

-
ll

a

k-

g-

sign candidates accumulated at theD0 mass~left column!
but very few of these candidates show the correctQ value
~right column! to have come fromD* decays. A true wrong-
sign signal from mixing or DCS decays would be manifest
a simultaneous peak in both theMKp ~or MKppp) and Q
distributions.

It is important to note that the excess of candidates aQ
' 0.006 GeV in the wrong-sign decaysD0→K1p2 and
D̄0→K2p1 ~lower right plots of Fig. 5! is due primarily to
D*→D0p with D0→K1K2 or p1p2, which is misidenti-
fied asD0→Kp. These candidates are reconstructed at
right Q value forD* decays, but appear outside theD0 mass
region inMKp . Although it is hard to see these candidates
the lego plots of Fig. 1, they show up as the enhancemen
the projectedQ distributions in Fig. 5.

Figure 5 also shows the misreconstructedK1K2 and
p1p2 mass, time andQ distributions from our Monte Carlo
studies as the crosshatched histograms in the bottom
plots. The normalization is determined by our fitted valu
for AKK,pp from Eq.~10!. Although the reflections are barel

TABLE III. Mass parameters for the fit described in Sec.
which assumes noCP violation in either the DCS or mixing terms
Thus, we have used the constraintsr DCS(D

0→K1p2)

5r DCS(D̄
0→K2p1), r DCS(D

0→K1ppp)5r DCS(D̄
0

→K2ppp), andr mix(D
0→D̄0)5r mix(D̄

0→D0). All values are in
MeV/c2. There are systematic uncertainties on these parameters
are bigger than the statistical errors shown here, but they have
consequential effects on the parameters of Table II.

mD0 1865.820.1
10.1

sKp 15.1620.16
10.16

sKppp 10.7620.15
10.15

QD* 5.9220.01
10.01

sQ 0.7620.01
10.01
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FIG. 5. Projections of the fourD→Kp data
samples onto each of three distributionsmKp , t
andQ. Data are from theD0 mass range@1.770
, m(Kp) , 1.970# GeV/c2. Solid curves show
the projections of our primary fit, summarized i
Table II. The broad component of the peaks
the wrong-signQ plots is described well by re-
flections ofK1K2 andp1p2 signals. MC simu-
lations of reflectedK1K2 and p1p2 signals
normalized to the fit values ofAKK,pp are shown
as crosshatched histograms in the wrong-s
plots.
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visible in themKp and time distributions, they contribute
broad enhancement at 0.006 GeV in theQ distributions. Fig-
ure 7 shows the fitted contribution ofD0→K1K2 and
p1p2 misidentified decays scaled up by a factor of 20 a
superimposed on the wrong-sign mass plot. The reflec
signal is depleted in theD0 mass signal region~indicated by
arrows!. More relevant to the mixing rate determination
Fig. 3a which shows the combinedQ distributions from
d
d

D0→K1p2 and D̄0→K2p1, but with tighter cuts around
theD0 mass. Clearly, very little of the excess remains in t
centralD0 mass region. The fit attributes only about 34 ca
didates to the total wrong-signKp signal.

We have also investigated the effects of other cha
backgrounds which might feed into our wrong-sign samp
using Monte Carlo studies and replotting correctly identifi
states as if they were misidentified. The largest such sou
ns

ry
FIG. 6. Projections of the fourD→Kppp
data samples onto each of three distributio
mKppp , t, and Q. Data are from theD0 mass
range @1.770 , m(Kppp) , 1.970# GeV/c2.
Solid curves show the projections of our prima
fit, summarized in Table II.
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of background comes from doubly misidentified decays
D0→Kp or Kppp, in which theK and ap of opposite
charge are both misidentified~asp andK) by the Čerenkov
detector. Although we explicitly cut against these misiden
fied decays in our data selection, a small fraction is expec
to pass our cuts. Our Cˇ erenkov measurements allowD0 de-
cays to be doubly misidentified around 1.3% of the tim
However, only about 15% of these candidates have an
variant mass within 20 MeV/c2 of the D0 mass. The selec
tion cut on the reflected mass of each candidate further
duces this background by about a factor of 20. Furtherm
since the background is very broadly distributed in ma
rather than peaked in the signal region, we expect the fi
respond only weakly by changing the wrong-sign rati
probably at the level of a few times 1024 or lower. Since this
background has an exponential decay time distribution
will be interpreted as a signal forr DCS, and will not affect
the measurement ofr mix or r int at all.

The remaining potential sources of charm backgrou
come fromD*→pD decays with theD decaying to a mode
other than Kp or Kppp. For the Kp mode, the
D0→K1K2 andp1p2 were the most significant, and wer
handled as described previously. In addition, we have ex
ined decaysD0→K2p1p0, K2m1n ~doubly misidentified!,
andD0→p1p2p0 ~singly misidentified!, which might con-
tribute as background toD0→Kp. As a general rule, the
misidentification rates for these modes are similar to w
was observed for the double misidentification above~all
misidentification is dominated by the Cˇ erenkov selection cri-
teria for the kaon candidate!, while the misidentified masse

FIG. 7. The sum of the wrong-sign mass distributions in
lower two rows of Fig. 5. The crosshatched histogram is the
flected mass distribution ofD0→K1K2 and D0→p1p2 decays
from Monte Carlo simulations normalized to 20 times the amo
favored by our primary fit, summarized in Table II. Notice th
depletion of reflected signal in theD0 mass signal region. Figure 3
shows theQ distribution for events within the restricted mass r
gion indicated by the arrows.
f
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~in some cases after losing a neutral particle! are well outside
the signal region. None of the other decays were seen
contribute a significant background to our data samples.

In performing the fit, we discovered that ther DCS and
r mix terms are strongly anticorrelated with ther int terms, and
strongly correlated with each other. Figure 8 demonstra
how these correlations come about in a hypothetical c
where the interference contribution approximately canc
the contribution from pure mixing. This plot demonstrat
that even when the full time evolution deviates only sligh
from the pure exponential form of DCS decays, a large c
tribution from mixing can be present if it is offset by a d
structive interference contribution. This implies that the fi
ted values for the interference contribution and the mix
contribution are strongly anticorrelated.

Figure 9 illustrates the correlations in our particular fit
showing the likelihood contour plots for representative pa
of parameters for theD0→K1p2 mode. These strong cor
relations account for much of the uncertainty in the wron
sign ratios. Table IV gives the correlation coefficients for t
different wrong-sign ratios. The correlations of these rat
with all other parameters of the fit are negligible. We no
that the correlations would be slightly reduced in an expe
ment with better efficiency at short decay times where th
is good discrimination betweenr DCS and the other terms.

-

t

FIG. 8. A hypothetical plot of the time dependence of wron
sign decays taken from@7#. The dashed line represents the DC
contribution. The dotted line shows the contribution due to mixin
The dash-dotted line shows the contribution from destructive in
ference of DCS and mixing amplitudes when the interference
30% of its maximum. The solid line is the sum of all three cont
butions. The vertical scale is arbitrary.
trices
TABLE IV. Correlation coefficients for the wrong-sign ratios from the fit of Table II. Only the lower halves of the symmetric ma
are shown. Correlations with the fit parameters that are not shown are negligible.

r DCS(Kp) r DCS(Kppp) r int(K
2p1) r int(K

1p2) r int(K
2ppp) r int(K

1ppp) r mix

r DCS(Kp) 1.00
r DCS(Kppp) 0.58 1.00
r int(K

2p1) -0.92 -0.68 1.00
r int(K

1p2) -0.90 -0.68 0.95 1.00
r int(K

2ppp) -0.71 -0.90 0.84 0.85 1.00
r int(K

1ppp) -0.70 -0.90 0.82 0.83 0.95 1.00
r mix 0.78 0.74 -0.92 -0.93 -0.92 -0.90 1.00
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FIG. 9. Likelihood contours corresponding t
D lnL50.5 and 2.0 for the fit of Table II, illus-
trating the correlations among the three para
eters r DCS(Kp), r mix and r int(K

1p2). Strong
correlations among these parameters are ap
ent. The correlations among other wrong-sign r
tios are similar.
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VII. OTHER FITS

Table II shows our primary results in the search for m
ing. These results assume thatCP violation can only occur
in the interference terms of the fit, an assumption suppo
by most extensions to the standard model~see the discussion
in Sec. II!. However, to answer any concerns about this
sumption, we have also performed a fit in which theCP
constraints are relaxed. Table V shows the results for
wrong-sign ratios of that 41 parameter fit. As expected,
central values forr DCS and r mix bracket the correspondin
combined terms in Table II, and all the fit errors have
creased. Using the criterionD lnL50.82 ~neglecting system-
atic errors!, we calculate the one-sided, 90% C.L. upper li
its to be r mix(D̄

0→D0),0.74% and r mix(D
0→D̄0)

,1.45%.
We note that the earlier measurement by the E691

laboration@3# assumed that the interference termsr int were
negligible. Recently, there has been lively discussion c
cerning the validity of this assumption@7,8,20#. Although
some authors suggest that the phase between DCS and
ing amplitudes may be small, and therefore that the inter
ence termsr int should also be small, we prefer to quote o
results without this constraint. Nonetheless, to compare
measurements with the previous results from E691, we h
performed a fit in which we set the interference terms
-

d

-

e
e

-

-

l-

-

ix-
r-
r
ur
ve
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zero. Our results for mixing arer mix50.2120.09
10.0960.02%,

which is to be compared with the E691 resultr mix
5(0.0560.20)%. The reduction of the fit errors from Tab
II is indicative of the strong correlations with ther int param-
eters, which are now fixed at zero. E691 also touched on
point by considering several different fixed values of the
terference term~only one interference term was allowed
their model!. Their results showed behavior similar to wh
we see in our data: strong correlation between wrong-s
ratios, and reduced fit errors when fixing the interferen
term to zero.

Finally, we explore the possibility that mixing is com
pletely negligible, as one would expect from purely stand
model contributions. In this case, we fit only for the DC
terms, obtaining r DCS(Kp)5(0.6820.33

10.3460.07)% and
r DCS(Kppp)5(0.2520.34

10.3660.03)%. The result for
D0→Kp demonstrates a two-sigma excess in the signal
gion which we believe is the result of real DCS deca
Figure 10 shows this excess after background subtract
We note that our value for the DCS rate is consistent w
the CLEO measurement@6# for the total wrong-sign rate
r WS(Kp)5(0.7760.2560.25)%.

VIII. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties in the fit arise primarily from o
modeling of the three functionse(t), R(Q), and Bf alse(t).
TABLE V. Fit results for the wrong-sign ratios of the most general fit, with no assumptions aboutCP.

D̄0→K2p1 D̄0→K2ppp D0→K1p2 D0→K1ppp

r DCS(%) 0.8021.37
11.4660.47 20.6721.35

11.4460.41 1.2621.79
11.9460.49 0.3321.70

11.9160.32
r mix (%) 0.1820.39

10.4360.17 0.7020.53
10.5860.18

r int (%) 20.1121.16
11.0860.43 0.2221.18

11.1260.41 21.4621.59
11.4960.47 20.8921.46

11.3560.35
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By using the right-sign data samples to estimate these fu
tions, we have minimized our dependence on Monte Ca
models, but some uncertainty remains. The results of
studies of systematic uncertainties are summarized in Ta
VI and VII. Below we describe the entries in Table VI whic
are the systematic errors obtained from studies on the fi
Table II. The entries in Table VII are obtained similarly. W
find that the systematic uncertainties in the analysis are s
compared with the statistical errors from the fit.

The uncertainties in the first row arise from our estima
of the size of the reflection inKp from misidentified
D0→K2K1 and D0→p2p1 events. Most of this uncer
tainty arises from our knowledge of the branching ratios
these modes. We have estimated this error as 20% of
difference between the results of fits with and without ter
describing these reflections.

The uncertainties listed in the third row~‘‘statistics of
effy and bkgd distrs’’! result from the uncertainties in ou
estimates ofe(t), R(Q), andBf alse(t) due to the finite size
of our right-sign data sample. The error bars on the co
sponding histograms in Figs. 2, 3, and 4 show the leve
uncertainty involved. Statistical uncertainties in the mode
the functionR(Q) ~Fig. 3! have been greatly reduced b
combining eachD0 candidate with pions from many differ
ent events, so that the uncertainties in this histogram
negligible in comparison with the uncertainties of Figs. 2 a
4. In order to propagate these statistical uncertainties to
certainties in the fitted parameters, we perform many fits
the data, modifying each bin in each of the histograms
e(t), R(Q) andBf alse(t) by a Gaussian fluctuation with th
resolution given by the error bars. The rms spreads of
fitted parameters from 25 such fits are given in Table VI

The uncertainties listed in the fourth row of Table V
~‘‘binning of effy and bkgd distrs’’! are due to the fact tha

FIG. 10. Distribution inQ for wrong-signD→Kp candidates in
the mass range 1.845–1.885 GeV/c2. The plot has been backgroun
subtracted using the fit with no mixing~standard model case!. The
Gaussian overlay shows the size of the signal attributed to D
decays by the fit.
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we have represented thee(t), R(Q), andBf alse(t) functions
by binned histograms rather than smooth functions.
have, of course, tried to choose bin sizes small enough
that binning effects are not significant. In order to verify th
claim, we replaced the histograms in the fit with smooth
functions which were derived from the histogram data, a
repeated the fit. The differences between the parameter
ues with the smoothed functions and the parameter va
with the histograms are quoted in Table VI as the uncerta
ties due to binning. We expect this method to give an ov
estimate of the binning effect, since it also includes the eff
of some statistical fluctuations in the measured histogra
which are adjusted by the smoothing function. As anti
pated, the binning effects are small.

The uncertainties listed in the fifth row of the table~‘‘time
resolution’’! are due to the resolution on the measured de
time. Since the smearing is small, a good assumption is
e(t) is almost the same with and without smearing. For t
analysis, the most likely resolution on the decay time
about 0.03 ps, with some measurements having a resolu
as large as 0.08 ps. In order to quantify the error due
smearing, we replace the functions of Eq.~9! by functions
convoluted with a fixed Gaussian resolution:

Bexpt~ t i !5Bexpt
0 E dte2~ t2t i !

2/2s0
2
e2Gte~ t !,

Bmix~ t i !5Bmix
0 E dte2~ t2t i !

2/2s0
2
t2e2Gte~ t !, ~17!

Bint~ t i !5Bint
0 E dte2~ t2t i !

2/2s0
2
te2Gte~ t !,

S

TABLE VII. Systematic uncertainties in the no-mixing fit, co
responding to the standard model case. Entries are explained i
text.

r DCS(Kp)(%)
r DCS

(Kppp)(%)

Fit value 0.6820.33
10.34 0.2520.34

10.36

K1K2, p1p2 reflections 60.04 60.00
Statistics of effy and bkgd distrs 60.02 60.02
Binning of effy and bkgd distrs 60.01 60.00

Time resolution 60.01 60.01
Mass resolution 60.04 60.02

Total systematic uncertainty 60.07 60.03
s the
ext.
TABLE VI. Systematic uncertainties for the key parameters in the fit of Table II. This fit describe
case where we have allowed forCP violation only in the interference term. Entries are explained in the t

r DCS(Kp)(%) r DCS(Kppp)(%) r mix(%)

Fit value 0.9021.09
11.20 20.2021.06

11.17 0.3920.32
10.36

K1K2, p1p2 reflections 60.02 60.02 60.01
Statistics of effy and bkgd distrs 60.27 60.17 60.09
Binning of effy and bkgd distrs 60.25 60.21 60.11

Time resolution 60.17 60.19 60.06
Mass resolution 60.18 60.11 60.05

Total systematic uncertainty 60.44 60.35 60.16
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where e(t) is obtained as in Sec. V and the integrals a
obtained numerically. We then perform the fit with thr
different values fors0: 0.02 ps, 0.05 ps and 0.08 ps. W
quote the average of the central value differences~from the
fits for 0.02 ps and 0.05 ps and from the fits for 0.08 ps a
0.05 ps! as variations in Table VI, line 5. When the exp
nential lifetime is modified by our detector acceptance wh
is poor at low lifetimes, there is a ‘‘peak’’ at'0.5 ps. We
observe that the time smearing affects the likelihood m
near this ‘‘peak,’’ while mixed events are most likely aroun
higher values of decay time. Consequently, the DCS ra
exhibit the largest variation, while the mixing ratio is rel
tively stable.

The uncertainties in the sixth line of the table~‘‘mass
resolution’’! come from the assumption of a constant Gau
ian resolution inm(Kp) andm(Kppp). In truth, the mass
resolution should depend on theD0 momentum and on the
kinematics of the decay. We have studied the dependenc
momentum and verified a noticable correlation between re
lution and momentum. For theKp decay mode, about 90%
of the events have a mass resolution between 12 and
MeV/c2, with a tail reaching out to about 25 MeV/c2 at high
momentum. For theKppp mode, the variation is much
smaller, with all events exhibiting a mass resolution in t
range 8.5–11 MeV/c2. To quantify this effect, we have var
ied the mass resolutions62 MeV/c2 in the fit and recorded
the maximum variations in wrong-sign ratios in Table V
The fit results are quite insensitive to variation of the re
lution onm(Kppp), but change slightly with the resolutio
on m(Kp). A change inm(Kp) resolution primarily affects
r DCS(Kp), but because of the correlations in the fit, it w
also alterr mix and r DCS(Kppp), as shown.

Some other assumptions and biases in our fit model b
further comment. First of all, we have assumed that the e
ciency functione(t) for reconstructing aD0 from a D* de-
cay @signal terms from Eq.~8!# is the same as the efficienc
function for reconstructing a primaryD0 @random pion term
from Eq. ~11!#. Since our reconstruction and selection cri
ria are only weakly dependent on theD0 production kine-
matics, we expect to find very little difference in efficienc
for these two sources ofD mesons. Studies of reconstructe
D0 decays which arenot associated with a bachelor pio
appear to confirm that the difference is negligible. Seco
theKppp final state may result from different resonant su
structures in the Cabibbo-favored and DCS amplitudes. T
can, in principle, lead to different efficiencies for the DC
and interference terms in the fit.~The two-bodyKp mode is,
of course, immune to this problem.! Once again, however
the fact that our reconstruction depends only slightly on
decay kinematics leads to effects at the level of only 1%. T
very similar time dependence of the efficiency functions
the Kp and Kppp final states~Fig. 2! demonstrates how
little e(t) depends on theD decay.

We are also aware that training theD* neural net on a
sample of right-signD* decays can, in principle, produce
small bias in that sample~but not the wrong-sign sample
which were not used for training the net!. Careful selection
of input variables for the neural net that are not correla
with Q ~our variables depend only on parameters that
scribe the bachelor pion! should prevent any significant bia
We have investigated this effect by subdividing the train
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sample into 10 subsamples, training a neural net on one
sample, and applying the resulting net to the remain
samples as a test of the bias. We then repeat the proces
each subsample to get a better statistical average. By c
paring the sensitivity~measured asS/AB) of the training
samples with the sensitivity of the test samples, we de
mine the level of bias. We find that the number of right-si
signal events could be biased upwards by about 1%. Th
a negligible effect compared to our statistical error.

The last line in Table VI shows the contribution from a
the systematic errors added in quadrature. These totals
less than half the size of the statistical errors in Table II.

IX. DISCUSSION

At the current level of sensitivity, mixing searches beg
to constrain some models@21#. There are also other searc
methods that are promising. Using the sameD* decay chain
to identify the producedD meson, but looking at semilep
tonic decays of theD, is one possibility. Although semilep
tonic decays are harder to reconstruct due to missing ne
nos, they are not subject to contributions from DC
amplitudes, and therefore do not suffer from the main lim
tations discussed in this paper. In a separate publication
describe such a search@5# with the resultr mix,0.50% at the
90% C.L. The possibility exists for even higher statisti
searches in future experiments. Alternatively, it may be p
sible to detect mixing via the lifetime difference between t
two physical eigenstates by comparing the measured
times for differentCP final states@22#. Of course, this ap-
proach will only detect mixing if it is associated with a su
stantial lifetime difference as opposed to mixing that on
results from a mass difference. We are investigating t
method as well. Finally, the cleanest signal for mixing mig
be found at at-charm factory which producesD0-D̄0 pairs
on resonance. As has been discussed previously@23#, certain
hadronic final states from theseD0-D̄0 pairs can only be
produced by mixing and not by DCS amplitudes. We rem
hopeful that one of these techniques may be used to de
D0-D̄0 mixing, and thus provide information about the exi
tence of new physics.

X. SUMMARY

We have searched for evidence ofD0-D̄0 mixing and
DCS decays by looking for wrong-sign decays in the dec
chain D*→pD with D→Kp or D→Kppp. Our results
are summarized in Table VIII.

We have seen no evidence for mixing in eitherD0 decay
mode. The results of a maximum likelihood fit to the data a
given in Table II. The possibility of additional sources
wrong-sign decays from DCS amplitudes limits our sensit
ity for detecting mixing alone. Using the criterionD lnL
50.82, we calculate the one-sided, 90% C.L. upper limit
be r mix,0.85%. If, in order to account for the most gener
case possible, we relax the assumption thatCP is conserved
in the mixing and DCS terms of the fit~as in Table V!, we
calculate the upper limits for mixing to ber mix(D̄

0→D0)
,0.74% andr mix(D

0→D̄0),1.45%.
Our quoted sensitivity to mixing is similar to that of Fe
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TABLE VIII. A summary of values from our four fits. The top line describes the most likely case
extensions to the standard model which produce large mixing. The second line describes our most ge
providing the most conservative results. The third line matches the assumptions of previous exper
which we do not feel are justifiable. The bottom line describes the standard model case. Results from
experiments are also listed for comparison.

Fit type This result Other comparable results

CP violation only in r mix5(0.3920.32
10.3660.16)% r mix5(0.1120.27

10.30)% ~E791 @5#!

interference term ~semileptonic decays!

Most general, r mix(D̄
0→D0)5(0.1820.39

10.4360.17)%
no CP assumptions r mix(D

0→D̄0)5(0.7020.53
10.5860.18)%

No CP violation, r mix5(0.2120.09
10.0960.02)% r mix5(0.0560.20)% ~E691 @3#!

no interference

No mixing r DCS(Kp)5(0.6820.33
10.3460.07)% r ws(Kp)5(0.7760.2560.25)%

r DCS(Kppp)5(0.2520.34
10.3660.03)% ~CLEO @6#!
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milab E691, but our analysis is notably more general in
assumptions concerning DCS-mixing interference andCP
violation. Assuming no DCS-mixing interference constra
the mixing and DCS contributions much more severely,
we do not feel this assumption is justifiable. Neverthele
for comparison we include the mixing results for this case
Table VIII. All our results for theKp final state are also
consistent with the CLEO measurement ofr WS(Kp)
5(0.7760.2560.25)% @6# for wrong-sign decays. In par
ticular, if the mixing amplitude is set to zero, we find
two-sigma enhancement in theKp mode and no significan
enhancement in theKppp mode: r DCS(Kp)5(0.6820.33

10.34

60.07)% andr DCS(Kppp)5(0.2520.34
10.3660.03)%.
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