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Search for D°-D° mixing and doubly-Cabibbo-suppressed decays of thB°
in hadronic final states
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We present results of a search ©P-D° mixing and doubly-Cabibbo-suppressed decays ofDifein
Fermilab experiment E791, a fixed-target charm hadroproduction experiment. We look for evidence of mixing
in the decay chaiD* — 7D — 7 (K7 or Krwrar). If the charge of the pion from thB* decay is the same as
the charge of the kaon from tH& decay(a “wrong-sign” even}, mixing may have occurred. Mixing can be
distinguished from other sources of wrong-sign evéeteh as doubly-Cabibbo-suppressed dechysana-
lyzing the distribution of decay times. We see no evidence of mixing. Allowingdeér violation in the
interference between DCS and mixing amplitudes our fitted ratio for mixed to unmixed decay ratgs is
=(0.39°035+0.16)%. This corresponds to a 90% C.L. upper limitrgf,<0.85%. The sensitivity of this
result is comparable to that of previous measurements, but the assumptions made in fitting the data are notably
more general. We present results from many fits to our data under various assumptions. If we ragsume
=0, we find a two-sigma wrong-sign enhancement in khe mode which we ascribe to doubly Cabibbo-
suppressed decays. The ratios of doubly Cabibbo-suppressed decays to Cabibbo-favored decays are
FacK) =(0.68"333+0.07)% and oK 7 m)=(0.25" 335+ 0.03)%.[S0556-282(98)01103-5

PACS numbses): 13.25.Ft, 12.15.Ff, 14.40.Lb

l. INTRODUCTION sensitivity of 10°-10 2. Consequently, a discovery of
o D°-D? mixing at currently measurable levels would be in-
The standard model predicts a rate ©F-D° mixing  consistent with the standard model, and would provide a
which is many orders of magnitude below the reach ofclear signal for new physics.
present experiments. Typical calculatiddg give r ik, the Experimentally, mixing is identified by a change in the
ratio of mixed to unmixed decay rates, in the range Y6  charm quantum number of the neutBalmeson between its
10 7. In contrast, various extensions to the standard modgbroduction and decay. In the analysis presented in this paper,
[2] allow a mixing rate close to the current experimentalthe charm of the produced is determined from the decay
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D** D% * (or D*~—D%r "), where the charge of the DCS amplitudes. We can apply this formula to the measured

pion indicates whether@° or aD® was producedD decays time dlstr|but|c_:n (?f Wwrong-sign decays. to determme the
eparate contributions from DCS and mixing amplitudes.

are reconstructed in four all-charged hadronic decay mode¥ .
g y In the study that follows, we examine a sample of about

D—K 7", D—K*#m™, DK 7w wa"a* or ;
o T A 9100 reconstructed, tagg&f decays to look for wrong-sign

D—K*#w" 7~ xm~. (Hereafter, we will omit the charge su- q "0 the different time distributions t e th
perscripts from the final states where context allgvos- ecays, using the ditierent ime distributions 1o separate the
DCS and mixing contributions in our search. As we shall

sible evidence for mixing comes from the detection of a me I . . .
see, there are no significant wrong-sign signals in our data,

son producec_i as B° _(DO) Peca_ylng o a "wrong-sign” \\nich leads us to set restrictions on the ratio of wrong-sign
final state which contains ™ (K™), with the kaon charge 4 right-sign rates. The most likely fiin the possible stan-
opposite to that expected for unmixed decays. . dard model scenaripsvill be presented first. Afterwards, we
Fermilab experiment E69[3] has previously used this iy getermine the effects of relaxing all constraints and of
technique to set what is currently the strictest upper limit on, ygitional constraintéabsence of DCS-mixing interference,
mIXing, T ;i,<0.37%, albeit with specific assumptions which o mixing at alj which investigate interesting physics cases

we will address in this paper. Fermilab experiment E615, a6 necessary to compare with previously published re-
obtained a limit ofr,;,<<0.56% by looking for same-sign ¢ is.

muon pairs inw-tungsten interactions, based on a specific
model for charm productiof4]. Evidence for wrong-sign
decays has been presented by the CLEO Collaboraéign
which measures the ratio of wrong-sign to right-sign decays Equation (1) describes the rate fob°® to decay to a
to be (0.770.25+0.25)% for theK 7 final state. However, \rong-sign final statef. Within the context of some new
the CLEO experiment was unable to distinguish betwee%

Il. EFFECTS OF CP VIOLATION

ysics models, it is possible that the rate Bt to decay to
is not the same, and th&P is violated to a significant
extent. Thus, it is important to allow for the possibility of
P violation. This results in the most conservative upper
it on wrong-sign decays. The analysis presented here is
, ) (T . he first experimental study to allow for the possibility©P

It is possmlt_a fo d|st|.ngu_|sh doubly-Cab|bbo_-suppresse iolation. (For recent discussions of the role ©P violation

(DCS and mixing contributions to the wrong-sign rate by .

0.0 i
studying the distribution oD decay times. In the limit of in D™-D mixing see_[?, 8l.) L
small mixing, the rate for wrong-sign decays takes the form Formally, the conjugate equation is

mixing and doubly-Cabibbo-suppressed decays, which al
produce wrong-sign events. Recently we have repoied on
search for mixing using semileptonic decays of Bie(DY)
which do not have a doubly-Cabibbo-suppressed backgrouq
[5]. We found thatr ,,;,<0.50%.

-I't 2

0 e ™ =5 29| I[Dot =12 |(f]H|D° 2|E
ID°() 1= —=KfIHIDO)cel”| [B()—f]=——K yerllg
AT)? — (AT)?
x| 4[\|2+| (AM)2+ u)t2 x| AIN[Z+] (AM)2+ —— |t
4
+[2Re()\)AF+4Im()\)AM]t}, 1) +[2Re(A_)AF+4Im(A_)AM]t}, (4)
where with
f|[H|D° TTHIDO
)\EEL_(?DCS, ) —EE<]1H|D >DCS. )
q (f[H|D%cr P (f]H|D%cr
and p and q describe the relationship between the charmy, principle, CP violation can arise through a difference be-
eigenstate$D®) and|DP) and the mass eigenstat, ,): tween Eqgs(1) and (4) in any one of the three terms. Any
o — term in Eq.(1) can differ from its charge conjugate in Ed)
|D1)=p|D°)+q|D"), as a result of the interference of two or more contributing
o amplitudes which have nonzero relative phases of both the
|D,)=p|D%—q|D%. (3  CP-conserving andC P-violating type.

_ o Inequality of the two constant term@e., (q/p|)?\|?
The amplitudgf|H|D®)pcs represents the DCS decay of the #(|p/q)2IN]%, but see comment ifi9]) is referred to as
D° while (f[H|D° ¢ is the Cabibbo-favored counterpart for girect CP violation. This could be significant if two or
the decay oD°. The parameterdM and AT' describe the more comparable DCS amplitudes contribute with different
differences in mass and width of the two physical states. Th€ P-conserving and P-violating phases. However, the stan-
term proportional tg\ |? in Eq. (1) describes the contribution dard model contributionwhich is expected to domingte
from DCS amplitudes, the term proportionaltfodescribes  provides only one weal P-violating phase. DirecC P vio-
the lowest-order contribution from mixing, and the term pro-lation is therefore likely to be small. Similarly, the two
portional tot represents the interference between mixing andtharge conjugate terms proportionaltfowill be the same
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unless there are two or more mixing amplitudes with relativeprobability for a pion to be misidentified as a kaon is 4%. In
CP-violating and CP-conserving phases. On the contrary, the same momentum range ther€nkov identification effi-
most models suggest that if mixing occurs at all, it is likely ciency of a pion is around 93% when the probability for a
to be dominated by a singlg P-violating phase. Therefore, kaon to be misidentified as a pion is 35%.

the most plausible constraint involvir@P violation restricts

CP violation to the interference term. We will explore this

possibility, as well as the more general case withGiR IV. SELECTION OF DATA SAMPLE

restrictions, in the study of our data which follows. _ L
A search for the rare wrong-sign mixing and DCS decays

requires selection criteria that emphasize background reduc-
tion. We achieve this goal in two stages: initially reconstruct-
We report e esuls o a search BF.0° miing ana 179 SSpaced secopdany werices and pang a e ose o

DCS decays using hadronic decays found in data from ou} S y . ) e pie,

. > : then optimizing the data selection with artificial neural net-

experiment, Fermilab E791. We collected approximately 2

0 S : : B ol works.
% 10'° hadronic interactions in the 1991-1992 fixed-target Initial reduction of the large E791 data set to a manage-

fun using the TPL spectrometgt0] with a 500 GeVe o~ able size was achieved with the aid of a few simple criteria.

beam. There were five foil t'arget.s: one 0.5'—mm7th|ck Pt fO'IHere, we describe the cuts made in these initial stages for the
followed by four 1.6-mme-thick diamond foils with 15-mm 0_,K 7 mode.[When we refer toK or Kz in this
CE

Ill. DESCRIPTION OF E791

center-to-center separations. This arrangement allowed us [0

reatly reduce secondary interaction backgrounds by seleciore without any explicit signs, we include the charge con-
g y dary . grout y gate states. Otherwise, we indicate a specific final state by
ing only charm candidates which decayed in air.

. .. __explicitly specifying at least the kaon charge or specifying
The target region was preceded by 6 planes of S'I'Cor}ight-sign(RS) or wrong-sign\Ws) decays} Two-prong ver-

microstrip detectors and 8 _proportional wire Chamberstices were used to start the search@drdecays. The invari-
(PWC'’s used for beam tracking and was followed by 17 ant mass of the two-prong® candidate, assumed to er

gddmonal planes of silicon microstrip detectors fo_r measur, required to be in the range 1.7-2.0 Ge//The kaon
ing tracks produced at and downstream of the primary ver- . . . .
.~ candidate was chosen as the one with the higher probability

tex. The track momenta and slopes were also measured in th : ¥ ) .
. of being a kaon based one@nkov information. To further

downstream spectrometer which had two magnets, 35 planes

of drift chambers. and two PWC’s. Two thresholdrénkov réduce the contributions from misidentifi@f decaysK
counters provi de,dr/K separation .in the 6-60 Ge¥/mo- candidates were rejected if the reverse hypothesls)(fell
mentum rangé11] within 2o of the D° mass, wherer is the measurement reso-

. O . . . .
The mixing analysis in this paper relies heavily on traCkIutlon for the D” mass. Similarly, to reduce contamination

: - - : B - from D decays toK "K~ and 7" 7™, K candidates were
truct hich b b hit the sil de- ) ' L
reconsTucetion, Which begins by Using hils In te sticon de rejected if theK 'K~ or 7" 7~ mass hypotheses fell within

tector and folds in additional information from the down- t the DO To hel that th tructed
stream devices. The tracking efficiency is approximaterZU of the mass. 10 nelp ensure that the reconstructed
80% for particles with momenta greater than 30 Ge¥d secondary vertex was a true decay vertex, we required that it

drops to around 60% for particle momenta of 10 GeVhe be separated from the primary vertex by at least 8 standard

mean number of reconstructed tracks used to fit the primar ewaftlotnhs ) In the :Jeam dlrzcttllf]ort(liﬁ., Il 0A2t>%)ﬂ.e d
vertex is 7. After reconstruction, events with evidence of WO TUrher requirements ensured that the reconstru

multiple vertices were kept for further analysis. The list of was consistent with originating at the primary vertex. First,

reconstructed vertices is used in the selection criteria del'® Impact parameter of the reconstruddnomentum with

scribed below. respect to the primary vertex,,, was required to be less
We determined our productiofprimary) and decay ver- than 60um. Second,. the component of thg reconstruded
tex resolutions by comparing reconstructed and true verteX'0mentum perpendicular to tti2 line of flight (as deter-
positions using our Monte Carlo detector simulation. TheMined from the primary and secondary vertex positiop§,
transverse resolutions quoted below are one-dimensional vaias required to be less than 0.35 GeVfheK andw decay
ues. Longitudinal and transverse position resolutions for th&acks were required to be well reconstructed in the silicon
primary vertex are 350 and @m, respectively. For the mean detectors and drift chambers. Fmally, the momentum asym-
D° momentum of 65 Ge\d/ the longitudinal resolutions for Metry of theK and = as measured in the laboratory frame
K7 andK 7 vertices are 320 and 39sm, respectively, (i.€., Pasy=|Px — P.|/|Pk + P.|) was required to be less than
and increase by 33 and 3&m, respectively, for every 10 0.65. This reduced the contribution from random track com-
GeV/c D° momentum. Similarly, for the mean momentum, binations, which tended to be asymmetric.
65 GeVE, of the observed’s, the transverse resolutions  The cuts for theD°—Kmw case were similar in the
for K7 andK w7 vertices are 10 and 12m respectively initial stages. We used candidates arising from both 4-prong
and decrease by about 0.8n for every 10 GeW increase  Vvertices and 3-prong verticéwith an added track The two
in D° momentum. vertex samples contributed roughly equal amounts to the sig-
The kaon and pion identification efficiencies and misiden-nal. We requiredAz/o,>8, b,<60 um, p?<0.5 GeVE,
tification probabilities vary with momentum and with the and that the decay vertex be outside the target foils. Dfie
signatures we require in thee@nkov detector. For typical candidate mass was required to be in the range 1.7-2.0
particle momenta in the range 20—-40 GeMthe Gerenkov ~ GeV/c?. To eliminate reflections from Cabibbo-favored de-
identification efficiency of a kaon is around 58% when thecays we examined the hypothesis that the kaon was actually
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a pion and one of the pions opposite in charge to the kaoeach of the two tracks. The two nets for the
was actually a kaon. Since there are two such possibilitied)°— K~ 7+ 77~ mode used seven variables, of which the
candidateK 777 decays were rejected if either possibility first six variables were the same as the first six just listed for
yielded a candidate mass withirdf the D® mass. Tracks the D°—K™ 7" mode. The seventh variable was the small-
were required to have momenta greater than 0.5 Gevidl  est contribution to thg? of the fit to the primary vertex from

to have greater thano4 of transverse separation from the any of the four decay tracks. Finally, ti* neural net was
primary vertex wherer is the measurement resolution on the constructed using only five variables: thé per degree of
separation. Finally, the decay tracks were required to form f€edom for the track fit for the pion from thig* ™ decay

vertex that was no more than 2.5 cm downstream of the findiféferred to hereafter as the “bachelor pignthe number of

target. Beyond that point the silicon detectors and other mall 2cking stations in which the pion is detected, the probabil-

terial in the beam path provided large numbers of secondargy that it is not a fictitious track, its momentum and thé
interactions. er degree of freedom for the vertex fit of tBe and the

In the final stage of analysis, we used two-layer feed_bachelor pion. There were three nodes in the hidden layer for

-~ . __the DK~ 7" andD* nets and four nodes in the hidden
forward neural networks to optimize the signal selection 0 z o 4 -
o . oo . layers of each of th® K™ 7" 7" 7~ nets.
[12,13. Specifically, we chose selection criteria that maxi-

; ) Although we considered many variables, we pruned the
mize S/\/B where S and B were the signal and the back- jist qown to the variables listed above and also pruned some

ground under the signal for the right-sign decays. A Vectorgf the connections to the hidden layer nodes when their con-
whose components are variables such as the ones just mefpytions to the output were deemed unimportant using a
tioned, was fed into each neural net as the input layer. Eacfychnique called subset reduction, implemented as follows.
node in the nexthidden) layer computed the sigmoid of the Nodes in a given layer were viewed as a linear array, one
sum of an offset and the inner product of the input vectorrow for each event. The matrix thus formed was subjected to
with a weight vector. The results from this layer in turn singular value decomposition using QRcp factorizafib4.
formed the input for a single node in the fifautpuy layer.  The “energy content” of the nodes was determined by the
Thus, the networks effectively combined information from resulting eigenvaluesl5]). Nodes with an “energy content”
each variable we would otherwise have “cut” on and pro- < 1% were deleted.
vided a single output value in the range 0—1. This output was We also tried other techniques for selecting events, in-
monotonically related to the probability that a given candi-cluding the more common method of using independent
date was signal and not background. “cuts” in each variable and a binary decision tré8DT)
Since our two major sources of background were falSe  technique[16]. The sensitivity of the neural net technique
candidates and red@° candidates combined with random was about 10% higher than the BDT in tB€— K 7 mode
pions to produce fak®* candidates, we used separate neu-and about 30% higher than the BDT in i —Kz7ar
ral networks to classify thB° andD* candidates. Although mode: in turn the BDT was better than the commonly used
there are only two modes db° decay examined in this “cuts” technique. One further advantage of the neural net
work, threeD® samples were used to train the neural netstechnique was that the output could be used to choose the
one for theD°—K# mode and two for thdD’—Kxrmar best candidate in an event, should there be more tharfeone
mode. The two separatB®—Kmrmm samples contained rare occurrende This simplified the statistical analysis in the
candidates from vertices that had either all four or only thredits to our data.
of the four tracks. The results of our neural net optimizations are shown in
In order to minimize our dependence on Monte CarloFig. 1 for right-sign and wrong-sigk = and K77 final
(MC) calculations, we useB° candidates in our real data to states. In this figure, we plot the candid&® mass m(K )
train separate neural nets for each of the three samples. W@ m(K#7w)] versus Q, defined as Q=m(Kzm)
choseD® candidates that do not combine with pions to give —m(K ) —m( ) or Q=m(Kr7mmm)—m(Kmmm)
aD* candidate. The training sample is thus independent of- m(7). For realD* decays,Q has a value of about 5.8
our mixing sample and ensures that the neural net traininleV. In the right-sign plotgtop of Fig. 1), clear signals are
was unbiased. A fourth neural net was trained using part oApparent over small backgrounds. The bands of events at
the right-signD* * — D% sample to classifp** candi- m(Kw) or m(Kwm7m)~1.865 GeV¢? are due to reaD®
dates. Every net was trained using events in the peak regiafecays combining with random pions in the event to give a
as “signal” and the remaining events as “background.” We falseD* candidate. These bands are more readily seen in the
selected only those events for which the product of Bife  wrong-sign plots(bottom of Fig. 2 where the vertical scale
andD* net outputs was greater than a certain value ratheis expanded by a factor of 20. This background, which we
than making individual “cuts” on many variables. will refer to as “random pion” background, is the dominant
In the D°—K ™~ 7+ mode, the net was presented with 12 one in our analysis. We will call the remaining broad back-
input variables: the of the D relative to the incident pion ground visible in the plots the “falsB®” background.
beam direction, the separation between the secondary and In the right-sign plot for théK = mode, there is a signal of
primary vertices Az), p? » by, the x per degree of freedom 5643 events above a background of 235 events. In the right-
for the secondary vertex fit, thee@enkov-based probability sign plot for theKw 7 mode, there is a signal of 3469
for the kaon to be a kaon, the momentum asymmepry,),  events above a background of 146 events. The signals and
the consistency probability for the secondary vertex to be irbackgrounds are estimated in a region spanning.75
a target foil, the track fity? per degree of freedom for the around the peak iQ, for 1.77<mpo<<1.97 GeV£? The
two tracks and the number of tracking systems traversed bprecise region used to estimaeandB is not important for
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explore other physics hypotheses and to compare with pre-
vious measurements. In what follows, we describe the terms
of the fit in detail.

As stated, we perform a single unbinned maximum like-
lihood fit to the data, using the following form for the In of
the likelihood:

f f 2
[Npred_ Nob

2Nf

1
InC=2, Ingi— >, E|n[27ﬂ\|{med]+
! f pred

(6)

where the first sum is over all tH2* candidates, the second
sum is over the eight decays used in the analygigepre-
sents the likelihood for each candidate, awf is the ob-
served number of candidates for each final state. The argu-
ment of the second sum is the logarithm of a normalized
Gaussian, and serves to constrain the number of candidates
predicted by the fitNLred. There are three contributions to
each/;: signal, random pions with red®s, and random
pions with falseD%s. In addition, for the D®—K™ 7~
samples we include a contribution from misidentified
FIG. 1. Plots ofQ (defined in the tejtversus the candida®  D°— K™K~ andD°— "7~ decays, which also contribute
mass for right-sigD — K (top, left), right-signD— Kz (top,  measurable background.
right), wrong-sign D—Ka (bottom, lef), and wrong-sign

D—Kamm (bottom, righy. Clean signals are apparent in both Li=S(m;,Q; ,t;)) +M(m;,Q; ,t;)) +P(m; ,Q;,t;)
right-sign plots. In all four plots, the bands of events at
m(K ), m(Kmmm)~1.87 GeVt? are due to reaD decays com- +F(m;, Qi b)), (7)

bining with random pions to give fald8* candidates.
wherem;, Q;, andt; are theD mass,Q value and proper

decay time of each candidate. A wrong-sign signal event is
described by simple Gaussian termsnnandQ; , multiplied

by a sum of the three different decay time distributions that
represent the DCS, mixing and interference contributions

V. FIT TECHNIQUE [see Eq(D)]:

the optimization. The resulting sensitivitieS/(/B) for the
two modes are 368Kw) and 287 Km ).

The process just described results in eight separate data 1 1
.0 Y : : o S(m; , Qi ,t. -
sets:D° or D°, decaying toK or K, right-sign or (m;, Qi . ti) Norea V2mon
wrong-sign decays. Although it is possible for us to fit each

ef(mDo—mi)ZIZUZD

data set separatelgvhich we have done as a checht is 1 Y
useful to combine all eight data sets into a single fit. This X—=——e Qo= Q7275{ A Be,n(ti)
allows us to take advantage of the fact that the central values V2moq

of theD andD* signals, as well as they ., Mg ., andQ
resolutions, are the same for the different data samples. Un-

der these circumstances, most of the parameters of the Sin%ere
fit (which are largely parameters to describe backgrpund
remain uncoupled, and in that sense are no different from b
eight separate fits. Only the signal masses and resolutions are Bexpt(ti) = ngpte(ti)f dte (t-t) /200 =Tt
constrained across data samples. Studies of separate fits for

the different samples show no significant shifts from the

single fit results and have convinced us that these constraints Brix(ti) = Bgﬂxe(ti)f dte_(t_ti)z/za'(z)tze_rt, 9
are valid.

Our most general fit includes no constraints beyond those
just described, and is summarized in Sec. VIl and in Table
V. However, as discussed in Sec. I, the most likely scenario
is that there is n& P violation in either the DCS or the pure
mixing terms of the wrong-sign rates. This leads to threee(t;) is the reconstruction efficiency amndg is the decay time
additional constraints, discussed at the end of this sectiomgsolution. EaclB(t;) is normalized to unit integral so that
which then lead to the results of Table Il. These results aré\ycs, Amix, and A, can be interpreted as the number of
the main focus of our studies in mixing. Finally, in Sec. VIl obsewed candidates of each type. The Gaussian smearing
we perform other fits using additional physical restrictionsintegrals are performed analytically with a smearing width
(no DCS-mixing interference, or no mixing at)ath orderto o9 = 0.05 ps.

+Amimeix(ti)+AintBint(ti)}v (8)

(112262,
Bint(ti):B?ntf(ti)f dte” ("W 200te I,
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FIG. 2. Reconstruction efficiencies fdd°—K (left) and
D°— K (right), as measured from the right-sign data samples.
The low efficiency at short decay times is typical of fixed-target «
experiments which identify charm decays by a secondary decays
vertex. The drop in efficiency at long decay times is due to our 7;
selection criteria which remove decays occurring in downstream§
target foils. Efficiencies for charge conjugate final stateg., o Bl b L b e T L
€k and 6K+ﬂ.f) are observed to be the same within errors, and o} 0.002 0.004 0.006 0.008 ©€.01 0.012 0.014 0.016 0.018 0.02
have been combined in the above plots. The vertical scales arc
arbitrary.

— Knnw
N
w
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FIG. 3. Histograms show distributions oQ=m(Km)
-m(K7)—m(7) (top) and Q=m(Kmzmam)—m(Kzmm)
The reconstruction efficiency(t) is the first of three  —m(#) (bottom for wrong-signD candidates in the mass range
functions that must be modeled for the fit. It is desirable to1.835-1.895 Ge\t?. The points with error bars show the distribu-
measure this function using real data rather than using Montgons from combiningd® candidates and's from separate events,
Carlo simulation. Fortunately, this can be accomplished withormalized to the histograms. These distributions are used to rep-
a sample of right-sign events. Since there is no mixing conresentR(Q) in the likelihood fits.
tribution to the right-sign decay rate, the true decay time
distribution for right-sign decays is proportionaléo'! with ~ The background shape @, represented bfR(Q), is inde-
I'=(0.415 ps) * [17]. The reconstructed distribution is pro- pendent of the candida® mass. We model this shape by
portional tof(t)fdtef(t*ti)2/20§e*Ft_ Therefore, dividing the combining aD? candidate from one event with & from

measured right-sign distributioieorrected for norB°® back- ~ another event. As long as tfi&° is not strongly correlated
ground using sideband subtractiony the known smeared With other tracks in the event, and the selection cuts are not
exponential gives a distribution proportional to the efficiencydependent on the spatial relation between@ffeand other

[18]. Figure 2 shows the results of that measurement for bottracks in the event, this technique should provide an accurate
the K7 andK 7 final states, which we will use to repre- model of background. Monte Carlo studies confirm the va-

sente(t) in the fit. lidity of this method. The resulting distribution is compared
Despite the explicit mass cuts designed to reduce bacKo the wrong-signD°— K= andD°—Kmm data samples

grounds fromD°—KK and D°— «# decays described in in Fig. 3.

Sec. IV, some contamination remains. The misidentified The falseD® background is adequately described by a

D% KK andD°— 77 events are described by linear function inm;:
1 1 Ag1+A (mi—mg)]
MM, Qi 1) = 57— Akk 77U (MOV(Q) Besp( 1). P Qut) = Am R(QUBraisd ).

pred (10) (12)

where the functiondJ(m;) and V(Q;) are obtained from wherem is an e})rbitrary_reference chosenzto be 1.87 C_RéV/
Monte Carlo simulations okK and 7 reflections remain- andAm is theD™ mass interval0.2 GeVk®). The function
ing after all cuts, including explicit mass cuts designed toR(Q) i observ%:d to be the same as in the case of the random
minimize these reflections. The parametayg ., describe  Pion and realD™ background described by E(L1) above.
the number of events in the wrong-sigfi 7~ andK 7+ The functionB;,s(t;) describes theT time c_Jlstr_lbutlon of the
samples. Similar backgrounds for ther7 mode are not false D° background. We model this distribution using can-
significant(see Sec. VIII for further discussipn didates from theD mass sidebands of the right-sign event
The random pion background is described by sample(Fig. 4). Since this background is very small, we do
not need to model it with great precision, and the statistics of
Fig. 4 are adequate.
P(m;,Q; t)=——A ; The likelihood function for right-sign decays is con-
T Npred " \2mop structed similarly. Since right-sign decays were used to
a2 model e(t) and B¢, s(t), we do not use the lifetime infor-
X @~ (Mpo=m) ’Z”DR(Qi)Bexpl(ti). (11 mation for these events in the fit. Moreover, right-sign de-
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, oo 400 TABLE |. Correction factors for the difference in integrated
< - reconstruction efficiencies associated with the decay time distribu-
S 300 300 tions of the mixing and interference terms. See @®) in the text.

3 200 200 -%% Cmix(K ) 0.388

© I Cint(K ) 0.499

{% 100 8 100 L # Crix(K7rr) 0.359

2 . | ¢¢_O_ Cint(Kmmr) 0.473

o Lovy s FOOH Oo....m...rO—ﬁ_l
0 1 2 3 4 ¢} 1 2 3 4

bined with pions of different charge to form ti®* candi-
dates. This observation reduces the number of parameters to
FIG. 4. The measured decay time distribution Bft— K can- 43,
. 0 , ) —
didates(left) and D*—K=## candidateqright), taken from the We also note that the ValuesmiX(D°—>D°) and

sidebands 1.72mp<1.81 GeV£? and 1.93%mp<1.97 GeVE?. 5 o : :
These distributions are used to reprepjs«(t) in the likelihood Fmix(D”— D7) ?hOUId be Independer_1t of the decay final
fit. state. Thus, without loss of generality, we can assume that
Fmix(DP—= K 77 ) =1 (D°—=K*77m) and rg(D°
cays are not subject to mixing or interference, and so the fitsK =7 +)=r,,,(D°—K ™ 7a ). This eliminates two more
functions for these events are given by the simplified formuparameters from our fit19], leaving us with a total of 41
las independent parameters to describe the full data set.
It is convenient to express the wrong-sign signal param-
1 1 etersApcs, Amix andA;,; in terms of the ratios of produced
S(m;,Qj)= N \/—— wrong-sign events to produced right-sign events, since these
pred \2m0p are the parameters of primary physics interest. For the

Kr decay time (ps) K3m decay time (ps)

, 1 , wrong-signK ~ 7 final state
X @~ (Mpo— mi)?i205, e~ (Qp* —Qi)z/onA
V2ma " DO -t
Q _ 4 ADCS(D —K™ 7 )
rDCS(K m ): =0 T
1 Ais(D"—=K"77)
P(M, Q)= 1A, ==—e (™M EIR(Q), _
e 2 13 (K-t = A DK ) (19
I mi )= — Crmix»
mix A,.S(DO—>K+777) mix
1 Ag[1+As(mi—mg)] _
F(mi.Q) =1 A R(Q)). . An(D'—K m)
pred Fin(K™ ™) = Cints

A (DY'—K*77)
We fit all the data, both right-sign and wrong-sign

D%~ Kz andD°— K=z aar, simultaneously in one fit. Sepa- and similarly forK "7 ~, K~ 7w andK " 7. Thec's in

rate terms for charge conjugate final states are provided tthe expressions far.,;, andr;,; are given by

allow for the most general possible form f@P violation.

Under these conditions, we have four signal parameters

(Apcs: Amix: Aint and Agk ) and three background pa-

rameters A, Ag and A,;) for the two wrong-sign decay Cmix=

modesD®°—K* 7~ andD%°—K~#*. We have three signal

parametersApcs, Amix andA;,;) and three background pa-

rameters A, Ay and A,) for the two wrong-sign decay

modesD°— K" w77 and D°—K ™ ararar. For each right-

sign mode D°—K* 7™, D°—K* 777w, D°—K #*, and Cint=

DY—K ™ mmm) we have one signal parameteA ) and

three background parametess,(, A, andA,). Additionally,

we have five mass parametem®do, oxrs Okrmrrs QD* »

o) to describe the signal Gaussian functions. Sepdd&te

mass resolutions are used for Ker andK 777 final states.

Jdtirf(ti)fdte’“e*“*‘i)Z’z"g

: L)
2
fdtizr%(ti)f dtt2e Tt (t-t)?20

fdtirf(ti)f dte_rte_(t—ti)z/Zo‘S

fdtirzf(ti)f dttefne*(t*ti)zlﬂrg

These terms correct for the different integrated efficiencies
for reconstructing wrong-sign DCS, mixing and interference

The resolution irQ is dominated by the bachelor pion, and is events. Table | _shows these correction factors for both the
therefore the same for the two final states. Km andK7arw final states. _

With this list we have 47 parameters for a complete de- Although the production characteristicsf andD° are
scription of the data. However, we expect that the faxde  different in our experiment, the ratios in EGl4) are de-
backgrounds for right-sign and wrong-sign decays to thesigned to cancel this effect. In constructing these ratios we
sameD? final state should have the same slope parametdfplicitly assume that the Cabibbo-favored amplitudes
(A,), although the level&,) may differ since they are com- ( f|H|D° and (f|H|D° are equal in magnitude, as men-
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TABLE Il. Signal and background parameters for the fit described in Sec. V, which assur@d%violation in either the DCS or mixing
terms. Thus, we have used the constraifgs(D°—K* 7 )=rpcg(D°—=K ™ 7"), rpcs(D°—K " m7rm)=rpcg D°—K ™ 7aar), and

I’mix(DOA’F)) = I’mix(m"Do)-

DO—K 7" DOK* 7 DO—K™ 7o DO—K* o

Ars 2269t3j‘133 296&3%2 131 zglg 1677ﬁ213§
+ + -
A, 746" 3 797ig§ 311;’;% 368,%i
+

Ay 3382, 423757 27813 3565

DO—K DO—K* 7™ DO—K ™ mwm D°—K* 7w
rocs(%) 0.90"123+0.44 —0.20°134+0.35
Fix (%) 0.39°53%+0.16
Fint (%) - 0.468;% 0.41 - 0.84f2;8§§ 0.43 - o.29t8;§2§ 0.37 - o.25ig;33% 0.36

+ 1 1
Ar 8T ot 32510 jowet
A, 2433% 33332 214'18 23817
AKK,’ZT‘IT 60t %2 49J: 13
Ko™ Ktm™ K™ wmm K"

A, (c%GeV) -3.29708 -3.737088 —-2.86707%8 —-2.65°97%0

tioned previouslyf9]. With this assumptior, ,,;x of Eq. (14)
can be interpreted according to convention as

(AT)?
el

q

p

(16)

2
rmixzﬁ ((AM)2+

At this point, the fit is completely general, with no physics

sign candidates accumulated at thé mass(left column
but very few of these candidates show the cor@ctalue
(right column to have come fronD* decays. A true wrong-
sign signal from mixing or DCS decays would be manifest as
a simultaneous peak in both thy . (or Mg, andQ
distributions.

It is important to note that the excess of candidate® at

assumptions applied. However, as discussed in Sec. II, it i 0.006 GeV in the wrong-sign decay3’—K* =~ and

unlikely that CP is violated in the DCS and pure mixing

DK~ x" (lower right plots of Fig. 5is due primarily to

terms of the wrong-sign rates, even in most extensions to thB* — D% with D°—~K*K ™~ or =", which is misidenti-
standard model. Under these circumstances, there are thried asD®— K. These candidates are reconstructed at the

additional  constraints, namely rpcg(D°—K*77)
:rDcs(D0—>K77T+), rDciDo—)K+l’7T7T):rDcs(Do
—K armw), and rpi(D°—=D%=r,(D°—D°. These

right Q value forD* decays, but appear outside th& mass
region inM .. Although it is hard to see these candidates in
the lego plots of Fig. 1, they show up as the enhancements in

constraints remove three more parameters from the fit, leah® Projected distributions in Fig. S.

ing a total of 38. We will use this fit to give us our primary
result, summarized in Table II.
VI. RESULTS

We fit the data over the range 1.77-1.97 G&Mh mp,
0.0-0.020 GeW? in Q and 0.0—4.0 ps it. Tables Il and Il

Figure 5 also shows the misreconstructéd K~ and
77~ mass, time an distributions from our Monte Carlo
studies as the crosshatched histograms in the bottom six
plots. The normalization is determined by our fitted values
for Ak = from Eq.(10). Although the reflections are barely

TABLE Ill. Mass parameters for the fit described in Sec. V,

show the resulting 38 parameters from our primary fit, de-which assumes n@ P violation in either the DCS or mixing terms.

scribed in the previous section. The wrong-sign ratios are alfhus,

small or consistent with zero, indicative of small DCS to
Cabibbo-favored ratios and very little mixing. Using the cri-
terion AIn£=0.82 (neglecting systematic errgrsve calcu-
late the one-sided, 90% C.L. upper limit for mixing to be
I'mix<0.85%. There is also no evidence fGP violation.

Figures 5 and 6 show the fit results overlaid on the data

distributions formp , t, andQ. Good agreement is evident in
every distribution.

The lego plots of Fig. 1 demonstrate that the largest back-

ground comes from redd decays combining with random
pions to produce fals®* candidates. This phenomenon is

also apparent in Figs. 5 and 6 where we see many wrong

we have used the constraintspcg(D°—K™ ™)
:rDCS(ﬁHK_W*'), I’DCS(DO—>K+7T7T7T):I’DCS(F)

— K™ mra), andr i (D°— D% =r i (D°— D). All values are in
MeV/c2. There are systematic uncertainties on these parameters that
are bigger than the statistical errors shown here, but they have in-

consequential effects on the parameters of Table II.

Mpo 1865.8 51
Tk 15.16 312
Tk 10.76' 012
Qo+ 5.92°001
o) 0.76'§01
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the projections of our primary fit, summarized in
My (GeV/c?) Decay time (ps) Q (GeV) Table II. The broad component of the peaks in
the wrong-signQ plots is described well by re-
flections ofK 'K~ and#* 7~ signals. MC simu-
lations of reflectedK "K~ and #* 7~ signals
normalized to the fit values dix ., are shown

as crosshatched histograms in the wrong-sign
plots.
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visible in them, ., and time distributions, they contribute a p° K+ 7~ andD°—K~#", but with tighter cuts around
broad enhancement at 0.006 GeV in @alistributions. Fig-  the D° mass. Clearly, very little of the excess remains in the
ure 7 shows the fitted contribution dd°—K*K™ and centralD® mass region. The fit attributes only about 34 can-
="~ misidentified decays scaled up by a factor of 20 anddidates to the total wrong-sigk# signal.

superimposed on the wrong-sign mass plot. The reflected We have also investigated the effects of other charm
signal is depleted in thB° mass signal regiofindicated by  backgrounds which might feed into our wrong-sign samples
arrows. More relevant to the mixing rate determination is using Monte Carlo studies and replotting correctly identified
Fig. 3a which shows the combine@ distributions from states as if they were misidentified. The largest such source
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FIG. 7. The sum of the wrong-sign mass distributions in the ol
lower two rows of Fig. 5. The crosshatched histogram is the re-
flected mass distribution db°—K*K~ and D°— 7" 7~ decays [
A X i X —-50 | | | L | L
from Monte Carlo simulations normalized to 20 times the amount 0o 05 1 15 2 925
favored by our primary fit, summarized in Table Il. Notice the decay time (psec)

depletion of reflected signal in tH2° mass signal region. Figure 3a
shows theQ distribution for events within the restricted mass re-  FIG. 8. A hypothetical plot of the time dependence of wrong-
gion indicated by the arrows. sign decays taken frorfi7]. The dashed line represents the DCS
contribution. The dotted line shows the contribution due to mixing.
of background comes from doubly misidentified decays ofThe dash-dotted line shows the contribution from destructive inter-
D°—Kw or K&arar, in which theK and a of_opposite ference of DCS and mixing amplitudes when the interference is
charge are both misidentifigds = andK) by the Gerenkoy ~ 30% of its maximum. The solid line is the sum of all three contri-
detector. Although we explicitly cut against these misidenti-Putions. The vertical scale is arbitrary.
fied decays in our data selection, a small fraction is expected
to pass our cuts. Ourekenkov measurements alldd” de-  (in some cases after losing a neutral parjiele well outside
cays to be doubly misidentified around 1.3% of the time.the signal region. None of the other decays were seen to
However, only about 15% of these candidates have an ineontribute a significant background to our data samples.
variant mass within 20 Me\¢? of the D® mass. The selec-  In performing the fit, we discovered that thgcs and
tion cut on the reflected mass of each candidate further re-,;, terms are strongly anticorrelated with thg, terms, and
duces this background by about a factor of 20. Furthermorestrongly correlated with each other. Figure 8 demonstrates
since the background is very broadly distributed in masshow these correlations come about in a hypothetical case
rather than peaked in the signal region, we expect the fit tovhere the interference contribution approximately cancels
respond only weakly by changing the wrong-sign ratios,the contribution from pure mixing. This plot demonstrates
probably at the level of a few times 1 or lower. Since this  that even when the full time evolution deviates only slightly
background has an exponential decay time distribution, ifrom the pure exponential form of DCS decays, a large con-
will be interpreted as a signal foi,cs, and will not affect  tribution from mixing can be present if it is offset by a de-
the measurement aof,,;; or r;, at all. structive interference contribution. This implies that the fit-
The remaining potential sources of charm backgrounded values for the interference contribution and the mixing
come fromD* — 7D decays with thé decaying to a mode contribution are strongly anticorrelated.
other than K= or Kwww. For the K& mode, the Figure 9 illustrates the correlations in our particular fit by
D°—K*K™ and#" 7~ were the most significant, and were showing the likelihood contour plots for representative pairs
handled as described previously. In addition, we have exannf parameters for th®°—K™* 7~ mode. These strong cor-
ined decay®’— K~ 7+ 7%, K~ u* v (doubly misidentified relations account for much of the uncertainty in the wrong-
andD%— 7t 7~ 7% (singly misidentified, which might con-  sign ratios. Table IV gives the correlation coefficients for the
tribute as background t®°— K. As a general rule, the different wrong-sign ratios. The correlations of these ratios
misidentification rates for these modes are similar to whawith all other parameters of the fit are negligible. We note
was observed for the double misidentification abda#  that the correlations would be slightly reduced in an experi-
misidentification is dominated by thee@nkov selection cri- ment with better efficiency at short decay times where there
teria for the kaon candidgtewhile the misidentified masses is good discrimination betweer s and the other terms.

TABLE IV. Correlation coefficients for the wrong-sign ratios from the fit of Table II. Only the lower halves of the symmetric matrices
are shown. Correlations with the fit parameters that are not shown are negligible.

Iocs(Km) rocs(Kmm) Find(K™7") Find(K 77) Find(K™ ) Find(K* marar) M mix
foes(Km) 1.00
roc(Kmarm) 0.58 1.00
Find(K™7") -0.92 -0.68 1.00
rim(Kﬂr’) -0.90 -0.68 0.95 1.00
rin(K™ ) -0.71 -0.90 0.84 0.85 1.00
P (KT ) -0.70 -0.90 0.82 0.83 0.95 1.00

I mix 0.78 0.74 -0.92 -0.93 -0.92 -0.90 1.00




57 SEARCH FORD-D° MIXING AND DOUBLY-CABIBBO - . . . 23

~ 4 ~ 4
3 g g g
« FcE
Y 2 F 2 B
s, E :
s 3

0 b S S

-1 -1 F

-2 £ -2 F

-3 -3 £ o _

E ‘ | | E | | | FIG. 9. Likelihood contours corresponding to
RV o 2 s T 0 2 p AIn£=0.5 and 2.0 for the fit of Table II, illus-
Fees fOr K (%) fi fOr K*n™ (%) trating the correlations among the three param-
etersrpcs(Km), rmix and ri(K*#7). Strong

9 4 F correlations among these parameters are appar-
: 3 B ent. The correlations among other wrong-sign ra-
0, E tios are similar.
) =
31 E

o f

-1 ,

-2 _

-3 _

/I I ISR BRI BN

-4 -2 0 2 4
T mix (%)
i _ +0.09
VIl. OTHER FITS zero. Our results for mixing are;,=0.21" g+ 0.02%,

which is to be compared with the E691 resul,,

Table 1l shows our primary results in the search for mIX'=(0.05i 0.20)%. The reduction of the fit errors from Table

Ng. These results assume UGP 'V|olat|on can qnly oceur | is indicative of the strong correlations with thg,, param-

in the mterference terms of the fit, an assumption supporte ters, which are now fixed at zero. E691 also touched on this
_by most extensions to the standard moeke the d|scuss_|on point by considering several different fixed values of the in-
in Sec. I). However, to answer any concerns about this aserference termonly one interference term was allowed in
sumption, we have also performed a fit in which &  thejr mode). Their results showed behavior similar to what
constraints are reIaXed. Table \Y/ ShOWS the reSUItS f0r thWe see in our data: Strong Corre'a‘tion between Wrong-sign
wrong-sign ratios of that 41 parameter fit. As expected, theatios, and reduced fit errors when fixing the interference
central values forpcg andr ,ix bracket the corresponding term to zero.

combined terms in Table Il, and all the fit errors have in-  Finally, we explore the possibility that mixing is com-
creased. Using the criteriahin£=0.82 (neglecting system- pletely negligible, as one would expect from purely standard
atic errorg, we calculate the one-sided, 90% C.L. upper lim-model contributions. In this case, we fit only for the DCS

its 10 be ry(D'—D%<0.74% and rp(D°—DY  terms, obtaining rpce(Km)=(0.68033+0.07)% and
<1.45%. rocs(Kmmm)=(0.25"93%+0.03)%. The result for

We note that the earlier measurement by the E691 colP°—Km demonstrates a two-sigma excess in the signal re-
laboration[3] assumed that the interference termg were ~ gion which we believe is the result of real DCS decays.
negligible. Recently, there has been lively discussion conEFigure 10 shows this excess after background subtraction.
cerning the validity of this assumptiof7,8.20. Although We note that our value for the DCS rate is consistent with
some authors suggest that the phase between DCS and mi€ CLEO measuremeri] for the total wrong-sign rate:
ing amplitudes may be small, and therefore that the interfer[W'S(KTr):(0'7&0'251 0.25)%.
ence terms;,, should also be small, we prefer to quote our VIIl. SYSTEMATIC UNCERTAINTIES
results without this constraint. Nonetheless, to compare our '
measurements with the previous results from E691, we have Systematic uncertainties in the fit arise primarily from our
performed a fit in which we set the interference terms tomodeling of the three functions(t), R(Q), and By, s(t).

TABLE V. Fit results for the wrong-sign ratios of the most general fit, with no assumptions &@ut

DK 7 DK™ maar DO—K* 7™ DO—K*mmwm
Iocs(%) 0.80°145+0.47 —0.67 134+0.41 1.26 196+ 0.49 0.33195+0.32
F mix (%) 0.18'043+0.17 0.70328+0.18

Fint (%) -0.11°1%8+0.43 0.22173+0.41 —1.46'139+0.47 —0.89"132+0.35
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40F TABLE VII. Systematic uncertainties in the no-mixing fit, cor-
30 e responding to the standard model case. Entries are explained in the
20 text.
10 F
o f P ]
E |\\_}_f\\\ focs
710 " 0.002 0004 0.006 0008 001 0012 0.014 0016 0015 0.02 rocs(Km)(%)  (Kmmm)(%)
Q (cev) Fit value 0.68° 934 0.25'93%
FIG. 10. Distribution inQ for wrong-signD — K 7 candidates in K+K a reflections +0.04 +0.00
the mass range 1.845-1.885 GeX//The plot has been background Statistics of effy and bkgd distrs  +0.02 +0.02
subtracted using the fit with no mixingtandard model cakeThe Binning of effy and bkgd distrs *=0.01 +0.00
Gaussian overlay shows the size of the signal attributed to DCS Time resolution +0.01 +0.01
decays by the fit. Mass resolution +0.04 +0.02
Total systematic uncertainty +0.07 +0.03

By using the right-sign data samples to estimate these fune
tions, we have minimized our dependence on Monte Carlo
models, but some uncertainty remains. The results of ouwe have represented tle€t), R(Q), andBy,s¢(t) functions
studies of systematic uncertainties are summarized in Tabld¥y binned histograms rather than smooth functions. We
VI and VII. Below we describe the entries in Table VI which have, of course, tried to choose bin sizes small enough so
are the systematic errors obtained from studies on the fit ghat binning effects are not significant. In order to verify this
Table II. The entries in Table VIl are obtained similarly. We claim, we replaced the histograms in the fit with smoothed
find that the systematic uncertainties in the analysis are smaf¢nctions which were derived from the histogram data, and
compared with the statistical errors from the fit. repeated the fit. The differences between the parameter val-
The uncertainties in the first row arise from our estimateg!€s with the smoothed functions and the parameter values
of the size of the reflection iKs from misidentified With the histograms are quoted in Table VI as the uncertain-
D°K-K* and D°— 7~ #* events. Most of this uncer- ties due to binning. We expect this method to give an over-
tainty arises from our knowledge of the branching ratios forestimate of the binning effect, since it also includes the effect
these modes. We have estimated this error as 20% of tHdf some statistical fluctuations in the measured histograms
difference between the results of fits with and without termswhich are adjusted by the smoothing function. As antici-
describing these reflections. pated, the binning effects are small.
The uncertainties listed in the third rostatistics of The uncertainties listed in the fifth row of the talfféime
effy and bkgd distrs) result from the uncertainties in our resolution”) are due to the resolution on the measured decay
estimates ok(t), R(Q), andBy4s«(t) due to the finite size t|me.. Since the smearing is small, a_lgood assur_nptlon is that
of our right-sign data sample. The error bars on the corre€(t) is almost the same with and without smearing. For this
sponding histograms in Figs. 2, 3, and 4 show the level oftnalysis, the most likely resolution on the decay time is
uncertainty involved. Statistical uncertainties in the model of2bout 0.03 ps, with some measurements having a resolution
the functionR(Q) (Fig. 3 have been greatly reduced by as large as 0.08 ps. In order to quantify the error due to
combining eactD® candidate with pions from many differ- Smearing, we replace the functions of Ef) by functions
ent events, so that the uncertainties in this histogram argonvoluted with a fixed Gaussian resolution:
negligible in comparison with the uncertainties of Figs. 2 and
4. In order to propagate these statistical uncertainties to un- Bexpl(ti):ngptf dte—<t—ti)2/2<r§e—rt€(t),
certainties in the fitted parameters, we perform many fits to
the data, modifying each bin in each of the histograms of
e(t), R(Q) andBs,s(t) by a Gaussian fluctuation with the C+y—RO —(t—t;)220212 4~ Tt
resolution given by the error bars. The rms spreads of the Brni(t) Bmixf dte e e, (17
fitted parameters from 25 such fits are given in Table VI.
The uncertainties listed in the fourth row of Table VI 0 tt)2/202,
(“binning of effy and bkgd distrs’) are due to the fact that Bi”‘(ti):Bi”J dte” (" 27ote e(t),
TABLE VI. Systematic uncertainties for the key parameters in the fit of Table Il. This fit describes the
case where we have allowed fOIP violation only in the interference term. Entries are explained in the text.

Iocs(K) (%) rocs(Kmmm)(%) I mix(%0)
Fit value 0.90°133 —-0.20° 13 0.39°335
K*K™, w7 reflections +0.02 +0.02 +0.01
Statistics of effy and bkgd distrs +0.27 +0.17 +0.09
Binning of effy and bkgd distrs +0.25 +0.21 *+0.11
Time resolution +0.17 +0.19 +0.06
Mass resolution +0.18 +0.11 +0.05

Total systematic uncertainty +0.44 +0.35 +0.16
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where €(t) is obtained as in Sec. V and the integrals aresample into 10 subsamples, training a neural net on one sub-
obtained numerically. We then perform the fit with three sample, and applying the resulting net to the remaining
different values foroy: 0.02 ps, 0.05 ps and 0.08 ps. We samples as a test of the bias. We then repeat the process on
guote the average of the central value differendesn the  each subsample to get a better statistical average. By com-
fits for 0.02 ps and 0.05 ps and from the fits for 0.08 ps angaring the sensitivitymeasured as/+/B) of the training

0.05 ps as variations in Table VI, line 5. When the expo- samples with the sensitivity of the test samples, we deter-
nential lifetime is modified by our detector acceptance whichmine the level of bias. We find that the number of right-sign

is poor at low lifetimes, there is a “peak” at0.5 ps. We signal events could be biased upwards by about 1%. This is
observe that the time smearing affects the likelihood moséa negligible effect compared to our statistical error.

near this “peak,” while mixed events are most likely around  The last line in Table VI shows the contribution from all
higher values of decay time. Consequently, the DCS ratiothe systematic errors added in quadrature. These totals are
exhibit the largest variation, while the mixing ratio is rela- less than half the size of the statistical errors in Table II.
tively stable.

The.uncertainties in the sixth Iine of the takfémass IX. DISCUSSION
resolution”) come from the assumption of a constant Gauss-
ian resolution inm(K 7) andm(K 7). In truth, the mass At the current level of sensitivity, mixing searches begin

resolution should depend on ti¥ momentum and on the to constrain some mode|21]. There are also other search
kinematics of the decay. We have studied the dependence enethods that are promising. Using the sabiedecay chain
momentum and verified a noticable correlation between resdo identify the produced meson, but looking at semilep-
lution and momentum. For thik = decay mode, about 90% tonic decays of th®, is one possibility. Although semilep-
of the events have a mass resolution between 12 and 1énic decays are harder to reconstruct due to missing neutri-
MeV/c?, with a tail reaching out to about 25 Med#/at high  nos, they are not subject to contributions from DCS
momentum. For theK 7 mode, the variation is much amplitudes, and therefore do not suffer from the main limi-
smaller, with all events exhibiting a mass resolution in thetations discussed in this paper. In a separate publication we
range 8.5—11 Me\¢?. To quantify this effect, we have var- describe such a searf8] with the resultr ,;,<0.50% at the
ied the mass resolutions2 MeV/c? in the fit and recorded 90% C.L. The possibility exists for even higher statistics
the maximum variations in wrong-sign ratios in Table VI. searches in future experiments. Alternatively, it may be pos-
The fit results are quite insensitive to variation of the reso-sible to detect mixing via the lifetime difference between the
lution onm(K ), but change slightly with the resolution two physical eigenstates by comparing the measured life-
onm(K 7). A change inm(K ) resolution primarily affects times for differentCP final stateg22]. Of course, this ap-
rocs(K ), but because of the correlations in the fit, it will proach will only detect mixing if it is associated with a sub-
also alterr ,;, andrpcg(K ), as shown. stantial lifetime difference as opposed to mixing that only
Some other assumptions and biases in our fit model bedesults from a mass difference. We are investigating this
further comment. First of all, we have assumed that the effimethod as well. Finally, the cleanest signal for mixing might
ciency functione(t) for reconstructing ©° from aD* de-  be found at ar-charm factory which produced®-D° pairs
cay[signal terms from Eq(8)] is the same as the efficiency on resonance. As has been discussed previ¢asly certain

function for reconstructing a PrimafD_O [random pion term  hadronic final states from thed@°-DO pairs can only be
from Eq. (11)]. Since our reconstruction and selection crite-produced by mixing and not by DCS amplitudes. We remain
ria are only weakly dependent on tf¥’ production kine-  hopeful that one of these techniques may be used to detect

matics, we expect to find very little dlff_erence in efficiency DO.DO mixing, and thus provide information about the exis-
for these two sources @ mesons. Studies of reconstructedt :

0 ) . ' . ence of new physics.
D" decays which areot associated with a bachelor pion
appear to confirm that the difference is negligible. Second,
the K 77 final state may result from different resonant sub- X. SUMMARY
structures in the Cabibbo-favored and DCS amplitudes. This
can, in principle, lead to different efficiencies for the DCS
and interference terms in the fiThe two-bodyK 77 mode is,
of course, immune to this problemOnce again, however, X .
the fact that our reconstruction depends only slightly on thearev\?unt:marlzed n Tabl_c(ej VIIL. ¢ ing in eitms d
decay kinematics leads to effects at the level of only 1%. The d N Tﬁve seeln n(; evidence orl_lr(ml)_(rl]ng ('jnf.e't h 3cay
very similar time dependence of the efficiency functions for"10de- The results of a maximum likelinood fit to the data are

the K and K final states(Fig. 2 demonstrates how given in Table Il. The possibility of additional sources of
little e(t) depends on th® decay wrong-sign decays from DCS amplitudes limits our sensitiv-

We are also aware that training tle* neural net on a ity for detecting mixing alone_. Using the criteriomnlﬁl
sample of right-sigrD* decays can, in principle, produce a =0.82, we calculate the one-sided, 90% C.L. upper limit to

small bias in that sampléut not the wrong-sign samples bermix<0..85%. If, in order to account for th? most general
which were not used for training the heCareful selection ¢2S€ Possible, we relax the assumption Btis conserved

of input variables for the neural net that are not correlated” the mixing and DCS terms of the fias in Tabl_e v, we
with Q (our variables depend only on parameters that decalculate the upper limits for mixing to bep;,(D°—D°)
scribe the bachelor pigrshould prevent any significant bias. <0.74% and ,(D°— D% <1.45%.

We have investigated this effect by subdividing the training Our quoted sensitivity to mixing is similar to that of Fer-

We have searched for evidence BP-D° mixing and
DCS decays by looking for wrong-sign decays in the decay
chain D* — 7D with D—Ka or D—Kaaa. Our results
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TABLE VIII. A summary of values from our four fits. The top line describes the most likely case for
extensions to the standard model which produce large mixing. The second line describes our most general fit,
providing the most conservative results. The third line matches the assumptions of previous experiments,
which we do not feel are justifiable. The bottom line describes the standard model case. Results from other
experiments are also listed for comparison.

Fit type This result Other comparable results
CP violation only in Fmix=(0.39"335+0.16) % Fmix=(0.11"339% (E791[5])
interference term (semileptonic decays
Most general, Fmi(D%—D%) = (0.18"343+0.17)%
no CP assumptions  r . (D°-D%=(0.70"338+0.18)%
No CP violation, Fmix=(0.217335+0.02)% I mix=(0.05+0.20)% (E691[3])
no interference
No mixing rocs(Km)=(0.68"534+0.07)% rws(K7)=(0.77£0.25* 0.25) %
rocs(Kmarm)=(0.25"335+0.03)% (CLEO[6])
milab E691, but our analysis is notably more general in its ACKNOWLEDGMENTS
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