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We present a measurement of the atomic mass dependence of Eenmald = * production. It is measured
using a sample of 22 458 ~’s and E *’s produced in collisions between a 250 GeV beam and targets of
beryllium, aluminum, copper, and tungsten. The relative cross sections are fit to the two parameter function
ooA%, where A is the atomic mass. We measusie=0.924+0.020+0.025, for Feynmarx in the range

—0.09<x£<0.15.[S0556-282(97)05621-X
PACS numbgs): 13.85.Ni, 12.38.Qk, 25.80.Ls

The atomic mass dependence of strong interaction cross o(A)=0ooAY, )
sections with nuclear targets is sensitive to the behavior of
hadrons and quarks inside nuclear matter. In addition,
knowledge of this dependence is needed to compare crosghere A is the atomic mass of the target. By using four
section results from experiments using different target matedifferent target materials, we are able to check the applica-
rials. Many atomic mass dependence measurements habdity of this parametrization, as well as to make a measure-
been mad¢l]. Nevertheless, little exists in the literature for ment of «.
central hyperon production. We report here the first measure- A model of the nucleus as a totally absorbing sphere gives
ment of the atomic mass dependence of cerfraland=* @ value fora of 0.67. For absorption cross sectiomsjs a

production. little higher. For example, Carrolletal. [2] measured
The atomic mass dependence of cross sections is fret=0.755-0.010 for a 280 GeVir~ beam. If a cross section
quently parametrized as were simply proportional to the number of nucleons in the

nucleus,« would be 1.00. Earlier, we reported a measured

value fora of 1.00+ 0.05+0.02 forD meson productiof3].
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"Deceased. gets were 26 foils of Be, Al, Cu, and W with a total nuclear
*Present address: University of Kansas, Lawrence, KS 66045, interaction length of 2%. The foils were simultaneously ex-
SPresent address: University of lllinois, Urbana, IL 61801. posed to the 250 GeV beam to minimize errors associated
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TABLE I. « with statistical then systematic errors. The overall

= 7000 |~ data set containg s andZ ~’s with x; between—0.09 and 0.15,
E » summed ovep;. The other lines show results from subsets of the
& 6000 :— { overall data set with the additional selection specified in the first
= = H column.
Q -
55000 - «
;g o } ]l Data set ain o=0,A
© 4000 — Overall 0.924-0.020* 0.025
15} - }
= -
}é3000 — ' =+ only 0.905+ 0.028+0.025
2 - E~ only 0.939+0.026+0.025
52000 = ++ t
£ - ' # pr 0.0 to 0.5 GeV 0.906 0.041+0.035
51000 = # 1 0.5 to 1.0 GeV 0.9130.028+0.022
3 M + ++ ++ P +'H’ pT . . . . .
O A Halmh bty pr 1.0 to 1.5 GeV 0.9880.041+0.020
0 |IIllllIIIIIIIIIIIILI‘IIIIII||I 111
129 13 131 1.32 133 134 135
v Mass (GeV xg —0.09 to—0.03 0.881-0.042+0.025
ass (GeV) e —0.03 t0 0.03 0.981 0.029+ 0.025
xg 0.03 to 0.09 0.91€ 0.034+0.025

FIG. 1. Invariant mass distribution f& ~ andZ* candidates.
Mass is calculated using the knowx mass, the knownr™ mass,
and the measured momenta of the three tra@ssumed to be
pm @ or pat7"). Only candidates that pass the analysis cuts
are included. Only statistical errors are shown. Events are weighteg
based on trigger prescalers. The average weight is 1.56.

Xg 0.09 to 0.15 0.9180.056+0.025

he signal was determined using sideband subtraction, not
y fitting a function to the mass distribution. This eliminates
errors associated with the determination of the shape of the
signal peak.
are 11 silicon microstrip plang¢8—30 cm downstream of the The combined=~ and 2+ data signals, before accep-
targets, 35 drift chamber plane€150-1750 ctiy 2 multi-  tance corrections and weighting are applied, are as follows:
wire proportional chamber€l30 cm, 180 cm and 2 mag- 1980+ 55 from a minimum bias triggeno requirement on
nets (290 cm, 620 cmfor momentum measurement. The yransverse energy in the calorimeteasd 20 479 187 from
electromagnetlc and ha(_jronlc calorimeters were used only trigger that required greater than roughly 5.5 GeV of trans-
for on-line event selection. The two thresholderénkov  yerse energy in the calorimeters. The data acquisition rates
counters downstream of the target were not used in thigy these triggers were controlled using prescalers that were
analysis. _ _ _set to record a specific fraction of events that passed trigger
. Tracks of charged parUcHIes were reconstructed using h't?equirements. The signals from the two triggers are com-
in the detector planes. The ~'s were reconstructed using pined using weights based on the known prescaler settings.
gnly the three final tracks produced in the decaystypically, the minimum bias events with less than 5.5 GeV
E"—A+7 and A—7 +p (charge conjugates are im- of transverse energy have weights roughly 20 times larger
plied in this paragraph and the following paragraphhe  than the events from the transverse energy trigger. This
analysis focuses on events where both decays occurred bggyses the statistical error anto be dominated by the sta-
tween the silicon microstrip planes and the drift chambet;stical errors on the events from the minimum bias trigger.
planes. The tracks used to reconstrict’'s were required to A full detector simulation was used to calculate the ac-
have hits only in the drift chambers and proportional Cham'ceptances for each material in narrow bins>gf (width
bers, no hits being allowed in the silicon microstrip detec—0_015_ The acceptance calculation was repeated for each
tors. _ o data set listed in Table I. Acceptances ranged from 3% to
We applied further criteria to sele@"'s from the data. 1204, The simulation modeled the geometry of the detector,
The reconstructed. mass was required to be within 5.25 the primary interaction, secondary interactions, pair produc-
MeV of the known mass. The shortest distance between thgon multiple scattering, detector plane efficiencies, and all
two tracks used to reconstruct the neutkalvas required to  analysis cuts. A total of 1:810° simulated events were gen-
be less than 0.7 cm. The shortest distance between\the erated for the acceptance calculation. The statistical errors on
track and the other charged pion track was required to be lesfie acceptances were much smaller than the statistical errors
than 0.66 cm. The angle between tB€ trajectory and the from the data.
direction from the primary vertex to th& ™ decay vertex The dominant systematic error is due to the uncertainty in
was required to be less than 0.012 radian. There were reimulating the average number of charged particles per event
quirements on the geometric locations of the three verticeghe multiplicity). The average multiplicity increases with the
and on the charges of the three decay tracks. These were th@ymic mass of the target. Since the targets were arranged
most significant selection criteria. along the beam direction in order of decreasing atomic mass,
Figure 1 Shﬂvs the invariant mass distribution for Candi'events produced in the h|gher mass targets also suffered
dateZ ~’s andE *'s after the selection criteria were applied. more pair production and secondary interactions than those
The figure shows a strong signal over a linear backgroundoroduced in low mass targets. The overall effect is to reduce
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the acceptance for the higher mass targets, because the track
reconstruction efficiency is lower in high multiplicity events.
This systematic error was studied by varying the multiplicity

of generated events in the simulation and by making com-
parisons between the data and the simulation. The systematic
error on o related to multiplicity was estimated to be
+0.023. The systematic error was somewhat higher in

events where th& ~’s and £ *’s had low transverse mo-
menta @7), because the track densities were higher nearer
the beam.

We studied several other sources of systematic error. Sys-
tematic errors inx associated with measurement of the thick-
ness of the target foils, and errors associated with the loca-
tion of the reconstructed primary vertex, were each estimated
to be roughly +0.007. Other systematic errors were esti-
mated to be even smaller. These include errors related to 10
inelastic collisions in the target that attenuate the beam flux,

simulated=Z ~ and=Z* momentum distributions, detector ge-
ometry, signal determination, beam contamination, and trig- s L1 g aaal L
ger biases. 10 102

The values ofa were determined by fitting the two pa-
rameter functionoyA“ to four data points: the relative Be,
Al, Cu, and W cross sections. The fit paramedgrsimply ) _ — _
normalizes the function. Figure 2 shows one of the fits. The FICG: 2. Relative cross sections fai™ and=" production &
¥2 of this fit is 1.35 with two degrees of freedom. The func- 2tWeen—0.09 and 0.15, summed ove) as a function of the
tion fits our data well. atomllc mass of the target. The solid curve shows the fit of the

Table | shows measured valueswofor several data sets fungnqn 0= oA, Where oo and are the f't. parameters. Only

- " statistical errors are shown and used in the fit.
The largest data set covers the regioxinwhere the accep-
tance is large enough to yield enough statistics for a mean-
ingful result. This large data set is subdivided in several dif-and 33 of Ref[7] showe as a function op andxg . These
ferent ways. When calculated separately®r and=~, «  figures show the long established trendsaoincreasing as
is the same within errors. As a function of bgth andx.,  Xr decreases towards 0.0 andincreasing apry increases.
the dependence af is consistent with being flat within er- TheXg figure showse increasing from less than 0.5 towards
rors, but there is a rise neag=0.00 and in the highest bin 2 value a little less than 1.00 ag decreases from 0.8 to 0.0
of pr. Note that the systematic errors are strongly correlatedn© data forxg<0.2in[7]). This is consistent with our mea-
in different subsets of data. In evaluating trends as a functio§ured value fo. _
of X¢ or pr, the statistical errors are more important than the I summary, we present a measurement of the atomic
systematic errors. mass dependence of the cross section for ceBtrahnd= *

It is useful to compare our results to other experimentaproduction. We measure:=0.924+0.020+0.025, having
measurements. Iib,6], the atomic mass dependence for pro-found thatA* is a good parametrization of the atomic mass
duction of 7=, K*, p, andp was reported. That experiment depe'ndence.of the production cross s.ection. Our data are
used a proton beam to study central production as a functiofonsistent with the value o approaching 1.0 agg ap-
of pr and beam energy. For examplepgt=0.77 GeV with ~ Proaches 0.0.

a 400 GeV beamq was measured to be 0.8D.01 for We gratefully acknowledge funding from the U.S. De-
production of7~ and 0.980.02 for production of botk™  partment of Energy, the U.S. National Science Foundation,
andp. Our result for the atomic mass dependence of centrahe U.S. National Science Foundation Graduate Program, the
=~ andE" production is similar in that is also a little less Wayne State University High Energy Physics Initiative, the
than 1.00. In Ref[7], the E° atomic mass dependence was Brazilian Conselho Nacional de Desenvolvimento Cligti
reported for 0.2 xz<0.8 using a 400 GeV proton beam. e Tecnolgico, and the National Research Council of
The Z° is the particle most similar to th& ~. Figures 31 Canada.
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