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Precise measurement of th&® mass
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We have obtained precise measurements ofSthenass and th&°-A° mass difference from a fit to the
APy invariant mass distribution of 33273°—A%+y decays. Our measurements yield
Myo=1192.65- 0.020+ 0.014 MeVt? andMyo— M 4o=76.966+ 0.020+ 0.013 MeVLt2, where the uncertain-
ties are statistical and systematic in that order. This represents a significant improvement over all previous
determinations and is the first direct measurement oSthenass itself[S0556-282(197)00717-(

PACS numbdss): 14.20.Jn, 13.40.Hq

The precise measurement of fundamental physical corMeV/c? andMso— M o= 76.63+0.28 MeVt?, which were
stants such as the hyperon masses and mass differences determined in 1965 with 208 events in a hydrogen bubble
tween hyperons represents an important task of experimentahamber. It is also surprising that in all previous experi-
physics. In addition to making a significant improvement inments, the measured parameter is the mass difference rather
our knowledge of these fundamental constants, we note th#itan the mass of th&° itself. In this paper, we report a
the precise measurement of the baryon massesy th&° measurement of thB° mass that is not only the first direct
system in particular, provides essential input to modern themeasurement of that quantity but is also significantly more
oretical work in understanding the constituent interactiongPrecise than any previous determination.

[1]. This includes recent work in determining the baryon Our measurements were made on data collected by ex-
octet and decuplet mass relationsHips Thus, a program to  periment E766 at the Brookhaven National Laboratory Alter-
determine the baryon masses to high precision is an impomating Gradient SynchrotrofAGS). Using a spectrometer
tant contribution to a quantitative understanding of the stron@onsisting of six narrow-wire-spacing, high-rate drift cham-
interaction. bers, the E766 detectp8] measured charged particle trajec-

Given the importance of these quantities, it is surprisingtories produced by 27.5 Ge¥proton interactions in a 30 cm
that our knowledge of some of these masses is based d@ang liquid hydrogen target. In a data taking period of two
analyses of limited statistics data collected by emulsion antveeks, 300 million high multiplicity final statpp interac-
bubble chamber experiments, some of which were performetions were written to tape. This sample was reconstructed
over two decades ad8—7]. The best experimental values of with a specially designed dedicated hardware proce€gor
the 3° hyperon mass and thE®-A° mass difference, for Various components of the detector, data acquisition system,
instance, are those of Schmif#]—Mso=1192.41-0.14 electronics, and triggers are described in greater detail else-

where [8-13. The mass resolution achieved in this spec-
trometer is rather high. The standard deviation of the

*Now at Lawrence Livermore National Laboratory, Livermore, Mmass distribution is 0.5 Me\ef [12].

CA 94551. As shown in Ref[12], a limiting factor in the accuracy of
'Now at University of Texas, M.D. Anderson Cancer Center,@ Mass measurement is the knowledge of the magnetic field

Houston, TX 77030. in the momentum analyzing spectrometer. For that reason,
*Now at Fermilab, Batavia, IL 60510. we went to some length to calibrate the field as follows. The
SNow at University of Illinois at Urbana-Champaign, Urbana, IL Mmagnetic field map of the spectrometer was determined with

61801. the FermilabziPTRACK system[14] and initially aligned us-
** Now at AT&T Research Laboratories, Murray Hill, NJ 07974. ing surveying techniques and the symmetry of the field. Us-
"Now at University of Utah, Salt Lake City, UT 84112. ing a sample of 60 000 exclusive events containingga a
*Deceased. detailed study of the dependence of th% mass on various

$5Now at University of California at Davis, Davis, CA 95616.  parameters such as the location of the decay point, the ori-
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entation of the plane of decay, the trajectories of K’& F
decay products, and tHe(S’ momentum enabled us to im- 1600
prove the initial alignment of the field grid to within an un- | ; s
certainty of=0.127 cm in each direction. As a final step, the 1400 gr=(21F°XFPI/IF'+P1l)
entire field was then normalized to fix the measured mass of 1200 b
the Kg at the world average of 497.672.031 MeVt? [7]. o5
More details concerning these procedures involving the mag- % 1000
netic field can be found in Ref12]. =
The 3° mass measurement utilized events of the decay < 800
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where they converts into an electron pair in the material in
the spectrometer. Candidates for reactidh consisted of
events containing a single® vertex and a single candidate
whoseA %y invariant mass was within- 20 MeV/c? of the
current world averag®® mass of 1192.55 Me\¢? [7]. The
procedures to select® vertices are described in RéfL2].

v candidates were identified by looking for small-opening-
angle, oppositely charged, particle pairs. For such pairs, w
measured];, the transverse component of the relative pair

momentum in the c¢.m. frame defined bygr [16] and bremsstrahlund7]

—2Pptwp-l/IPT+ P~ S+ S5 —
=2|P"xP~|/|PT+P~| whereP™ andP" are the labora- The events generated for the simulation were derived
tory momentum vectors of the positive and negative parfom the real data with the hybrid Monte Carlo technique

ticles, respectively11]. [18]. In order to insure that our simulated events were as

Special attention was given to the d()etermination of th&ealistic as possible, all of the detector data from the real
conversion point of the decay from the.". Since the elec- 3% data sample were retained except for those related to the

tron and ppsitron fromy conversion are prodyced with a decay children of th&°. For each generated event34 of
small-opening angléon the order ofm,/E,), their momenta  fiyaqd mass Mso=1.19255 GeW?) was decayed isotropi-
at the conversion point is nearly parallel to the momentum OEaIIy in its center-of-mass system intoA® and ay which

the y. Thus, the location of the conversion point along theyere poosted into the laboratory frame using the original
y momentum direction would naively seem difficult to as- 0 jomentum from the real data. The® was allowed to
certain. However, since thg magnetic field of the spectromaecay isotropically in its center-of-mass system injo and
eter causes the two oppositely charged particles fromythe  .~"3nd with an exponential decay length distribution hav-
conversion to bend in opposite directioq%,increases as the ing a mean lifetime of 2.6810 1 sec[7]. Thep and 7~
two tracks move away from the conversion point. Thus, th&yere then boosted into the laboratory frame with th&
position of _the converzsipn poir_lt can be located by searching,omentum. They was propagated through the simulation of
for that point whereqr is a minimum. In that search, the the detector and converted into afie™ pair at a frequency
particle tracks are refit using the conversion point position agietermined by its conversion cross section in the detector
a constraint. The pOSition Wheﬁ is minimized is taken as material. Fina”y, all four partic|e$, T, e+, ande” were
the correcty conversion point. Figure 1 shows thé distri-  propagated through the detector simulation producing the ap-
bution of the small-opening-angle pairs after the correct conpropriate detector responses. The resulting data tape was
version point was obtained. A pair was considered to be shen subjected to the same reconstruction and analysis algo-
y candidate ifq3<10 (MeV/c)?. rithms as the real data.

The electron pair produced by the conversion of the decay Comparing the distributions of the simulated data with
v from the3° loses energy due to ionization and bremsstrahthose of the actual data revealed biases due to the acceptance
lung in the detector material. The resultigy invariant  of the detector and the reconstruction algorithms. These bi-
mass distribution is asymmetric exhibiting a low-energyases selected against low momentliffis and events with
“tail.” In order to minimize these effects, we restricted our interaction vertices in the downstream portion of the liquid
analysis to those’s which converted in material outside the hydrogen target. Corrections were made in the simulation by
liquid hydrogen. In addition, because no analytic descriptiorgenerating more events with low momentifis and down-
of this distribution can be reliably obtained, we have resortedgtream interaction vertices such that the final distributions
to a detailed Monte Carlo simulation of the detector in orderagreed.
to produce the expected invariant mass distribution. The resultingA®y invariant mass distribution was then

FIG. 1. q% distribution of candidatee*e™ pairs from they
conversion of%,°— A%+ y events. The arrow shows the location of
the cut used.

The code used for the Monte Carlo simulation of the de-
tector was written specifically for BNL E766 and has been
alidated in a number of analysg&11,13. For the3° mass
analysis, we have improved the simulation of photon pair
production[15] and electron energy loss through ionization
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TABLE II. The procedure to determine these values follows the
outline in Ref.[7] using Lagrange multipliers to implement the
constraints and adding the® mass as another measurement. The
italicized values differ from those in R€f7] by more than #r.

250

200 |
o [ New world average¢MeV/c?)
=
Z 50l 3° 1197.451-0.031 57-A°  81.694-0.066
g - 30 1192.65-0.025 30.A0 76.96+0.03
> st 1189.370.06 330 4.86+0.07
§ 100 | A° 1115.683-0.006 ST-3t 8.10+0.11
3 I
s0 L this result was fit to the Monte Carlo distribution which is

shown by the dotted line superimposed on the real distribu-
tion in Fig. 2. The observed width of tf&°— A%+ y decay
is reproduced nicely by the simulated events. The value of
the 3° mass from this fit is 1192.650.020 MeVEt2. The
x% is 79 for 65 degrees of freedom. By subtraction, this
result yieldsMso— M yo="76.966+ 0.020 MeVt?. We note
that our determination of thE® mass is the first direct mea-
surement of that parametgt9].

Two sources of systematic uncertainties in our measure-

taken t tth ted distribution for$Sed ments are the uncertainty in the value of th&mass used in
axen to represent the expected distribution tor ecay obtaining these results and the uncertainty in the value of the

in the detector subject to all of the relevant energy IossKo mass used in calibrating the magnetic fiE1@]. In order
< .

mechanisms. Thls SIquated distribution was used to fit .th?o determine the systematic uncertainties and to permit accu-
actual data using a fitting procedure that involved VanyiNg ate corrections of our results if the world averages of the

four parameters. The simulated distribution was allowed to, 0 : :
shift in invariant mass and its integrated area was allowed tc/z\ andKs masses change, we present in Table | the deriva-
vary (two parameteps A linear background term was also 1V€S 0fMso andMso—M o with respect taV yo and Mg
added to this distributioitwo parametens The y? formed  and the contributions of each of these to the systematic un-
by the square of the difference between the simulated districertainties.

bution and the actual distribution was minimized by allowing We investigated possible systematic effects on ¥fe
these four parameters to vary. The fiftll mass value was mass from the acceptance corrections in the simulation de-
obtained by shifting the value input to the event generator irscribed above. The complete analysis was performed with
the same amount that the initial simulated distribution wassamples in which the acceptance correction was varied sig-

[}
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FIG. 2. Invariant mass fok,°— A%+ y events(solid line) fit to
the Monte Carlo distributioridashed lingadded to a linear back-
ground(dot-dashed ling

shifted to obtain a minimuny?.
For the real.® sample, selecting only events withcan-

nificantly. Extrapolating to the cases where jffeagreement
between the real data and the simulated data increased by

didates converting in material outside the liquid hydrogenone from the optimum, we estimate that the systematic error

resulted in 3327 events with 4%y invariant mass between
1185.6 and 1199.4 Me¥?. The A%y invariant mass

2

M3o,=M3o+2(EoP,—Po-P)

was calculated using the world averaj® mass of 1115.684

due to this correction could be no larger tha®.0005 MeV/
2
c”.

To study possible systematic effects due to the uncertain-
ties (=5%) in the amount of material used in the simulation,
the complete analysis was repeated with that material in-
creased by 10%. The contribution to the systematic error

MeV/c? [7] and the reconstructed laboratory momenta of thefrom this source is less thah0.01 MeVE?.

A% and they. The solid line in Fig. 2 shows this distribution

Combining the contributions from all four sources men-

in 0.2 MeV£k? bins. Using the procedure described abovetioned above in quadrature gives systematic uncertainties

TABLE |. Systematic uncertainties in tHe° mass, an %-A°
mass difference due to uncertainties in the values ofkBeand
A® masses usedvalues used aré Kg:497.67& 0.031 MeVt?
andM ,o=1115.684-0.006 MeVt?).

Derivatives Uncertainty Contribution
(MeV/c?)  (MeV/c?)
30 (7M20/{9MK(S)=0.25 +0.031 +0.0077
IMso/IM ,0=1.0 +0.006 +0.006
30-A%  9(Mso—M 40)/oM =025  =0.031 +0.0077
d(Mso—M 0)/dM ,0=0.0 ~ +0.006  *+0.0

of +0.014 MeVt? for Myo and =0.013 MeVE? for
Mso—M ,o.

In conclusion, we report the following values measured in
this experiment:

Myo=1192.65 0.020+ 0.014 MeVkL?
and
Myo—M ,o="76.966= 0.020+0.013 MeVL?2.

Our result for the2® mass has an uncertainty that is 7 times
smaller than the result of Schmigit] with about 16 times the
statistics. The uncertainty on i’ — A° mass difference is



56 PRECISE MEASUREMENT OF THE.,° MASS 2547

14 times better than the result in this same reference. The We wish to acknowledge the assistance of the staff at the
existence of these improved values and the first diltt Brookhaven National Laboratory AGS, the University of
mass measurement suggest a need to recalculate the woNthssachusetts, Columbia University, and Fermilab. This
averages. With our value of the® mass included as a di- work was supported in part by National Science Foundation
rectly measured quantity, we do a constrained fit followingGrant Nos. PHY9413105 and PHY92-15987, by the Depart-
the procedures described in REf] and using their reported ment of Energy Contract Nos. DE-AC02-76CHO3000 and
values and uncertainties for all other masses. This yields thBE-AS05-87ER40356, and by CONACYyT of Mieo under
new world averages presented in Table II. Grant Nos. F246-E9207 and 4009P-E9608.
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