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We present results on the production of high transverse momentum charm mesons in collisions of 515
GeV/c negative pions with beryllium and copper targets. The experiment recorded a large sample of events
containing high transverse momentuipy) showers detected in an electromagnetic calorimeter. From these
data, a sample of charm mesons has been reconstructed via their decay into the fully Ehargetbde. A
measurement of the single inclusive transverse momentum distribution of ch@rgeedsons from 1 to 8
GeVl is presented. An extrapolation of the measured differential cross section yields an int@jfateoss
section of 11.4 2.7(stat) 3.3(sysh ub per nucleon foD* mesons withx>0. The data are compared with
expectations based upon next-to-leading-order perturbative QCD, as well as with resulksyfrom We also
compare our integrated~ cross section with measurements from other experiments.
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PACS numbe(s): 13.85.Ni, 13.60.Hb, 14.40.Lb

[. INTRODUCTION nificant theoretical uncertainty in the total charm quark pro-
duction cross section, there is less uncertainty in the shapes
Over the past decade, measurements of charm productiaf the differential distributions. The shapes of the LO and
in hadronic interactions have provided valuable tests of the&lLO single inclusive charm quark distributions versos
applicability of perturbative QCBPQCD) to the production are rather similar, and their shapes exhibit smaller sensitivity
of heavy quarks[1-4]. Quark-antiquark annihilation and to variations inm. or the renormalization scald.6,18.
gluon fusion are the leading-orddi.O) contributors to To compare measurements of charm hadron production to
charm quark hadroproduction. The next-to-leading-ordethe results of PQCD calculations, the consequences of had-
(NLO) contributions to the cross sections have been evaluronization of the produced charm quarks must be taken into
ated[5-8] and are comparable to the leading-order contribu-account. The fragmentation of charm quarks into charm had-
tions. While the results of the NLO calculations can accom+ons is inherently a low momentum transfer process, and is
modate the charm cross sections observedrinnucleon therefore currently beyond the domain of PQCD. Neverthe-
interactiong 9—15], the large size of the NLO contributions less, the effects of fragmentation may be described phenom-
is an indication that still higher order contributions may beenologically by convoluting the partonic cross sections with
significant. Furthermore, NLO calculations of the total charma suitable fragmentation function. One hopes to describe the
quark cross section exhibit significant sensitivity to thehadronization of charm quarks via a universal, process-
choice of input parameters, including the charm quark massdependent fragmentation function, such as the Peterson
(m), the renormalization and factorization scales, as well agt al. [19] form, as measured ia*e™ collisions. Convolut-
the parton distribution function€PDF'’s). For example, the ing the NLO prediction for charm quark production with a
calculated charm cross section changes by a factoe®f fragmentation function results in a softening of the predicted
when the renormalization scale is varied from2to 3m. pt spectrum of the charm hadrons relative to the charm
Varying the charm quark mass from 1.2 Ge¥/to 1.8 quarks. The Petersoet al. fragmented NLO result is softer
GeV/c? changes the calculated charm cross section by ahan the measurgu; spectrum for charm hadrons, and it has
much as an order of magnitudli&6,17]. While there is sig- been observed that the unfragmented NLO result for charm
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qguarks reproduces the shape of observed charm hamron Dipole Electromagnetic
spectra reasonably well in the kinematic range>0 and X Analysis Liquid Argon

. . Magnet Calorimeter Forward
pr<4 GeVic [1]. One might expect additional nonperturba- Proportional Calorimeter
tive effects, such as the intrinsic transverse momentum of the Wire Chambers I

incoming partons, to have an impact on the measured differ- . |
ential distributions. Frixionet al.[1] noted that the Peterson
et al. fragmented NLO calculations of the champn spectra
can be brought into agreement with data from experiments
E769 and WAB82, provided the partofia each hadronare
supplemented with an average squared intrinsic transverse
momentumk3)=2.0 (GeVk)?.

It is also of interest to compare the data with a Monte
Carlo(MC) simulation that incorporates a model of the frag-
mentation processsuch as the Lund string modg20] as \

Incident Beam

implemented irPYTHIA). Again, nonperturbative effects may

need to be taken into account to match the experimental g

results.PYTHIA simulates the so-called “leading particle ef- Target/SSD Ligid oo
fect,” which results in an enhanced forward production for Box Straw Tube Calorimeter
D mesons whose light quark is a spectator valence quark Drift Chambers
from the incoming beam particle. In addition to initial state : om |

radiation effects,PYTHIA also includes additional intrinsic
transverse momentum characterized by the paranieter _ ] .
[21]. Reasonable agreement has been achieved between aFIG. 1. Plan view of the 1_990 _qonflguratlon of the Meson West
PYTHIA MC simulation and the E769 data using avalue of ~ SPeCtrometefomitting muon identifiers

~1 GeVlc [22].

Fermilab experiment E70623] was designed to study as a hadronic section. The higly trigger was based upon
high p; phenomena, principally associated with direct pho-signals originating from showers detected in the EMLAC.
tons [24,25 and highpt jets [26]. Jets arising from large Only data from the charged particle tracking system and the
momentum transfer collisions are expected to be rich in higtelectromagnetic section of the calorimeter contributed di-
pr charm particles. The higp requirement of the E706 rectly to this analysis.
trigger enhances the fraction of selected events containing
charm by nearly an order of magnitude compared to a mini-
mum bias trigger. Since the selected events result from high
transverse momentum interactions, the data constitute a The target region of the Meson West spectromé&tkown
unique sample in which to study charm particlesher re- in Fig. 2) consisted of nuclear targets and a SSD syg$@&8h
cent fixed target charm experiments frequently employed he targets included two 78@2m thick copper pieces fol-
lower threshold or minimum bias triggers, and yielded a richlowed by two beryllium cylinders of length 3.71 cm and 1.12
sample of mostly lowep; events. From a theoretical stand- cm, respectivelyA 1 cm air gapbetween the two beryllium
point, one might expect the PQCD calculations to becomeylinders was designed for use in searches for heavy quark
more reliable in the kinematic range accessible to E706. Thisecayq29]. The targets were supported in a Rohacell stand
paper presents results of a study of highcharm particles which had a cylindrical hole bored along the beam axis
produced in 515 GeV/ = -nucleon collisions. The mea- where the targets were positioned. Three beam SSD modules
sured differential cross sections are compared to NLO PQCvere located upstream of the target and 5 vertex SSD mod-
calculations and results fromryTHIA MC simulation. We ules were located downstream of the target. Each module
also compare the integrated™ cross section with NLO was composed of a pair of single-sided SSD planes with
PQCD calculations and other measurements. strips aligned vertically and horizontally along teandY
axes, respectively. All of the SSD planes were /& pitch
detectors, with the exception of the pair of vertex SSD’s
nearest the target, which consisted of a high resolution 25

Experiment E706 was performed in the Fermilab Mesornum pitch central region and 52m pitch outer regions. A
West beam line. The unseparated negative secondary 516tal of 8912 strips were instrumented, providing an angular
GeVic beam was primarily composed of pions with a smallacceptance of- =125 mrad in each view.
admixture of kaons € 5%). Figure 1 displays a diagram of A large dipole analysis magnet was located downstream
the key elements of the Meson West spectrometer for thi¢f the SSD system. Charged particles passing through the
measuremerfR7]. The detector included a precision chargedmagnet received pr impulse of~450 MeV/c in the hori-
particle tracking system and a large acceptance liquid argorontal plane. Four PWC statiofi30,31] were located down-
calorimeter(LAC). The charged tracking system employed stream of this dipole analysis magnet, each separated by
silicon microstrip detector§SSD’S, a large aperture dipole =~1 m. Each station consisted of four proportional wire sense
analysis magnet, proportional wire chambéSVC’s), and  planes with wires oriented at the angle90° (X view),
straw tube drift chamberéSTDC’s). The LAC contained a 0°(Y view), 37° U view), and—53°(V view). Thus, the
finely segmented electromagnetic secti&@MLAC) as well X andY views were orthogonal to one another, as were the

A. Charged particle tracking system

Il. APPARATUS
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c The locations and widths of thR strips on the radial anode
, [Beam Module No. 3 Vertex SSD modules boards were such that tifestrips were focused on the target
[ l . %\; region so that neutral particles produced in the target passed
[ : through the samdR strip in each successive radial anode
board. The width of th& strips on the first anode board was
5.5 mm. The interleaved azimuthal anode boards were sub-
divided at a radius of 40 cm into innef and outer¢ re-
gions. Each of the innerp strips subtended an angle of
— 11— /192 radians in azimuth while the outerstrips subtended
an angle ofr/384 radians. Longitudinally, the EMLAC was
read out in two sections. The front section consisted of the
-1k first 22 layers(8.5 radiation lengthswhile the back con-
L sisted of the remaining 44 laye($8 radiation lengths For
each section in each octant, signals from corresponding
Beryllium R(¢) strips were ganged together and read out indepen-
LS TR 1315 dently.
3L 6 Copper g 10 12 14 16
|T?rgml|1||1 C. Trigger
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15
Z(cm) The trigger selected events producing high transverse mo-
o . . . mentum showers in the EMLAC. This event selection pro-
FIG. 2. Elevation view showing the configuration of the target cess involved four stages; beam and interaction definitions, a
and. SSD reglon_durlng the 1990 fixed target run. Shown from |eftpretrigger requirement, and the final trigger requirements
to right is the third of three beam SSD modulgabeled as SSD  [35]. The beam definition required that a single beam particle
planes 5 and % the copper and beryllium targets, anq the five \yas detected in the beam hodoscope lataten upstream of
vertex SSD moduleglabeled as SSD planes 7516The instiu-  the target. A scintillation counter with &inch diameter hole
mented regions of_ the SSD’s are_desngnated by the shaded regionsS-< |ocated downstream of the beam hodoscope and was
The dotted lines illustrate the size of th? SSD planes. The Odqjsed to reject interactions initiated by particles in the beam
numbered planes measuxecoordinates while the even numbered halo. A pair of scintillation counters was mounted just up-
planes measur¥ coordinates. The strips are %m wide on all stream of the dipole analysis magnet, and another pair was
SSD planes except for the centrak.8 mm of SSD planes 7 and 8, mounted just downstream of that magnet. These counters
where the strips are 2om wide. Reconstructed tracks from an o . .
interaction which includes a candidate charm particle are also delere sensitive to charged partlcle§ passing through the aper-
picted in the figure. ture of the magnet, but each_palr qf counters had a hole
which allowed the beam that did not interact in the target to

U andV views. Within each sense wire plane, the Spacing@rp‘ass through undetected. An interaction was defined as a

between the sense wires was 0.254 cm. A total of 13 44
sense wires were instrumented. The STDC sygté2hcon-
sisted of two stations, with each station consisting ok 4
view planes followed by & view planes. TheX andY view

oincidence between signals from at least two of these four
teraction counters. To minimize potential confusion due to
out-of-time interactions, a cleaning filter rejected any inter-
actions that occurred withir: 60 ns of each other. For those
) . . interactions that satisfied the beam and interaction definition,
planes in the upstream station consisted of 160 and 1 e p; deposited in various regions of the EMLAC was

tubes, respectively. Each tube had a diameter of 1.03 cm P .
: valuated by weighting the energy signals from the EMLAC
Each plane of the downstream STDC consisted of 168 tube]s_2 channel aymplif?er fagst outputsggys%@, where g, is the

and each tube had a diameter of 1.59 cm. The hit resolution

of individual tubes in the STDC’s was typically in the range p°""‘? aln%Ie that Fhefph strip sgbtends W!th respect to the
200—-300M. nominal beam axis. The pretriggpy requirement was sat-

isfied if the p; detected in the inner 12R channels or the
_ i outer 128R channels of at least one octant was greater than
B. Electromagnetic calorimeter a threshold of~1.7 GeVk (for the PRETRIGGER Hl A
The EMLAC[33,34], which was locateé 9 m downstream pretrigger signal was issued only if the signals from a given
of the target, was assembled from four independent quaddctant satisfied that pretrigger requirement and there was
rants, each of which instrumentédf the azimuthal accep- no evidence in that octant of substantial noise or significant
tance of the detector. The inner and outer radii of thep; attributable to an earlier interaction and there was no
EMLAC were 20 cm and 160 cm, respectively, correspond-incident beam halo muon detecte&6]. The pretrigger signal
ing to a center of mass rapidity coverage-oi to 1(for the latched the data from the various subsystems while the final
incident 515 Ge\W bean). Each quadrant was composed of trigger decision was being evaluated.
66 layers. Each layer consisted of an absorber stvagth The experiment employed several different hightrig-
was 2 mm of lead in all but the first layerm 2.5 mm liquid  ger definitions that were based upon the LOCAL and GLO-
argon gap, a pair of octant-size copper-clad G-10 anod8AL signals from octants that satisfied the pretrigger. Local
boards, and another 2.5 mm argon gap. In alternating layers;igger groups were formed by clustering the Z5@&hannels
the copper cladding of the G-10 anode boards was cut tin each octant into 32 groups of 8 channels. Each of the
form either concentric R) strips or azimuthal ¢) strips.  adjacent pairs of groups of 8 channésoups 1 and 2, 2 and
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3, ..., 31 and 3pformed a local group of 16 strips. If the g
pr detected in any of these groups of 16 was above a speci-goois Copper
fied high (or low) threshold, then a LOCAL HKor LO)
signal was generated for that octant. A GLOBAL (@ LO)
signal for a given octant was generated if the sumrmed
from the groups of 8 in that octant was above a specified
high (or low) threshold. In order to suppress coherent noise
effects, only groups of 8 registering at leas250 MeV/c
contributed to this globab; sum. (This cutoff was applied 0.008 |
independently to signals from groups of 8 from the front and
back sections of the EMLAC.Three of the trigger types, 0.006 | j
which accounted for=80% of the E706 data, were used in _ Beryllium Targets ’
this charm analysis; they were the SINGLE LOCAL HI, the
LOCAL® GLOBAL HI, and the TWO-GAMMA triggers. et Vertex SSDs
The SINGLE LOCAL HlI trigger required a LOCAL HI sig- Beam
nal from an octant that satisfied the PRETRIGGER HI. The 0o  SSDs 1
LOCAL HI threshold was=3 GeVic. The LOCAL® GLO- J
BAL HI trigger required the coincidence of a LOCAL LO 0 %AA T = S 5
signal (threshold ~1.7 GeVkt), a GLOBAL HI signal Z(cm)
(threshold~3 GeVic), and a PRETRIGGER HI all from
the same octar{t37]. The TWO-GAMMA trigger required FIG. 3. Longitudinal positions of_the regonstructed primar_y ver-
LOCAL LO signals from any two octants that were sepa-t'ce_s for a samplc_e of events contalmng_hlgh showers acquired
rated by at least 90° in azimuth, where both octants als uring the 1990 fl_xed target run. This distribution is not corrected
satisfied the lower threshold PRETRIGGER LO requirement.Or beam attenuation.

In addition to the higtp+ triggers, a prescaled sample of
low bias triggers was recorded concurrently. These low bia
triggers included beam, interaction, and pretrigger events,

Targets

0.012

Event Fraction/2.

[=4

[=3

=
T

SSD modules to measure the direction of the incident beam
article.
Three-dimensional tracks were formed in the SSD system

and constituted= 10% of the recorded events. by linking the projected 3D downstreatRWC and STDE
tracks to corresponding projected SSDand Y track seg-
. CHARGED TRACK RECONSTRUCTION ments at the center of the analysis magnet. In the bend plane

r?—f the analysis magnet, a link between an S&frack seg-

The charged tracks in the selected events were reco : .
structed first in the proportional wire chamber system Sincd" ent and a downstream space track was established if the
: orrected difference between tikepositions at the magnet

the PWC sysfcem consisted of four views, three—dmensmna?emer of the projected SSR track segment and the pro-
(3D) information was extracted. Space tracks were formeqc

. . : ected downstream track was within 3.3 . A link between
by Comb'”'r.‘g all po§S|bIe(Y(UV) car}dldgte track Segme!“.s an SSDY track segment and a downstream space track oc-
and searching for hits along the projections in the remainin

. ) e urred when the corrected difference betweenthmsitions
two views. Space tracks were required to have a minimum o e

o ; ) f the projected tracks at the magnet center was within
11 hits if they involved all four PWC statior{4¢6 planeg 10 :
hits if they involved three PWC statior(@2 plane and 6 3.30,y and the corrected slope difference between the tracks

hits if they involved only the two upstream PWC statidBs wa§ W',thm 3350, [38]. The matching resolutions for the
planes. projections ¢,x and o,y) and theY Z slopes bwy) were

The STDC pattern recognition was initially seeded by themomentum dependent functions which were extracted from
3D space tracks reconstructed in the PWC systenorder  the data. SSIX andY view track segments were correlated
to correlate the hits in th¥ andY views of the straw tub@s  with each other by virtue of being linked to the same down-
Once the correlation was performed, an iterative procedurstream space track. Once the linking was complete, the pri-
was used to form straw tracks using only the hits detected imary vertex for the event was reconstruc{@d]. Figure 3
the STDC's. Straw track segments required a minimum of 4hows a distribution of reconstructed primary vertex loca-
hits in either theX or Y view. The angular resolution of tions along the nominal beam directiod @xis) for events
straw tracks was=0.06 mrad. After reconstructing the straw accumulated during the 1990 fixed target run. Based upon
track segments, each space track was refit using the hit ifhe primary vertex location, one can identify whether the
formation from both the PWC and STDC systems. interaction occurred in the beryllium, copper, or silicon

After identifying the downstream space tracks, track seg{SSD) targets. The average resolution for thdocation of
ments were reconstructed in teandY views of the SSD  the primary vertex was=300 um. After the primary vertex
system. Four and five hit tracks were reconstructed, and thewas located, the direction cosines, charge, and momentum of
three hit tracks were formed from the previously unused hitseach reconstructed charged track were evaludféte mo-
The SSD tracks had an average angular resolution that wasentum scale was calibrated usifgs and K(S’ signals) The
similar to the STDC's, and an impact parameter resolution aiverage momentum resolution for charged tracks produced
the primary vertex of~15 um (for p=15 GeVk). Track in the target region was,/p~0.0076+0.0002¢, where
segments were also reconstructed from the hits in the beamis the momentum measured in GeV/
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After the full sample of events was reconstructed and the
results written in the form of data summary tagesT's), a
secondary vertex analysis was performed to search for evi-
dence of heavy quark production. Only events that had a
reconstructed primary vertex in the copper or beryllium tar-
gets were used in this analysis- 7.1 cm<Z<—8.5 cm).

For each event, tracks having laryansverse significand®

the primary vertex were identified as secondary tracks.
Transverse significance is defined as the measured impac 4|
parameter between a vertex and a given track divided by the
corresponding expected uncertainty. The algorithm evaluated
all pairs of secondary tracks and selected only those pairs
that were consistent with emanating from the same space
point. For all such combinations, the algorithm determined
whether any other secondary tracks had transverse signifi-
cance of less than 3 units relative to the space point in ques-
tion. All such tracks were added to the track list associated
with that secondary vertex, and the vertex location and its

-p° Signal Region  (b)
o D° Sideband Region
M

g
i

100

Combinations(2 MeV/c?)
[ 3
(=1

Combinations/(20 MeV/c?)

151

10}

20

4

associated uncertainties were reevaludtéd a x> minimi- 14 16 18 2 2122 0% 0.16 S
i i i i i Mass (GeV/c®) AMass (GeV/c)
zation technique A list of vertices, each determined by two K7 Mo K, - K Mass

or more space tracks was thus generated. Two track vertices
were referred to agseesand all other vertices were referred 5 4 (a The combinedk =+ and K*#~ invariant mass
to assecondary verticesTo minimize the losses introduced istribution for vees (two track secondary verticeswith
by only utilizing secondary tracks, all space tracks in theIOT> 1 GeVic, and (b) the mass difference betweetirm, and
event were examined to determine whether they might beg ;- combinations for the signal and sideband regions of the neutral
long to any given secondary vertex or vee. This phase of thg .k 7 candidates. Ther, is a relatively low momentuntsof)
program generated a list of additional tracks that might pospion that is attached to the primary interaction vertex.
sibly belong to each of the secondary vertices or vees. Nei-
ther the secondary vertices nor the vees were refit with anyp the secondary vertex finding, the product of the secondary
of these additional tracks. Only those events with at least ong primary vertex impact parameter ratios must be less than
reconstructed secondary vertex or vee contributed to thig.005 for secondary vertices or less than 0.002 for vees.
analysis. Figure 5 shows th& 74 invariant mass spectrum from
the events satisfying the above analysis requirements. The
mass distribution contains 1307 combinations above
background in theD™ mass region(1.8 to 1.94 GeW?)
From the data sample acquired during the 1990 fixed tar-
get run, we have identifie®®, D*=, andD~ signals in
fully charged modes. ThB® and D* = signals(see Fig. 4
do not directly contribute to the measurements presented in
this report, which are based upon the sampl®df mesons
that were observed via their decay to the fully charged final
stateK ™ 7= 7=. TheD = sample was extracted from the sub-
set of events that contained at least one secondary verte)
with 3 tracks or a vee with additional tracks attached to it.
For all such verticegvees, the three-body invariant mass
was evaluated by assigning the charged pion mass to each @
the two like-charge tracks while the oppositely charged track
was assigned the kaon mass. To reduce the large combinatc
rial background, only secondary vertices that satisfied addi-
tional requirements contributed to the final analysis. The sig-
nificant requirements wer€l) the impact parameter to the 1<p,<8 GeVlc
primary vertex of the parent momentum vector formed from

IV. CHARM SIGNALS IN THE E706 DATA

o
o
T

<M> = 1869 + 3 MeV/c?

0L 5=19£3 Mevic?

Combinations/(20 MeV/c?)

the candidate decay products must be less thap B0 (2) op - r> 02

the longitudinal separation between the primary and second-

ary vertex normalized by the corresponding expected uncer- %3~ 14 15 16 17 18 18 2 21 22 23
tainty in that separation must be at least B); the impact (GeVic')

. Knn M
parameter of each candidate decay track to the secondary s

vertex(vee must be less than 0.4 of the corresponding im-  FIG. 5. TheK ™ #* #* invariant mass spectrum for those events
pact parameter to the primary vertex for every candidate desatisfying all reconstruction requirements from the 1990 fixed target
cay track that contributed to the determination of the secondrun data sample. All contributingK w7 combinations have
ary vertex(vee location;(4) for those tracks that contributed x->-0.2 andp;>1 GeVrc.
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3 25 5]
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FIG. 6. TheK* 7™ 7 invariant mass spectrum oy intervals.

The py intervals argla) 0.5 to 1 GeVé, (b) 1 to 2 GeVE, (c) 2 to FIG. 7. A illustration of the reconstructed tracks in K& view
3 GeVk, (d) 3 to 4 GeVt, (e) 4 to 6 GeVE, and (f) 6 to 8  of an event containing a candidate high chargedD meson de-
GeV/ as indicated. The distributions are integrated over the regiorcaying into the fully charged 77+ mode downstream of the pri-
Xg>—0.2. mary vertex.

scale; the polar angle of the widest angle track is no more

with X =2p/\/s>—0.2 andp;>1 GeV/c. Figure 6, which than about 6°.

shows mass spectra in seveml intervals, illustrates the
broadpt range populated by thid sample. This large range
is a consequence of the E706 trigger, which preferentially
selected highp; interactions. The high trigger thresholds  An event simulation was used to estimate the efficiency
coupled with the large combinatorial background comprofor selecting events containing chargBdmesons and for
mise our ability to observe a significant signal rmesons ~ detecting thos® ~ decays. The simulation includes an event
with pr<1GeVl [as indicated in Fig. @]. (The main  generator and a detector simulation. The event generator
source of background is secondary interactions in the targetSimulates particle production in high energy collisions, and
TheD signal region was defined to be between 1.80 and 1.9#1€ detector simulation models the response of the detectors
GeVic?, except for the interval £p;<2 GeVic, where a to the generated particles. The details of this simulation and

narrower mass range 1.82—1.92 GeAtvas employed. This the evaluation of the efficiencies are discussed below.

more restrictive mass requirement reduces the statistical un- _
certainty with only a minimal loss of efficiency. Since the A. Event generation
resolution of the reconstructdd signal (~19 MeV/c?) ob- The event generator chosen to produce full events was the
served in the data and our MC simulation were consistenteYTHIA 5.600ETSET7.3 packagd40]. The physics processes
the small loss of events resulting from the narrower masemployed in the event generation are specified by the user.
range was absorbed into the reconstruction efficiency. Th&he physics processes investigated in this analysis included
background in the signal region was estimated via a lineaminimum bias events and a pure charm event sample. The
interpolation between the lower and upper sideband regiongormer was used to tune the MC parameters to match the
The uncertainty in the number of background combinationgjlobal characteristics of events observed in the data. Once
was estimated by fitting the background to first- and secondthe MC simulation was tuned, the efficiencies for triggering
order polynomials over several mass regiombich included on and selecting events containing charm particles were
the signal region evaluated using the pure charm event sampigHIA de-
Figure 7 shows the tracks from an event containing ascribes the hard scattering between hadrons via leading order
reconstructed charm particle candidate withpa of 4.1  perturbative QCD matrix elements, and simulates the NLO
GeV/c. The figure shows the various target elements, the firstontributions through effectiviK factors [40,41). Parton
vertex SSD plane, and the projected charged tracks from th&howers are produced via perturbative branchings of one par-
event which reveal a primary vertex and a displaced threeton into two or more partons. TheyTHIA simulation also
track secondary vertex. Due to the high transverse momenncludes initial state radiation of the incoming partons, which
tum of the charm candidate, the secondary vertex is welby default, is activatediETSET handles the nonperturbative
isolated from the other charged tracks in the event. Note thdtagmentation of the final state colored partons into colorless
the vertical scale is magnified with respect to the horizontahadrons using the Lund string mod&Q0]. In addition, JET-

V. EFFICIENCIES
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FIG. 8. Correctedr® production spectra from the E706 data and
the PyTHIA MC event generator. The MC spectra are shown for
several choices of theyTHIA intrinsic parton transverse momentum
parametek; .

FIG. 9. Normalized distribution of the number of reconstructed
tracks in(a) the downstream tracking systel) the SSDX view,
and (c) the SSDY view for events satisfying at least one of the
triggers used in this analysis. The filled circles represent the data
and the open circles are the corresponding results from the MC
SET handles the decays of unstable particles via a list osimulation.
decay modes and branching ratios that are extracted from

Particle Data Group tables. For each event, the event genergyc gistributions are similar, indicating that the adjusted MC
tor provides a list of the resulting stable particlesd their iy 1ates the particle multiplicity of high energy collisions
ahssog%(esd dkmemauc _var:ap}emat r;:an dbe used as 'Tpl_Jt to reasonably well. Rapidity distributions of charged tracks in
L;e d upon ?;?éi:\lfg?tv?g?:-paTckZQQ?LgCtor simulation 'She MC a}nd data were _qlso'found to be in rleason.able agree-
The event generator was first tuned to 'match various disr_nent. With the_se modlflcgtlo_ns,_tirenHlA_S|muIat|on adf

I . . —equately describes the distributions of final state particles

tributions observed in our data which were relevant to this :
) . . S ; observed in our data.

analysis. Since the trigger discriminated using electromag-
netic depositions, it is important to reproduce the spec- . . )
trum of particles that produce electromagnetic showers. Fig- B. Trigger simulation
ure 8 shows the spectrum af”’s measured in the data and  As previously described, the E706 trigger utilized signals
the corresponding spectra generatedrbyHIA for several from the electromagnetic section of the LAC. Since the
choices of the&k, parameter. The data distribution was mea-EMLAC consists of~27 radiation lengths, but onk# 1 in-
sured using the low bias triggers, and the MC spectrum wateraction length, photons deposit nearly all of their energy in
generated using minimum bias events. In each case, the Mtbe EMLAC, whereas hadrons usually do not. Consequently,
spectrum is normalized to the same integral as the data ovéiigh pr photons and electrons were more likely to trigger the
the kinematic range shown in the figure. The data are reaapparatus than hadrons of the sapye To investigate the
sonably described by theyTHIA result generated using a impact of the requirements imposed by the trigger on ob-
k, value of ~1GeV/c, which is larger than theyTHIA de-  served events, we developed a software simulation of the
fault k;, value of 0.44 GeW. The pt spectra of charged on-line trigger. Corrections for the losses resulting from the
tracks were also compared and exhibited a similar level ohigh p; thresholds of the various triggers were evaluated by
agreement. We chosela value of 1.0 GeW for further  subjectingPYTHIA events to this software trigger simulation.
study. To improve the match between the charged particl&he main features of the trigger simulation are discussed in
multiplicity observed in our data anelyTHIA, we adjusted this section.
the PYTHIA parameter designated as thffective minimum The trigger simulation depends upon the modeling of the
transverse momentum for multiple interactidds], which  energy deposited in the active volume of the EMLAC by
increased the mean track multiplicity by30%. Figure 9 incident particles. In order to generate a substantial number
shows the multiplicity distributions of charged tracks as re-of events in a timely manner, the showers generated in the
constructed in the PWC system and in hendY views of EMLAC by incident particles were parametrized. After ac-
the SSD system for both the data sample and the Monteounting for the energy loss in the inactive material in front
Carlo sample (after adjustment of the aforementioned of the calorimetefsuch as the cryostat walthe (calibrated
PYTHIA parameterfor events that satisfied at least one of theenergy response of the EMLAC to incident photons and elec-
triggers used in this analysis. The corresponding data antlons was parametrized by an energy resolution function,
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FIG. 10. Probability distributions of the calibrated energy re- FIG. 11. Fractional energy deposition on tRestrips of the
sponse of the EMLAC for simulated incident 20 G&Y photons, = EMLAC near the shower center for simulated incident 20 GaV
(b) mesons, andc) baryons relative to the energy of the incident photons,(b) mesons, andc) baryons.
simulated particle.

The triggerpt detected by eacR strip was evaluated by
og=+0.22+0.16E+ (0.0IE)?, whereE is the energy in  weighting the energy detected on that strip by the appropriate
GeV. The response of the EMLAC to incident hadrons wasmeasured strip trigger weight, which increased=asing, .
investigated using theEANT software packag¢42]. Indi-  (The strip trigger weights were measured and evaluated in-
vidual hadrons at a fixed energy of 20 GeV were generatedependently for each trigger type used in this analyBism

in the target region and propagated through the full detectothe p; in the strips, LOCAL and GLOBALp; sums were
simulation (resulting in full showers in the EMLAL The  cajculated analogously to the on-line trigger method. These
simulated calibrated energy response rglativ_e to the inciderﬁT sums and the measured trigger efficiency curves for each
hadron energy was evaluated for various incident hadrogjgger were used to evaluate the event trigger probabilities
types and the resulting distributions are shown in Figebll0 ¢, o5 ch trigger type for each event. The simulated event was

and 1@c). [For comparison, the corresponding distribution _; . ; )
for incident 20 GeV photons is shown in Fig.(&0] These ggir;i?irésaccepted or rejected based upon these trigger prob

distributions were used to parametrize the response of the This trigger simulation was tested by comparing the frac-

EMLA inci h . Si h istributi . ) . . .
C to incident hadrons. Since these distributions Weretéon of interactions in which the LOCAL LO and LOCAL HI

generated based upon the full shower response of th : P ; )
EMLAC, they already include the effects of the intrinsic en- requirements were satisfied in the Monte Carlo simulation

ergy resolution of the EMLAC. The shapes of these distribu-and the I0\_/v bias data. The interactions in the IQW bias data
tions were found to be relatively insensitive to variations in'Were required to have a reconstructed vertex in the target
the incident energy foE>~6 GeV, and hadrons below this "€9i0N and events containing beam halo muons were ex-
energy were generally not detected. The transverse and lofluded. Several MC event samples were generated using the
gitudinal development of showers were also parametrizedninimum bias event generator and varying kieparameter
based upon full showesEANT studies. In the transverse di- from 0.7 GeVt to 1.3 GeVt. For each of these samples, we
rection, a radial shower profile was used to generate th&neasured the rate at which the LOCAL LO and LOCAL Hl
simulated energy deposition on tRestrips near the centroid signals were generated. Figure(d2shows the rate of LO-

of the shower(see Fig. 11 The longitudinal shower devel- CAL LO signal generation in the data sample compared to
opment for incident photons and hadrons was parametrizeifie corresponding rate determined from the MC samples.
as the ratio of the energy in the front section of the EMLACFigure 12b) shows a similar comparison for the LOCAL HI
with respect to the total energy deposited in the EMLACSignal. The open circles represent the MC results for the
[39]. These parametrizations of the response of the EMLAGrariousk,; choices, and the shaded band represents the data
to incident photons and hadrons were used to provide aand its associated uncertainty. Both the LOCAL LO and LO-
efficient simulation of the distribution of energy deposited in CAL HI signal rates are reproduced by therHiA MC simu-

the EMLAC for each of the incident particles generated bylation using ak, value of ~1 GeV/c. The relative rates
PYTHIA which impinged on the active region of the EMLAC. between the SINGLE LOCAL HI, LOCAR GLOBAL HI,

In this manner, the total energy deposited on eRchtrip and TWO-GAMMA triggers were also consistent between
was estimated as the scalar sum of the energy depositions thfe MC and data samples. These observations indicate that
the individual particles in that given event. the tuned MC simulation provides reasonable estimates of
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FIG. 13. (a) The trigger efficiency as a function of tH2* p

FIG. 12. The fraction of interactions in whidla) the LOCAL  for three values ofk, ;k, =0.95 GeVk,k, =1 GeVlc, and k;
LO requirement was satisfied, afio) the LOCAL HI requirement  =1.05 GeV¢, and(b) the ratios of the trigger efficiencies evaluated
was satisfied, as a function of the parameter of theytHia MC with k, =1.05 GeVt compared to the central value &f =1.0
simulation. The shaded band across the plot shows the corresponGeV/c and k, =0.95 GeVt compared to the centrak, =1.0
ing rates as measured in the low bias data. The width of the band iSeV/c value. The efficiencies shown are averaged over the region
an estimate of the uncertainty in the rates measured in the low biag->—0.2.
data sample.

respect to the central value. Thel0% uncertainty associ-
the rates at which high energy interactions satisfy the variouated with the choice om,=1.35 GeVt? was determined

triggers that contributed to this analysis. based upon the fractional change in the mean value of the
trigger efficiency wherm, was varied from 1.2 Ge¢f to
C. Trigger efficiency for charm events 1.5 GeVE?.

Since the tunedYTHIA MC simulation reproduced the . _
kinematic distributions of final state hadrons, as well as the D. Tracking simulation
observed trigger rates in the data, we used this simulation to In addition to correcting for losses due to the trigger, we
evaluate the trigger efficiency for charm events. The triggemust also evaluate the efficiency of reconstructing the decay
efficiency is determined by calculating the probability that anvertex once the event has triggered the apparatus. All of the
event containing &~ meson(which decays tK ) will tracking detectors were modeled within the framework of
satisfy the SINGLE LOCAL HI, LOCAIl® GLOBAL HI, or  GEANT to estimate the losses due to the geometrical accep-
TWO-GAMMA trigger. (We compared the integrated™ tance of the tracking system and detector performance. Vari-
cross sections determined using each trigger type individueus detector effects, such as efficiency, resolution, and noise,
ally, and found them to be consistent within uncertainties. were evaluated in the data and then incorporated into the MC
The average trigger efficiency is evaluated as a function ofimulation. Hit efficiencies are modeled as a function of
the py of the charged meson that decayed to thewrm  transverse position in the tracking detectors. Figure 15 shows
final state. Figure 1@) shows the resulting trigger efficiency the number of hits on the reconstructed tracks in the PWC
for the centralk, value of 1 GeV¢, as well as for other system, and th& andY views of the SSD system for both
reasonable choices &f values based upon Fig. 12. In Fig. the MC and data samples. The consistency between these
13(b), the ratios of the trigger efficiencies for the largand  distributions indicates that the tracking detector efficiencies
smalle) k, values with respect to the central value are pre-are well modeled. We also tuned the MC simulation to re-
sented. Ther15% systematic uncertainty associated withproduce the hit multiplicities in the charged tracking detec-
this choice was determined based on the fractional differencmrs. Figure 16 shows the MC and data distributions for the
between the mean value of the efficiencies determined viaverage hit multiplicity in the PWC planes, and the 2
the larger and smallde, choices. It is also plausible that the and 50um pitch SSD planes, respectively. Both the effects
trigger efficiency will be sensitive to the value of the charmof & rays and noise hits have been included in this simulation
quark mass that is used in the MC simulation. Figuréal4 [44]. The mean hit multiplicity from the data and the MC
shows the trigger efficiency versus the transverse momentugimulation are similar; however, the data distributions are
of the D* for three choices ofm, (1.2, 1.35, and 1.5 slightly broader. The impact of increasing the hit multiplicity
GeV/Ic?). Figure 14b) shows the ratio of trigger efficiencies used in the MC simulation on the chargBdmeson recon-
for the larger and smaller charm quark mass values wittstruction efficiency is discussed in the next section. Finally,
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FIG. 14. (a) The trigger efficiency as a function of tH2* p;
for three values of the charm quark mags,=1.5 GeVk?, FIG. 15. The normalized distribution of the number of hits on
m.=1.35 GeVt?, andm,=1.2 GeVk?, and(b) the ratio of trig-  reconstructed tracks ifa) the PWC system(b) the SSDX view,
ger efficiencies evaluated with the larger,=1.5 GeVk? com-  and(c) the SSDY view. The filled circles represent the distribution
pared to the centrah,=1.35 GeVt? mass value and the smaller measured in the data while the open circles are the corresponding
m.=1.2 GeVk? compared to the centrah,=1.35 GeVE2 mass results from the MC simulation.
value. The default value in theyTHIA MC simulation is 1.35
GeVic?. The efficiencies shown are averaged over the region E. Charged D meson reconstruction efficiency

Xg>—0.2. The D™ reconstruction efficiency, which includes accep-

tance losses, detector effects, and analysis requirements, is
we investigate how well the resolution of the detector isevaluated using the sample p¥THIA charm events gener-
simulated. The impact parameter distribution provides aated withk, =1.0 GeVk that satisfy at least one of the high
measure of the angular precision of the SSD tracks, and thig; triggers. Figure 20 shows thB~ reconstruction effi-
is pertinent to separating heavy quark decay vertices from

the primary vertex. Figure 17 shows the MC and data impact g "
e . $0.045F ) (a)

parameter distributions of all charged tracks relative to the 5 oot &im « Data E
primary vertex for theX andY track segments of the SSD  Bo.03st Rt "iﬁ’;o o Pythia MC 3
system. The MC distribution is-5% narrower than the cor- & %%} ¢ %

. S o 20025} * »
responding data distribution. The effect of this difference on & 44, s 9.%
the estimated * reconstruction efficiency will be addressed o015 .8 S 3
in the next section. et s S ]

The decay oiKg into =" o~ provides an opportunity to ol . . . %

. T I . 0 10 20 30 40 50 60 70 80
compare high statistics MC and data distributions relevant to N Pl No. Hits
secondary vertex finding. A large samplekd} mesons was I PWZH'M i :
reconstructed in the data using displaced two track secondary § %} % ®15 006 § ©
vertices. A sample of full events enriched witf mesons 5 004} % *Daa {835 #% * Data

. o : S o Pythia MC | & N o Pythia MC
was generated using the minimum bias event generator from g .t jgo0af & ‘j
PYTHIA, and reconstructed using the secondary vertex algo- é éo‘os g f ¢ 3
rithm described in this paper. The background subtracted %% ‘% % 1 ooab & % ]
Kg signals are shown in Fig. 18. The MC and dw%mass 001} ‘ﬁ’ 1 ool 7 1
resolutions are in good agreement. Figuréal$hows the 0 & 7 0 ¥
3D impact parameter distributions of the” and 7~ tracks 0 20 4 6130 Hitgo o 20 40 6130 Hiéo
(from theK§ signal region to the vee location. Figure 19 No.SSD Hits/Plane - 25 yum Planes  No.SSD Hits/Plane - 50 um Planes
shows the difference in the reconstrucidoordinate of the
vee as determined in theé andY views independently. In FIG. 16. The normalized distribution of the total number of hits

both cases, the MC simulation reproduces the_ di_strib_ution§er plane in(a) the PWC’s,(b) the vertex SSD planes that have 25
observed in the data. We have compared the distributions gfm regions, andc) the other vertex SSD planes. The filled circles

other analysis variables as well and found similar agreementpresent the distributions measured in the data and the open circles
[39]. are the corresponding results from the MC simulation.
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FIG. 17. Impact parameter distribution of SSD tracks to the FIG. 19. (a) Spatial impact parameter distributions of the pion
primary vertex in the(@ X and (b) Y views. The filled circles tracks to theK vee location, andb) the difference in the recon-
represent the distributions measured in the data and the open circleguctedZ location of the vee between thé and Y views. Both
are the corresponding results from the MC simulation. distributions are background subtracted. The filled circles are the

distributions from the data and the open circles are the correspond-
ciency as a function of the reconstructed transverse mo- ing results from the MC simulation.
mentum. The average reconstruction efficiency for eagh
bin is defined as the value of the parametrization shown in To estimate the systematic uncertainty in the reconstruc-
Fig. 20 evaluated at the center of the bin. The reconstructiotion efficiency, two additional versions of the MC simulation
efficiency increases from-9% in the lowestp; bin (1to 2  were evaluated. One version included more noise hits than
GeV/lc) to ~18% in our highesp bin (6 to 8 GeVt). The  the default version, and the other had reduced hit multiplic-
inset in Fig. 20 illustrates th®~ reconstruction efficiency
versusxg for D= mesons withpr>1 GeVic.
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«* o~ invariant mass spectrum for the data events. Error bars reflect statistical uncertainties only.
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TABLE I. Numbers of D* candidates and associated efficiencies perbin for D= mesons with
Xg>—0.2. For the number db* candidates, the first uncertainty represents the statistical error in the total
number of combinations in tHe = signal region, while the second uncertainty was determined by varying the
fitted background shapes and the range over which the background fits were performed. The quoted uncer-
tainties associated with the efficiencies reflect the statistical and systematic errors, respectively.

pr bin (GeV/c) Number ofD* Trigger eff. (%) Fitted recon. eff(%)
1-2 43+12+6 0.0138:0.0005+0.0025 8.%0.6x0.9
2-3 43t9+4 0.056-0.003£0.010 14.40.9x1.5
3-4 16-5=*2 0.229-0.018+0.041 16.41.2+1.6
4-6 6:3*2 1.49+0.13+0.27 17.4-1.5=1.7
6-8 2+14 8.8:2.2+1.6 17.6:3.7£1.8

ity. The extreme values were determined based upon variantegrated luminosity, andB is the branching ratio for
tions observed in the data at different times during the dat® — K 7, which is 9.1+ 0.6%[45]. The integrated luminos-
taking period. The variations in hit multiplicity were typi- ity per nucleon is 7.8 0.8 events/pb for this data sample,
cally less than 10% of the central value. The primary causemcluding target transverse fiducial cuts and corrections for
of these variations in the average hit multiplicity are varia-beam absorption. In combining the signals from the beryl-
tions in the beam intensity and detector performance. Inlium and copper targets, nuclear effects were assumed to be
creasing the number of noise hits results in a degradation afegligible for the hadroproduction of open charm. The de-
the track and vertex resolution which reducesBnerecon-  pendences of cross sections per nucleus on atomic mass are
struction efficiency. Reducing the hit multiplicity has the op- often parametrized ag,A“, whereA is the atomic mass of
posite effect. We compared the impact parameter distributhe target nucleus. Recent measurement® aheson pro-
tions of charged tracks to the primary vertex for these twoduction yield values ofx consistent with on¢2,46,47. No

MC versions and found that the higher hit multiplicity ver- significantpy (or xg) dependence of is observed47]. The

sion more accurately reproduced the data result. Howevetdifferential and integrate® * cross sections are discussed in
the hit and track multiplicity in this version of the MC was the following subsections.

larger than that observed in the data. The sensitivity of the

D~ reconstruction efficiency to the choice of either matching A. Differential cross sections

the track multiplicity distribution or the impact parameter . ) . .
distribution from the MC simulation to the data reflects an TheD~ differential cross sections per nucleon integrated
uncertainty in the reported reconstruction efficiency. ThePVer the rangegg>—0.2 andxe>0 are presented in Table

10% systematic uncertainty in tH2* reconstruction effi- !l [48] and displayed in Fig. 21. Due to the steeply falling
ciency is based on the relative difference between the resulPectra and the large widths of tipe bins, the data points
from these two versions of the MC simulation. are plotted apr values,py’, that correspond to the average
values of the cross section in the appropriate bins as deter-
VI. RESULTS mined from therYTHIA MC p+ spectrg49]. The uncertainty

in the cross section is obtained from the quadrature sum of
The observed — Ko signals and the efficiencies for the statistical and systematic uncertainties.

triggering on and reconstructing these events are tabulated in Figure 22 shows our measur@f- cross sections com-
Tables | and Il for charge® mesons in the kinematic ranges pared to the shapes of the corresponding spectra resulting
Xg>—0.2 andxg>0.0, respectively. Using these numbers,from a PYTHIA MC simulation. Common systematic uncer-
the cross section in eachpy bin is given by tainties in the luminosity and branching ratio have been ex-
N(pt)/[e(pt)LB], where N(py) is the number of mass cluded from the uncertainties shown in this figure. The
combinations above background in the givepnbin, e(pt) shapes of th® * spectra generated by theTHIA MC simu-
is the efficiency for reconstructing those everitsjs the lation are consistent with our measured spectra. These

TABLE 1l. Numbers of D= candidates and associated efficiencies perbin for D* mesons with
xg>0.0. For the number oD * candidates, the first uncertainty represents the statistical error in the total
number of combinations in tH2 = signal region, while the second uncertainty was determined by varying the
fitted background shapes and the range over which the background fits were performed. The quoted uncer-
tainties for the efficiencies represent the statistical and systematic errors, respectively.

pr bin (GeVic) Number of D~ Trigger eff. (%) Fitted recon. eff(%)
1-2 41+ 10+5 0.0141+0.0006+0.0025 11.30.8+1.1
2-3 3174 0.058+0.003+-0.010 14.61.1+15
3-4 13t4+2 0.222+0.020+0.040 16.515+1.7
4-6 5+3+2 1.36£0.15+-0.25 17.8-1.8+1.8
6-8 0 9.742.8+1.8 18.5-4.1+1.9
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TABLE lII. Inclusive D* differential cross section per nucleon in 515 GeW# ™ -nucleon interactions
integrated oveD mesonxg>—0.2 andxg>0.0. The quoted uncertainties in the cross sections reflect the
statistical and systematic errors, respectively. See the text for additional details.

pr bin p|¥v do do
d—pT[,ub/(GeV/c)] d—pT[Mb/(GeV/c)]

(GeVrkc) (GeVric) Xg>—0.2 Xg=>0

1-2 1.44-0.02 4.9-15+1.2 3.6:1.0x0.9

2-3 2.410.02 0.75-0.17£0.19 0.52:0.13+0.13

3-4 3.410.02 0.0606-0.020+0.016 0.056:0.017+0.014

4-6 4.7G-0.05 0.0016:0.001G+ 0.0004 0.001%0.0010+ 0.0004

6-8 6.75-0.05 0.00009% 0.000064+ 0.000037 -

PYTHIA results were normalized to our measured cross secshow the Petersoet al. fragmented NLO PQCD results for
tion integrated ovexg>—0.2 and Kp;<8 GeV/c. This charm production supplemented with various values of
normalization is a factor of 2.8 larger than the normalization(k2). The PQCD cross sections shown in Fig. 23 have been
generated by theyTHIA MC simulation. The consistency normalized to our extrapolated integratBd cross section
between the data and the correspondigHIA result inte-  (see next section[51]. The results are integrated over the
grated over the range->0 [shown in Fig. 22)] indicates  rangexz> —0.2.(The corresponding comparisons for results
thatPYTHIA adequately models the fraction of the cross secintegrated over the rangg->0 do not appear substantially
tion in the rangexz>0 relative to the fraction in the range different) The common systematic uncertainties in the lumi-
Xg>—0.2. nosity and branching ratio have been excluded from the un-
Figure 23 shows the differential chargBdcross section certainties shown in this figure. The shapes of the theoretical
compared to results of NLO PQCD calculatiof)]. The  p; spectra for unfragmented charm quark production are
renormalization and factorization scales employed in the caleonsistent with data on the hadroproduction®fmesons
culation of these differential distributions are as follows: from experiments E76852] and WA82[1]. E653 reported
wr= o and up=2puo, where ug=+m2+3%(p2+p?) and that the shape of the unfragmented NLO PQCD transverse
pr and p; are the transverse momenta of the charm andjnomentum. d|§trlput|0n was “somewhat harder” than the
anti-charm quarks. The solid curve shows the NLO PQcDPPserved distributiop15]. Our data probe a largg range,
result for charm quark production. The dotted curve illus-8nd the unfragmented theoreticpf spectrum is clearly
trates the NLO PQCD result including the effects of Peterson
et al. fragmentatior(with e,=0.06). The other broken curves
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pr (GeVic) FIG. 22. Comparison of th®™ differential cross section per

nucleon measured by experiment E706 with the corresponding re-
FIG. 21. Differential cross section per nucleon @ produc-  sult from thepyTHIA MC simulation for the kinematic ranges)
tion in 515 GeV¢ 7~ -nucleon collisions as a function of thpg of Xg>—0.2, and(b) xg>0.0. ThesePYTHIA results are normalized to
the D meson. The filled circles represent data integrated over thenatch our measured cross section integrated ayer—0.2 and
region xg>—0.2 and the triangles are for data integrated overl<p;<8 GeV/c. The error bars for the data represent statistical
xg>0.0. The vertical error bars represent the statistical and systenand systematic uncertainties added in quadrature excluding lumi-
atic uncertainties added in quadrature. nosity and branching ratio contributions.
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FIG. 23. Comparison of th®™* differential cross section per . F'G' 24. The ‘”_‘egfated cross sectio_n for inclusive produc-
nucleon measured by experiment E706 to results of NLO Pchlon with x>0 for incidents™~ as_afunctlon of beam energy. A_Iso_
calculations. The pure NLO PQCD unfragmented result, and théhown are NLO PQCD calculations of the charm cross section in

Petersonet al. fragmented results for charm production supple- the regionxg>0 for two choices of the charm quark mas5

2 2 i izati
mented with average intrinsic transverse momenta squa(léd)( Ge\I//c 1 and 1d3§nGe\f1 ) anﬁ two chﬁlcehs of the Irenormallza_tlon_
of 0.0 (GeVk)? 1.0 (GeVE)?, 2.0 (GeVE)?, and 3.0 scale Gm, an ). In each case, the theoretical cross section is

(GeV/c)? are shown in this figure. The charm quark mass em_calculated with the factorization scale fixedwat=2m, . (Both the
ployed in these calculations is 1.5 Ge¥/ The NLO PQCD cross NA16 and NA27 measurements were at 360 GeV, but are plotted at
sections are normalized to our extrapolated integrated chdbged 3_56 e:nd 364 C_;eV, respk:ec_twely, n prder to clearly show the indi-
cross section. Error bars represent statistical and systematic uncé’ﬂgua data points and their uncertaintjes.

tainties added in quadrature excluding luminosity and branching . _
ratio contributions. +0.03 accounts for theD~ mesons produced with

Xg<—0.2. This factor was evaluated using tke spectrum
harder than the spectrum observed in our data. Introducingf D~ mesons from th@yTHIA MC simulation. The uncer-
Petersoret al. fragmentation into the calculation results in a tainty was based on half the difference between the factor
softer p; spectrum whose shape better matches the shapwedicted forD* andD~ mesons separately.
observed. It is clear that the NLO PQCD spectrum generated Using these factors, the totaD™ cross section is
usingg m,=1.5 GeVk? and supplemented with 16.6+4.5(staty-4.8(syst) ub per nucleon. The systematic
<k$>=3 (GeV/c)? is harder than our data, while the corre- error estimate includes uncertainties in the trigger and recon-
spondingpr spectra generated wit(k%) values between 1 Struction efficiencies, noimalization, branching ratio, and
and 2 (GeVt)? are similar to what we observe. As noted in the extrapolation. TheD™ cross section forxg>0 is
the Introduction, th® mesonp; spectra reported by experi- 11.4+2.7(stat)= 3.3(syst) ub per nucleon. This result is
ments E769 and WA82 can also be described by the fragtompared in Fig. 24 with previous measuremgts15| of

mented NLO PQCD results supplemented with athe inclusiveD ™= cross section inr~ interactions at other
<k$>= 2 (GeVlc)? [1]. beam energies. Where appropriate, the results from other ex-

periments have been adjusted to reflect current branching

ratio values. The error bars represent the statistical and sys-

tematic uncertainties added in quadrature. The figure also
Since the shapes of the E769 and WAB2mesonpr  shows the results of NLO PQCD calculations of the charm

spectra are consistent with the NLO PQCD calculations useross sectioni5,6,50. The results have been adjusted by a

ing Peterson etal. fragmentation supplemented with factor of 2 to account for the associated production of charm

(k3)=2 (GeVlc)?, we used that PQCD calculation to esti- and are reduced by a factor of 1.6 to reflect the pawjal

mate the extrapolation factor necessary to account for theoverage x>0) [16,54. Since it is expected that tH2* to

low p; portion (pr<1 GeVic) of theD™* cross section. We charm fraction is nearly constant over this energy rdrige

find an extrapolation factor of 2.7. The uncertainty in thatthe results are also multiplied by a factor of 0.22 to account

factor is estimated to be 15%vhich encompasses the range for the fragmentation process—D=. This factor was esti-

of values obtained from the fragmented NLO calculationmated using published measurements of the forward produc-

supplemented with(k3)=1.5 (GeVk)? and the unfrag- tion charm hadron cross sectiofisl], and is consistent with

mented NLO PQCD calculation as well as extrapolation facthe value of 0.219 determined W THIA. The PQCD calcu-

tors calculated from the E769 measuremé&#] and a fit to  lations use the SMRS[E5] and HMRSB([56] parton distri-

the WAS82 p; spectrum[53]]. An additional factor of 1.07 bution functions for the pion and nucleons, respectively. The

B. Integrated cross section
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solid curves in the figure are the values of the calculategk, ~1 GeV/c. The shape of our measured char@edeson
charm cross section generated using a charm quark mass f spectrum is not well described by the results of NLO
m,=1.5 GeVk? and renormalization scales ofn® and  PQCD calculations for charm quark production that describe
$m,. To further illustrate the sensitivity of the calculation to the shape of the lowep; data reported by E76[52]. Our
variations in the input parameters, the corresponding resuligata are consistent with the shapes of the chagnspectra
are also displayed for a charm quark mass of 1.35 G&V/ resulting from Petersoet al. fragmented NLO PQCD calcu-
(dashed curves The calculations are expected to exhibit |ations supplemented with &?2) of 1 to 2 (GeVk)?. This
similar sensitivities to other inputS, such as the parton distri'observation is consistent with previous reports on the com-
bution functions and the value & [16] While these theo- parison of the measured indusim spectra of hadropro-
retical uncertainties in the normalization of the charm crosgjuced charm particles to fragmented NLO PQCD calcula-
section are large at NLO, the energy dependence of the cajipns supplemented with additionét?) [1].

culated chargedd meson cross section is less sensitive to  pp, extrapolation based upon our measured spectrum
these uncertainties and adequately describes the energy (Wélds an integratedD® cross section of 11#2.7(sta
pendence suggested by the data points from the various €%:3 3(systy,b per nucleon fox>0.0. This value is consis-

periments. tent with the trend observed in measurements at other inci-
dent beam energies. The totAl™ cross section for 515
VIl. CONCLUSIONS GeVlc m -nucleon interactions is  16364.5(stat)

We have analyzed a large sample of 515 Gew/" in-  —4-8(Syst)ub per nucleon.

teractions in copper and beryllium targets selected via a high
transverse momentum electromagnetic shower trigger to
study the hadronic production of high transverse momentum
charged D mesons. Secondary vertices from We thank M. Mangano and T. §jtrand for sharing their
D*—K* 77" decays were reconstructed in a charged parvaluable insights on the phenomenology of charm hadropro-
ticle tracking system which included silicon strip detectors, aduction and for helping us to understand and utilize their
dipole magnet, proportional wire chambers, and straw tub@rograms. We also thank S. Kwan for several valuable dis-
drift chambers. The data span the kinematic rangeussions related to charm hadroproduction. We are grateful
xg>—0.2 and Kpr<8 GeVlc, a range which exceeds for the valuable contributions of our colleagues on Fermilab
previously reported measurements. experiment E672. We thank the U.S. Department of Energy,
The shape of the measured differential cross section asthe National Science Foundation, including its Office of In-

function of p; is consistent with results fromyTHIA when  ternational Programs, the Universities Grants Commission of
the PYTHIA calculation is supplemented with a India, and Fermilab for their support of this research.
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