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We present a comprehensive treatment of the precise determinations of the parameiéfs) Ref, Am,
¢._, andA ¢ in the neutral kaon system with the Fermilab E731 detector. Together, these determinations
allow accurate studies of boP andC P T symmetry. Details of the detector and its performance and the data
analysis are given. The extensive Monte Carlo simulation of the detector and comparison with data are also
presented[ S0556-282(197)06311-X]
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I. INTRODUCTION son into two pions. It is largely based on the work of

Gibbons[1]. After a brief review of the relevant phenom-
This article presents a full description of Fermilab experi-enology in the neutral kaon system, we describe the detector,
ment 731, focusing upon the determination of @B viola-  beam, and analysis of the data. The Monte Carlo simulation
tion parameter Re(' /&) in the decay of th&, andKs me-  reflecting the degree of understanding of the apparatus is
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presented in detail. As well, calibration of the detector ele- There are two classes @fP-violating effects. In one, the

ments is fully treated. As a by-product, this experiment isK® and theK® mix asymmetrically, resulting in a small ad-

sensitive to many of the fundamental parameters of the neymixture of the “wrong” CP states, described asin Egs.
tral kaon system, which also allows us to probe the validity,

. e (4) and(5). In the other, th&® and thek® decayasymmetri-
of CPT symmetry. These parameters include khelifetime cally, from aCP-violating amplitude directly in the decay.

The latter effect has been appropriately dubbetiréct’
€C P violation. Over 30 years of effort have gone into estab-
lishing whether the observedP violation arises solely from
mixing in the mass matrix or whethatirect CP violation
also occurs in the decay amplitude.

(79) and the difference in mass between tke and Kg
(Am=m_—mg). We also present the values of the phas
¢, _ and the phase differencA ¢=dgp— b, _, where
¢ and o are the phases af, _ and g, respectively.

A. Kaon phenomenology andCP violation

This section gives the essentials of the phenomenology

of 1. CP violation from mixing

the neutral kaon system, primarily as needed for the deter- For decay modes where the final state has a definite

mination of Reg'/e). We assume thaCPT symmetry
holds in this section. The implications @ PT symmetry

CP, it is interesting to consider the ratio @P-violating to
CP-conserving amplitudes for the decay modes. In the tra-

violation are treated in the next section. The formalism ofditional notation, we have, for the charged decay mode,
kaon phenomenology has been extensively treated in the lit-

eraturd 2—8]. The experimental status is also briefly summa-

rized.
To study CP violation and CPT symmetry in the

(7w [HyIKY)

77+_:< 7w [HuwlKg) “

KO-KP complex, it has been traditional to describe the sys@nd, for the neutral mode,

tem by an effective X2 Hamiltonian[2]

Her=M—iT/2, (1)
where both the mass matrM and the decay matriX’ are
Hermitian.

The physical eigenstatefK; ), with definite masses
m_s and lifetimesr =1/ g, have time dependences

[KLs(t))=e""Msle™"LsK| §(0)). 2
The two states with definit€ P are
Ky~ KO+|K® (CP=+1),
[K2)~| K%~ K% (CP=-1). (3

These would be the weak eigenstate€ P symmetry were
not violated.
Allowing for CP violation, the eigenstates become asym

metric mixtures of thek® and K°:

[(1+e)| KO+ (1—e)| KO,

1
K -
Ko J2(1+]e]?)

[(1+e)| KO)—(1—8) KO]. (4)

1
K -
K0 J2(1+]]?)

In the above expression, is given by

ImM 12— %”mrlz

8_ )
1Am—3(T's—T)

(5

where M ;,=( K/M| K° and I';,=( K°|I| K%. This ex-
pression is valid in the Wu-Yang phase convenfigh Here

_ (77 HwlKp)
0007 Hy[K g

8

If only the asymmetricl(o-@ mixing in the mass matrix
contributes to theC P-violating amplitudes, then

©)

Experimentally, both the phases and the magnitudes of
n4_ and nq, are accessible. The “natural” phase foris,
then,

N+-="To0= €.

2Am
Is—T',

(10

.= arctar{

which follows from Eq.(5) as one can phenomenologically
limit ImI"1,. This natural phase is often referred to as the
“superweak” phase. Obviously, Eq9) implies that experi-
ments should be consistent with both

|74 -[=] 70d (11

and

2Am
I's—T',

(12

1= Poo= arCta’G

where¢, _ and ¢ are the phases of, _ and 7y, respec-
tively. The best fit values fof#, _| and|#q were calcu-
lated by the Particle Data Grouf0],

|74 _|=(2.269-0.023 X 103,
| 700/ = (2.25%+ 0.023 X 10" 3, (13

which were consistent with the prediction of Ef1), that is,

Am is the mass difference between the long- and short-livedith the hypothesis that the observe&P violation in K

weak eigenstates,

Am=m_—mg.

(6)

decays was due to mixing alone.
When experiment 731 was begun in 1983, _| and
| 700 Were consistent with each other. The phase. was
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accurately known and a little more than two standard devia-
tions away from the superweak phage. The phase differ-
enceA ¢p=¢go— ¢, - was known only to about 6° and its
value differed by two standard deviations from zero. In the ,
remainder of this article, we describe how these quantities -2¢’ .t
were measured in E731. .

2. Direct CP violation inmr#r decays .

One way of isolating the mixing and decay contributions e N
is to compare the level o€P violation in two different .
CP-violating final states. The twaCP-violating decays .
K.— 7 7 andK, — 7%7° allow such a comparison. An- b5
other way is to search fa€ P-violating decays, such as the =

rareK, — 7°vv decay, where th€ P-conserving as well as #
indirect CP-violating decay amplitudes are highly sup-
pressed. An observation of such a decay mode would then
essentially be a signal of dire&P violation. In this experi-
ment, we use the first approach. Since this approach involveq}
the use of an intensk; beam, we were also able to obtain P
limits on some rare decay modes of tke relating toCP
violation [11-15.

As is customary, we define

FIG. 1. The Wu-Yang phase diagram fér— 77 decays. The
ase and magnitude ef relative toc have been greatly exagger-
ated for the sake of clarity.

The =0 andl =2 final state phase shifts have been mea-
sured in other experiments, and in a recent compilation, Ochs
(|Hwl K°> —a,=Ae", (14) [16] obtainss,— 5,= —43°x6°. This implies that the phase
of &' is ¢, =47°=6°. Comparing this phase to the phase of
wherel denotes the isospin €0,2) of ther final state. & obtained above, we see thetande are almost parallel, a
The overall amplitude has been separated into an amplitudeonvenient but accidental coincidence. To a good approxi-
A, corresponding to the weak decay process itself, and gation then, we haveCP violation parametrized by
phase shifts, from the final state interactions. From the as-Re(¢'/e) andCPT violation parametrized by Ina('/¢). The
sumption ofCPT symmetry, one also hdsee, for example, latter would result if, for example, thi°®-K°mixing asym-
Ref.[6]) metry were different for thé; andKg.
. In an experiment, one can only directly measure the decay
(IHy| K% =a=Afe". (15)  rates for the differenk— 7 decays. Expressed in terms of
the decay rates, a signal for dirg€P violation in K— 7

One can now explicitly adopt the Wu-Yang phase con-gecays is a deviation of the double ratio of rates away from
vention [9] and takeA, to be real. This fixes the relative ynity:

phase between thgS|=1 and theS=0 sectors, which are

not connected by the strong and electromagnetic interactions. INK =7 7 )IT(Kg—7m"77)
Of course all physical observables are independent of the T (K, — 7070)/T (Kg— 7070)
choice of phase.
Allowing for direct CP violation, then, yields [74_|?
= —>~1+6Rde’/¢e). (20
| 7700|
I ImA,
e'=_——g'(62=8) (16) . , . . - .
2 A, ' Since Reg'/e) is expected to be small, this deviation is
approximately 6Re{'/¢).
7e_~s+e' (17) There has been quite an industry measuringsRie()
' over the past 30 years, and the recently published results are
and presented in Table I. In 1988, the NA31 group published
evidence[20] for direct CP violation at the three-standard-
Nog~e—2¢’. (18  deviation level. An initial resulf21] from our group based

upon 20% of the data collected here was, however, consis-

If there is directCP violation in the w7 decay of the tent with no directCP violation. The analysis of the com-
neutral kaon, then the ratios ofCP-violating to plete E731 data set, which is the focus of this article, has
CP-conserving amplitudes are different for the’w~ and  been published22]; this result together with the final one
27° final states. The geometrical relation between the differfrom NA31 [23] is also shown in Table | for comparison.
ent CP-violating amplitudes is illustrated in the Wu-Yang There is approximately a two-standard-deviation discrepancy
diagram in Fig. 1. between the NA31 publication and our initial result. The

The phase ot’ follows from its definition: analysis presented here also reanalyzes the data used in Ref.
[21], and so this result supersedes the previous one.

There has been considerable theoretical effort placed on

aw
$er =02 0ot the evaluation of Re{'/¢) over the last few years, with

5 (19
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TABLE |. Recently published measurements of Rég). Errors listed are statistical error first and the
systematic error second, otherwise the combined error.

Collaboration Year Re(' /) (10 %)
Yale-BNL [17] 1985 1782
Chicago-SaclayFermilab E617 [18] 1985 —46+53+24
Chicago-Elmhurst-Fermilab-Princeton-Saclay 1988 +28+12
(Fermilab E731A[19]
CERN-Dortmund-Edinburgh-Mainz-Orsay- 1988 [33+8
Pisa-SiegefCERN NA31) [20]
Chicago-EIlmhurst-Fermilab-Princeton-Saclay 1990 —4+14+6
(Fermilab E731 209%[21]
Chicago-Elmhurst-Fermilab-Princeton-Saclay 1993 *hpP+2.9
(Fermilab E731 final resyl{22]
CERN-Edinburgh-Mainz-Orsay-Pisa-Siegen 1993 +B85

(CERN NAZ31 final result[23]

results ranging from as small as T0up to several 10%.  and of the phases themselves. Using Ef and(18), one
Perhaps the only hard conclusion one can draw from thesinds that the effect ok’ on the phase difference is given
calculations is that, from an experimentalist’s point of view, approximately by

Re(c'/e) is expected to bemallin the standard model. The

theoretical situation has greatly improved very recently with Ap~3Ree'/e)tan( ¢, — ¢,/). (21)
two new calculations of Re(/¢) at next-to-leading order.
We however defer further discussion of these results unti
Sec. XI.

sing the uncertainties in the previous measurements of

g&'le) and in thewr final state phase shifts, one can limit
the contribution from direcCP violation to the phase dif-
ference to be under 0.2°. There were two measurements of
B. Tests of CPT invariance the phase differencA ¢, one based on a subset of the data
used in this experimeni26] and another from the NA31

In the phenomenological analysis GfP violation in the gxperimen[Z?] at CERN. The values obtained farp were

7o decays of neutral kaons given above, many of the result
we obtained rested on the assumption that the weak Hamil-  _( 3042 4o+ 1 2°  (E731 20%, partial data et
tonian underlyingH ¢ was invariant unde€CPT. CPT in-
variance is a very general property, arising in any local field 1 2°+26°+1.2° (NA31).
theory which incorporates proper Lorentz transformations.
However, there have been several issues recently raisdd both cases, the first errors are statistical and the second are
which question the validity of assumif@PT. For example, systematic. =~ Together, these measurements imply
Kobayashi and Sand&4] question the applicability of the A¢$=—0.1°+1.9°. The experimental values for the phase
CPT theorem to QCD because the proof of @i® T theo- above are consistent witB P T, but further accuracy is de-
rem used the properties of asymptotically free states, whilgired.
the quarks and gluons are confined and do not appear in such The other phase comparison we can make is the agree-
states. Furthermore, one might question the validity of thenent between ¢,._ and the superweak phase
assumption that the world is described by a local field theorytan *(2Am/[T's—T' ]). Here, we neglect the contribution of
We may well be seeing the low-energy effective interactiond",, in Eq. (5) to the phase. If one assumes that the
of some more fundamental process. If, for example, a strinhS=AQ law is not significantly violated and th&@P vio-
theory turns out to be a valid description of nature, then thation in the 3= decays is not anomalously large, then the
nonlocal nature of such a theory could lead toz4 contribution is expected to dominate by a factor of
CPT-violating phenomena. Indeed, there have even been rg*;/T"| ~580. Thew contribution to InT";,/I"g is of order
cent speculations that_such phenomena could lead to obserys|s’/¢|, and so the contribution df;, to the phase of is
able effects in th&®-K system[25]. expected to be extremely small. The phgse(and therefore
We now briefly discuss some of the tests@PT sym-  the phasep, _) should thus be very close to the superweak
metry open to the kaon system and accessible by our expenphase. The experimental data were not in the best agreement
ment. with this assertion. The phasg, _ of »,_ has been mea-
The phasesp,_ and ¢q, can be used to te€PT sym-  sured previously by studying the interference in
metry. Equation(12) can be divided into two different tests, =" 7~ decays[27—29. The world averag¢30] at the time
and different assumptions enter each. In the first, one wishese obtained our data was, - =46.6°+1.2°, over two stan-
to compare the phases, _ and ¢ directly, that is, to mea- dard deviations away from the superweak phase
sure the phase differende¢p= pgo— ¢, _. To make such 43.68°+0.14°.
comparisons in Eq.12), we need measurements of the mass The latter test is, unfortunately, a somewhat model-
difference A m), of the Kg and K, lifetimes (75 and 7), dependent one since the assumption that the semileptonic
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and 3 contributions td;, are small could be questioned. If itself is described in the next section.
one is questioning the validity & PT, it is not clear that it The origins of this technique are as follows. During the
is fair to make model-dependent assumptions about thesaid-1970s, some of the authors of this paper made the first
rates. Since tha S=—AQ amplitude is only limited at the successful measurement of the charge radius of the neutral
2% level andCP violation in 37 decays is only limited at kaon[32]. One needed to measure the coherent regeneration
the 10% level, a completely model independent estimate ofwhere the contribution from atomic electrons adds to that of
¢, is actually much poorer. Recent estimafgd], strictly  the nuclej and the diffractive regeneratiqmwhere the elec-
using only the actual experimental information, have placedron contribution is incohereptcomparing the two allows
the value of¢, within the 39.5°—47.4° range at the 90% isolation of the electron contribution. The problem is that the
confidence level. It is still interesting to probe the experi-former requires ahick regenerator for the signal and back-
mental discrepancy betweeh, _ and the superweak phase. ground suppression, while the latter requirdhia regenera-
If the discrepancy is not an artifact of the measurementsor to suppress multiple-scattering effects. Previous attempts
then itis an indication of some new physics, even if not used a compromise in the regenerator size; the choit2in
CPT violation. was to use two regenerators simultaneously in two distinct
A new result forA ¢ that supersedes our previous mea-kaon beams derived from the same target. By frequent alter-
surement listed above has been publisf&, along with a  nation of the regenerators, one could assure that each saw the
new determination o, _. These measurements are alsosame incident flux.
part of the results on neutral kaon physics presented here. One of the early papers on the phenomenologyCéf
violation in the standard model was by Ellis, Gaillard, and
C. Overview Nanopouloq 33]. In this paper, they calculated the value of

Re(e'/¢e), saying that it would be in the neighborhood of

We have discussed many of the pasp |ssues_relevant 450 and that this “would remain outside the reach of ex-
the measurements we can perform in this experiment. Th eriments for some time to come.” The subject difect

rest of the article describes the measurement technique, d violation had not been pursued for a number of years as

analysis, and results. In the next section, the issues affecti Here was no compelling indications as to its size. Now, with
a measurement of Re(/¢) and how these issues affected a possible model for the effect, it appeared at least possible

the design of our experiment are discussed. Following this, say whether the six-quark Cabibbo-Kobayashi-Maskawa
we examine the detector itself and give a brief description o CKM) model definitively accounted fag P violation. With

the data collection. Sections IV-VI present the analysis o he double-beam technique, one could see an effect of this
the data, covering the calibration techniques, and the differ '

. . ; Size. This led to Fermilab experiment 617. For this effort, it
ent reconstruction and background subtraction techniques Nas required that one photon convert in a thin conversion
the #* 7~ and 27° decay modes.

Our experimental method requires understanding the a(glane in the middle of the decay region so that the resultant
: X .€"e” pair coul racked, r in kgroun rovid-
ceptance of the detector at a precise level. Section VII detail; e pair could be tracked, reducing background by provid

, : . g a means of giving the decay vertex. The refB#rnstein
the Monte Carlo simulation of our experiment that WE US€Cet 3, [18]) was consistent with zero with a precision of
to determine the acceptance. The fitting techniques used

tracting the phvsical i din sec. VIII .006, not quite at the level predictgthterestingly, a BNL-
extracting the physical paramelers are covered in Sec. Villy 5 g group [17] also performed a measurement at about
Many of the issues treated are quite important as conside

; : . . . the same time, with an error of 0.008.

ations for future experiments using this technique. The re- In 1983, we proposed a new double beam and experiment

sults of the fits for Ref'/e) of the kaon system are pre- 731, to m:ake the measurement with a precision of 0.001.

sented §eparately in Sec. IX. . ... E731 had a brief test rufE731A) in 1985, where again a
The final part of the analysis involved the determlnanonphoton conversion was required, with the result&eg) =

of the systematic uncertainty on each of the particular meay 6032+ 0.0030 (Woods et al [19j) An extensive upgrade

tsrlljre?erllts. IntSec.t_X, we fo;:u_stonfthe systematic CheCkf a%?llowed the 1985 run which permitted the use of events
€ Tinal systematic uncertainty for our measurement Ol s conversion and thus much higher statistics. This pa-

, . :
Rele /8.) to the uncertainty in the other parameters note%)er treats the upgraded detector and the data it collected.
where important. With our measured parameters and system-

atic uncertainties all in hand, we conclude in Sec. XI by

relating our findings back to the issues presented in this sec- A. Measurement
tion. The instantaneous rate f&¢® decays downstream of a
target is
Il. EXPERIMENTAL TECHNIQUE
: - dU'(2m) 2rgia — 27| 2
A precise determination of Re(/e) to better than Toc|e TeTSTIAMT L @™ AL 2, (22

0.001 requires measuring the double ratio of rfs (20)]

to better than 0.6%. This means collecting a large number of
K— m decays in each of the four modes and requires stricivhere 75 and 7 are theKg and K lifetimes, Am is the
controls of biases in extracting the double ratio of rates. Her& —Kgs mass difference, and is the kaon proper time.
we outline the issues in measuring this double ratio and disSince| 7| is small, a 2r event sample from a detector close
cuss how E731 techniques reduce the systematic sensitivityo a target would be dominated by decayskof. In the
Finally, we outline how these technigues allow the extractiorinterference region where th€g and interference terms in
of other parameters in the neutral kaon system. The detect@q. (22) are comparabler~127s), 7, _ and ¢, could be
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extracted but this requires the relative numbersk8fand dl'g
—OCaF( p){|p(p)|ze—z/yﬁcrs+ | 7]|2€—Z/yBCTL

K? to be accurately known. Using separate sourcesKfor dz

and Kg decays, one far from the decay volume to give a

K, sample and the other close for tie; sample, is the +2|pl|n|cogAmZ yBe+ b, ¢,)

method of choice. X @~ AVrst Ln)l2vBey (23)

Care must be taken that biases in the relative collection
efficiencies of the two samples are minimized. Detector per-

) . ) where z is the distance from the downstream end of the
formance can change over time, but the rati&KgfandK, in . . .
: v - 0 regeneratorp is the coherent regeneration amplitude, and
either the#" 7~ (charged or 27° (neutra) decay mode

| X .~ ais the beam attenuation. The rajj was chosen in the
should be robust against such changes. Differences in t fio/ |

—20 rangddue to the momentum dependenc and
relative loss ofKg and K| because of spurioug‘'acciden- gd b eodf

so the Kg decay term dominated. In the othéracuu
tal”) activity in the detector need to be minimized. Suchpom thse rate é given by . n

activity arises from noise in the detector and readout elec-
tronics, muons from target and beam dump, neutral beam

halo and interactions in detector material, and decays. Hence &:ﬂ:(p” n|2e~ 2B, (24)
the number of decays collected depends nonlinearly on the dz

primary beam intensity. Biases from changes in accidental

losses need to be controlled. In both Egs.(23) and (24), F(p) is theK flux. The regen-

The detector acceptance is a function of the decay poskerator alternated between the twg beams, makingd-(p)
tion and energy of the kaon. The lifetime difference betweernearly identical and rendering biases from detector asymme-
the K, andKg leads to different distributions of decays and tries negligible. _
hence different acceptances. The design must provide strict Decays frogn both beams to a common decay mode, either
control of biases in these acceptance corrections. 7 or 27, were detected simultaneousliin the last

OtherK, decay modes present backgrounds. Detection of0% ©f the data set, all four of th&— mm modes were
=t7 decays compete withr* 7~ 7° and semileptonic co+IIec_ted S|mult_aneously. Whl_Ie collectmg ther2 and
(7=17 v) decays with branching ratios from 60 to 200 times ™ 7 decays simultaneously is not crucial for the success
larger. Similarly, the 2° mode has to compete with the of our technlqu.e, It (;ioes aII_ow several more sys_tematlc
more copious 3° mode. Therrs decays must be filtered cross-c_:heck&;.lt IS partlcularly |mp.or.tantl that biases in the
from these more commoK, decays without trigger bias, cqllc_ectlon and recqnstructlor_l eff|.C|enC|es were kept to a
For example, in the test run for this experimdg] we minimum by keeping all triggering, reconstruction, and

. A ) analysis cuts strictly independent of the beam in which a
discovered that rejecting™ e v, (K3) decays at the trigger decay occurred.

level from eletron showers in a lead curtain in front of trigger Many of the advantages of simultaneously collecting the
hodoscopes introduced an uncontrollable bias in the reIativRL andK s decays to a common mode are clear. Changes in
loss of 7" 7~ decays in theK, beam relative to th&s  the detector response affect tig andK 5 decays identically
beam. We chose to accept thg; decays, eliminating them 54 cancel in the ratio d€, /K (the “single” ratio). Losses
only offline. due to accidental activity cancel to first order. Intensity fluc-
Finally, to extract Re{'/s), one measures charged and yations in the primary proton beam also cancel in each of
neutral decays within specified fiducial regions in the centegne single ratios.
of mass. Since thi§ requirdsin)boosting the_reconstructed A regenerator to produce thés decays, rather than using
kaons back to their rest frames, the relative energy scal§ second target far downstream of the first, was chosen for
between the charged and neutral modes must be very welhe following reasons. A closer target generates backgrounds
understood. _ o difficult to sweep away. Coherent regeneration produces a
We now describe the principles we used to control thesgample ofk s decays with an angular spread identical to that
effects. of the K, sample. Also, the momentum distributions of the
KsandK, samples are quite similar.
The use of the regenerator makes the single ratios physi-
cally meaningful. Comparing Eq&3) and(24), the incident
Two nearly parallel beams were produced by collimatingkaon flux cancels in th& /K, ratio, leaving a measure of
the products of an 800 Ge¥jroton beam striking a beryl- |p/%|. Since the same regenerator was used throughout the
lium target. The detector was located over 100 m down+un, we have a powerful physical che@ke should always
stream, giving ample room for sweeping away charged pameasure the same regeneration amplitudeapply to differ-
ticles and sufficient time for neutral hyperons to decay.ent subsets of therw decays.

B. Double beams and the regenerator

Essentia”y all of thd(s components of th&®s and W’S The regeneration amp'ltUC*E is related t_othe difference
produced in the target decayed, leaving two neukal in the forward scattering amplitudd$0)— f (0) of the K°
beams(with neutron contamination andK? by

At the upstream end of the decay volume, one ofKhe
beams passed through two interaction lengths of boron car-
bide (B,4C), providing coherently regeneratdtls. Down-
stream, ther# decay rate at momentumis given by

f(0)— (0
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wherek=p/# is the kaon wave numbeN is the density of To study the detector performance and determine the ac-
scatterers, ang(L,p) (close to unity is a function of the ceptance, we collected high-statistics samples in th8, 3
lengthL of the regenerator and the kaon momentum. Regger* =~ 7%, andK; decay modes. None of the important pa-
theory predict§34] that the difference in the forward ampli- rameters of the detector performance, as input to the Monte
tudes is dominated by the exchange of a single trajectory, th€arlo simulation, was determined with thew event

w. This leads to the particularly simple form, for the ampli- samples used to calculate Ré(e).

tude difference,

2. K—2#70 decays

f(0)—f(0) _ Apte 72+ (26) For 27° decays, measuring the energies and positions of
k ' the four photons required a high-resolution, segmented, elec-
tromagnetic calorimeter. The calorimeter had to be suffi-

Analyticity leads to the constraint between the poweand  ciently radiation hard and have a good time response. An

the phase Of(o)_f_(o), é¢_7=—m(2+a)/2. In the high-  array of lead glass crystal_s, measuringréhkov light pro- _
momentum region, deviations from this power-law dependuced by electromagnetic showers, had been used in
dence are very sma[B5]. Fermilab-E617 and was reused for this effort. _

The expected power-law behavior adds one more physical The largest background for this mode at the trigger level
constraint for controlling biases in the measurement ofame fromK,—37° decays. These could be reduced by
Re(e'/). From the charged and neutral single ratios we obJ€quiring four energy clusters in the calqumeter. Because of
tain a measure o/ 7. _ and p/ 74, whose magnitudes will photc_)ns escaping the. detector or landing near each other
be identical only ife’ is zero. However, the momentum de- (‘fusing”) in the calorimeter, background remained. Many
pendencegpower law should be the same. Since essentiallyp|a”es of veto counters to detect photons escaping the lead
orthogonal elements of the detector are used for the tw@lass aperture helped further to reduce the background.
modes which have quite different backgrounds, a physical
parameter which can be independently extracted and com- 3. K=ot @~ decays

pared gives a powerful systematic check. This is useful in 1o -+ - decay required detecting two charged par-

limiting biases due to nonlinear differences in the two energy;jas For triggering, we used two hodoscope planes. The

scales. _ _ o . trajectories and momenta of the particles were measured us-
There are _d|sadvant_ages §3300|ated with this technquﬁ1g two pairs of drift chambers and a dipole analyzing mag-

The most serious one is additional background due to scajjat The decay position of the kaon was determined by ex-

tering in the regenerator. Diffractive regeneration, wherey,nqating the trajectories in the upstream chambers to a
there is a finite-momentum transfer between the kaon and &,mmon point.

particular nucleus, is present. There are also inelastic pro- 1o major backgrounds tor* 7~ decays, such as

cesses where a nucleus breaks up or is excited. a7 70 and 71 ¥ v, were reduced by requirin,g two sym-
Another disadvantage arises from the difference in the,etic yn-down and right-left signatures in hodoscope hits at

KsandK_ lifetimes leading to different average acceptances,o trigger level.

We use a Monte Carlo simulation to determine the correc-

tions needed in the two modes. The acceptance functiO{h

e(p,z)_ Is identical_ for_ the vacuum anc_i regenerat_or beams'using the ratio of energy from the lead glass to momentum.
By using large _blns(m P and z) relative to _the mherent_ Finally, the relative charged and neutral energy scales had
detector resolution, we reduce our sensitivity to smearing, pe well known. This was accomplished by calibrating the
effects, generally the hardest aspect of a detector to be simys_ glass with tracks from electron and positron samples
lated accurately. measured in the charged spectrometer. The samples came
both from special electron calibration runs and from the
C. Detector design K3 sample collected simultaneously with th€ 7~ decays.

With a muon filter, ther™u ™ v, decays were vetoed at
e trigger level. The&K 3 background was rejected off line

We focus on three aspects in the design of the detector to
use the double beam&) acceptance correctiondy) detec- D. Sensitivity to other kaon parameters

tion of the K— 27" decays and background elimination in . : L
this mode, andc) detection of thek — o 7~ and elimina- Examining Eq.(23) shows there is sensitivity to other

tion of the background. In both modes we need to reconstruélfnportant parameters of neutral kaon decay. Using the

the momentum and decay position to compare the observe}ﬁiiu:?tﬁgarr: ?ge?giga“_ﬁﬁetfr;}ovf t%aéns?]k:a;n ;??hgcégigt

distributions to Eqs(23) and (24) above. ux on the regene : P ty
distribution immediately downstream, we have good sensi-

tivity to the Kg lifetime, as well as th&| — Ky interference

. . term, allowing us to probe both th€ — Kg mass difference
It was important to make the acceptance calculation ag y and the relative phasé,— ¢, .

simple as possible. All of the limiting geometrical apertures
of the detector were defined by active veto elements. This
effectively reduced the problem of determining the accep-
tance to measuring the edges of several planar counters at Here we give a description of the kaon beam, the detector,
known distances from the target. and special features of the data run. Earlier descriptions and

1. Acceptance corrections

Ill. APPARATUS AND DATA RUN
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(a) Common ~ Slab Vertical Vertical were located at 25 m and 49 m. The outer beam edges were
[25m Abs"""’“ C°"“f““‘°“ Collimator o defined by sets of horizontal and vertical collimators at 52 m
;r,i ! and 83 m. Charged particles were swept out of the beams
Target ; lg} with several magnets behind the target and between the col-
” ¥ b limators.
. i The neutron production spectrum peaks more strongly in
f,}f,;‘;‘fs‘g T hole i‘{,‘;ﬁ‘,‘;‘,”a T e the forward direction than the kaon spectrum, and so the 5
. Collimator . , , | Collimators B mrad “targeting angle” served to decrease th& ratio
o 100 30, 4 5 6 70 8 %0 without greatly sacrificing kaon beam intensity. The ratio
D'SL'*;“::Z“’",‘T:’,‘“‘?“) was further reduced by an absorber of 50.8 cm of beryllium
(b VavaMaLs G.lassMuonVem and 7.6 cm of lead positioned just downstream of the copper
IZScm collimator. This “common” absorber also converted pho-
tons, eliminating them from the beams. A second 45.7 cm
A beryllium “shadow absorber” only in the regenerator beam
S reduced the rate of interactions in the regenerator.
S The entire beam path and decay volume from 17 m to 160
—l%z«"lg:egenerator m was held at a vacuum under 0.015 torr. The downstream
‘J,;:il:'.u'” DRACDRAN e end of the vacuum was segled by a 1.22 m diameter window,
belgl'hls 7 Ly Veowm Windowt] , made from 0.127-mm-thick Mylar and 0.584-mm-thick
‘ g o Kevlar-29 mesh.
< : Ig The decay region began 110 m downstream of the target.
D“E.‘e dsis : At the entrance to the decay volume, there were roughly
Calibration magnets Chambers  AEHEY  Hadron Veto equal numbers oK, and neutrons, and the number Af
. . . . . B Trigger Planes particles was about 0.05% of the numbeigfin the energy
120 130 140 150 160 170 180 190

range 20-160 Ge¢) of interest. At the mean energy of 70
GeV/c, the residuaK g component from the target was under
10°°.

A beam intensity of X 10'! protons per spill resulted in
roughly 25<x10° K, entering the decay volume in the
vacuum beam with about 2%, decaying in the decay vol-
ume.

Distance from Target (m)

FIG. 2. lllustration of the apparatus used in this experimet.
is an elevation view of the layout of the collimation and sweeping
system used to produce the two neutral bealmsshows the appa-
ratus used to detect the kaon decay products.

illustrations of various detector elements can be found in
Refs.[1,36-3§. B. Detector

The apparatus used in this experiment is illustrated in Fig.
2(b). A list of the detector elements and their locations is
ng|ven in Table Il. The coordinate system used defines a

ter beam line. The two kaon beams were formed by collimat&XiS a@long the beam direction. Theandy axes are the
horizontal and vertical directions transverse to the beam, re-

ng secondaries produced by 800 GeV primary protons hit-
ing 'es proou y primary p I spectively. Those components which play a role common to

ting a beryllium target. The primary beam was delivered in
20 s “spill” once every minute, with intensity between aboth thewr* 7~ and 27° decay modes are described first.

3% 10 and 2x 10* protons per spill. The protons arrived in
~1.8 ns “buckets” at 53 MHz; the instantaneous intensity
varied by about a factor of 2 from bucket to bucket. The a. RegeneratorThe regenerator, depicted in Fig. 3, con-
radio frequency(rf) timing signal, provided by the proton sisted of four blocks of boron carbidéB,C), each
accelerator, gave the basic timing used in the trigger. 19.0x 8.9x 8.9 cn. It totaled two interaction lengths, which
The target was a beryllium rod 36 cm long and 3.2 mm onmaximizes coherent regeneration. Within each 3.5 cm gap
a side; the proton beam profile was roughly Gaussian with &etween the BC blocks were six 8.981.74x0.63 cn?
width of 0.4 mm. The beam position on the target was moni-overlapping strips of scintillator. These veto counters re-
tored and read out throughout each spill with a wire chamduced backgrounds from inelastic interactions and vetoed
ber. kaon decays within the regenerator. A 1.25-cm-thick lead
The neutral beams each subtended a solid angle of 300 nprece at the very end of the regenerator converted photons
were produced using the collimation scheme shown in Figfrom 27° decays within the regenerator, defining a sharp
2(a). First, there was a 5.8-m-long two-hole copper collima-boundary for the start of thes® decays in the regenerator
tor; it bega 9 m downstream of the target and contained twobeam. The last set of veto counters 1.75 cm downstream of
tapered channels 5 mrad away from the proton beam horthe lead detected conversion products and veteéd ~ de-
zontally. At the upstream end, the channels each measuraxys. The face of the downstream scintillator defined the start
6.65x 6.65 mnt, centered 5.8 mm above and below the tar-of the decay region for ther™ 7~ mode.
get location. The edges of neutral beams were further defined b. Upstream maskThe behavior of the acceptance in the
by sets of steel collimators ranging in length from 1.2 m tofarthest upstream region of the vacuum beam was defined by
1.8 m. Two slab collimators defining the inner beam edges precision veto countdthe “active mask” (AM)] located

A. Kaon beams

The experiment was located in the Fermilab Meson Ce

1. Common elements
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TABLE Il. The detector elements and their positions from the target.

Detector element z location Detector element Z location
(m) (m)
Pinching anti(PA) 116.118 Drift chamber 1 159.292
Sweeper ant{SA) 119.59 Drift chamber 2 165.867
Sweeper magnet 119.59 Magnet aiiA) 166.836
Active mask(AM) 121.893 Analyzing magnet 168.865
Regenerator 123.550 Drift chamber 3 171.857
Vacuum anti (VA1) 127.855 Drift chamber 4 178.004
Vacuum anti 2(VA2) 132.819 Lead glass antiGA) 178.710
V hodoscope 137.792 C hodoscope 179.502
Lead sheet 137.804 B hodoscope 179.520
T hodoscope 137.815 Collar af€A) 180.700
DRAC veto counter 137.826 Lead glass array 181.809
DRAN veto counter 137.866 Lead wall 182.7
Separator magnet 139.008 Mul hadron veto 183.996
Vacuum anti 3(VA3) 149.309 Back ant{BA) 185.047
Vacuum anti 4(VA4) 158.291 3.2 m steel muon filter 186.7
Vacuum window 158.965 Mu2 muon veto 189.914

at 121.9 m from the target. The mask consisted of two layerphoton conversion would yield a more accurate result. This
of 2.54-cm-thick lead with scintillator behind each layer. allowed the removal of the lead sheet and the extension of
Precise beam holes were milled in the lead and scintillatorthe decay volume for 2°. Using the downstream events
The holes were sized and positioned such ttatdecay does, however, require careful measurement of the materials
products from the regenerator beam occurring upstream disted in Table Ill to treat regeneration and conversions.

the regenerator would miss the regeneraiand its anti-

counter$ and hit the AM andb) wide-angle decay products 2. Neutral detection

from upstream of the mask in the vacuum beam were de- i 0 )
tected by the mask and could not hit the “dead” material & Lead glass calorimeteiihe heart of 2~ detection was

(such as the box enclosing the regenejafbhe locations of the electromagnetic calorimeter located at 181 m. It has been

the mask edges were determined with electrons fiogg ~ detailed previously in Re{36]. _

decays. _ Figure 5 illustrates an event in the calorimeter. It con-
c. HDRA The Hodoscope and Decay Region Anticounters!Sted of 804 blopks of Schott F-2 lead glass arranged in a

(HDRA) was a trigger and veto system used in both chargedrcular array with two beam holes. The blocks were

and neutral modes. The makeup of the HDRA is given in°-82X5.82 cnt by 60.17 cm long, about 18.74 radiation

Fig. 4 and Table Ill. The hodoscopes were originally in-1€ngths. The radius of the array was about 0.93 m.

tended to flag a photon conversion. A 0.5 mm lead sheet |€n-stage Amperex 2202 photomultiplier tub@aMVT)

converted one and only one photon 25% of the time, leavin ith bialkali photocathodes were pressure mounted to the
a signal in the triggefT) counters downstream of the lead Pack of each block. The tube gains were roughlyx112°.

and none in the vetdV) counters upstream. Both the T and Their voltage settings were stable to within a few tenth of a
V hodoscopes consisted of six 1-mm-thick staves of NE11¢/°lt throughout the run. A xenon flash lamp system was
scintillator. A more detailed description of this conversion Pulsed evey 2 s throughout the run to monitor the combined

techinique can be found elsewhé®8]. The = =~ running effects of block transmission and PMT gain; this system

used T and V for triggeringwithout the lead shegt worked at the 0.2% level.
Initially the 27° and 7+ 7~ events were thus collected  Each PMT signal was delayed by 83.8 m of RG58 cable

separately. During the run we found that2events with no to allow time for the formation of the trigger before digiti-

Veto Counters v T Material Key

Paper ———
Aluminum Foil ~ —————-

Scintillator —
Aluminized Mylar ——
Mylar = —e-eee-
Lead (+ epoxy) AN

P Beam Direction FIG. 4. An expanded view of the material contained within the
HDRA. The 0.5 mm lead sheet, bonded to a Mylar sheet for sup-
FIG. 3. The makeup of the regenerator. port, was only in place for the neutral mode lead sheet data subsets.
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zation. The signals were integrated for 150 ns and digitized 2.5%® 5%/+\/E. (28)
in LeCroy 2280 analogue-to-digital converte(ADC'’s).

(The long gate was necessary because of pulse broadening inThe position of a photon or electron can be extracted from
the cables and the scintillation component in the lead glassi, e pattern of energy in the>33 cluster. By summing the
The ADC had 12-bit accuracy but operated in a dual-rang&nergies in each columfmow) of the cluster and comparing
que, extending the dynamic range to 15 bits. The crossovefq ratio of the edge sums to the center sumxtlfg) posi-
point of the dual range corresponded to roughly 16 GeV, ang,n \vas obtained. Small corrections to the positions were
the gain ratio(nominally 8 was measured for each channel a4e ysing the measured variations of the individual block

to 0.1% with theKe; sample. When neutral triggers were gimensions from the average. This method gave an average
collected, the readout threshold was 5 ADC couatout 25 reqo|ytion of 2.8 mm, varied from 1.5 mm for a particle near

MeV); when only charged events were collected, the threshy p|cls edge to 4.0 mm for a particle in a block’s center.

old was 20 counts. The signals from the lead glass were used for triggering
The light transmission response of the lead glass blocks oses as well as being integrated and digitized. For this
was nonlinear because of absorption of therébkov light.  purpose, the signals from the array were viewed by two de-
Electromagnetic showers have shower maximum increasingices in addition to the ADC’s.
as the energy increases; this results in less attenuation as theFor fast triggering, the lead glass array was subdivided
light travels to the photomultiplier tube. This attenuation wasinto 3x 3 groups of blocks, and the signals from the blocks
the most severe and varied most rapidly for the shorterin each 3<3 group were sent to an “adder.” Each sum was
wavelength @renkov light, and so Wratten 2A filters were integrated with a 30 ns gate. The short gate helped to identify
placed before the PMT's to block light with wavelengths out of time clusters. The adder outputs were summed to-
under 430 nm40]. These filters(while reducing the total gether to give the total energy of the calorimeter.
light by a factor of 2 improved the resolution and simplified A hardware cluster findefHCF) counted the number of
the calibration of the glass. Typical absorptions resulted irclusters in the lead glass calorimeter. A cluster refers to a

nonlinearities OfE e EXY! oq contiguous island of blocks all above the HCF threshold.

During the run, the light absorption increased because of his led to a factor of 10 reduction in the neutral trigger rate.
radiation damage, particularly for blocks near the center offhe signal from each block was viewed capacitively and
the array. Transmission decreased by 5% per week in theigitized by a 30-MHz 6-bit flash ADC. A block registered a
worst case. To avoid serious degradations in resolutiorfit if its energy content was above about 1 GeV, low enough
much of the damage was cured with ultraviolet light suppliedto allow high efficiency and high enough to reduce losses
by 400 W mercury vapor lamps. Curings were done aboutrom photon fusions or accidental activity. Details of the
once a month and took about 2 days. HCF construction and the cluster-finding algorithm have

For each block, the absorption and gain were determinefeen published elsewhef87,41.
several times during the rusee Sec. IV B from electron b. Neutral veto system# photon veto countefthe “col-
samples obtained from special calibration runs and fromlar anti” (CA)] covered the inner halves of the 16 blocks
K3 decays. around the two beam holes. The counter consisted of 8 ra-

The EM shower from an incoming electron developsdiation lengths(4.45 cm of copper and 2.8 cm of |gafwl-
across several blocks. To reconstruct the total energy in wed by scintillation counters. Its main purpose was to pro-
shower, the energies from ax® array of blocks(a “clus- ~ Vvide a clean and easily determined edge to the detector’s
ter’) centered on the block of maximum energy werephoton acceptance.
summed. This sum was then corrected as described in Ref. The remaining photon veto counters rejectee 2lecays
[36] for threshold effects, pedestal shifts, leakage into block&nd, to a lesser degree, other charged decays. The counters in
outside of the X3 array, and the nonlinearity described most of these veto banks consisted of a scintillator plane
above. These corrections were extensively studied using bofllowed by two lead-lucite sandwiches, each with five lay-
EGS simulations and the electron samples. ers of lead and of lucite, totaling 3 radiation lengths. Four

Photon shower response is somewhat different from thagets(the “vacuum antis” VA1-VA4) were arranged in rings
for electrons because of the variation in conversion depth. Anside the decay pipes, two on either side of the HDRA.
photon shower gives a response effectively as the sum of af\nother seMA), in a square ring, surrounded the aperture
electron and positron shower in a block shortened by th@f the analysis magnet. A final ring was just upstream of the
photon conversion depth. A correction for the photon con- lead glasSLGA).
version depth was made on an average, but the variation At the far upstream end there were two sets of counters
added an additional contribution to the photon resolution. Used to detect photons fromn8's that decayed in the beam

The average energy resolution for electrons was describeipe preceding the decay volume. The most upstream “pinch
by anti” (PA) consisted of a layer of lead followed by a layer of

scintillator collaring the beam pipe. The “sweeper anti”
(SA) consisted of scintillator panels which lined the outside
surface of the beam pipe from 117.8 m to 121.4 m. Photons
that converted in this pipe section, missing the VA's, were
where the energf is measured in GeV, though it varied vetoed by these scintillator panels.

from block to block because of variations in attenuation and A scintillator plane (DRAC) followed by 5 radiation
guantum efficiencies. The overall photon energy resolutionengths of five-layer lead and scintillator sandwich counter
was (DRAN) filled the area between the T and V hodoscope

1.5%®5%/+\E, (27
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TABLE IlIl. A list of the materials in the HDRA and their physical properties. The thicknesses are
averaged over the beam region, while the radiation lengths are averaged over the illuminated region. The lead

sheet was not always presdsee text (f—f_)/k is given at 70 Ge\W.

Material Thickness Density Atomic u % Radiation
(mm) (g/em®) Weight (mbarp (mbarn Length (%)
Scintillator 2.17 1.03 13.0 1.15 33.10 0.497
Mylar 0.11 1.39 96.1 8.29 239.57 0.044
Aluminum 0.05 2.70 27.0 2.07 59.21 0.058
Paper 0.38 0.63 94.1 10.89 229.51 0.066
Lead 0.515 11.35 207.2 9.71 326.28 8.9

planes and the vacuum pipe. Decay products outside the Were separated by 12.7 mm, and both xhendy views of

and V hodoscopes struck these and vetoed the event. each chamber had two sense planes offset by half that dis-
Photons remaining in the beams were detected with théance. This yielded a maximum drift distance of 6.35 mm

28.1 radiation length “back anti'{BA) counter, made from perpendicular to a wire and an unambiguous determination

48 layers of 0.33 cm lead sandwiched with lucite. Hadronicof the side of the wire on which a particle passed. The cham-

showers from neutrons in the beam characteristically depo$er farthest upstream was the smallest, measuring

ited energy deep into the BA. By comparing the energy de1.26x 1.26 n? with 101 sense wires in each plane. The last

posit in the last one-third relative to the first two-thirds of chamber was the largest, being 1X7Z.77 n? with 140

BA, events with photons could be vetoed with tolerable losssense wires per plane.

from accidental beam neutrons. The field shaping wires were 1Qom gold-plated copper-
Finally, a hodoscope plari@&lul) downstream of the lead beryllium and the sense wires were 28 gold-plated tung-

glass helped reject* =~ 7° decays in neutral trigger that sten. The tolerance on wire placement was aboytr5

mimicked the four photon 2° decays. A 21-radiation-length More details on the construction can be found in R2].

lead wall behind the lead glass, but immediately upstream of The chambers used 50% argon and 50% ethane. The drift

Mul, together with a lead collar around the beam regionvelocity was of the order of 5@m/ns at— 2650 V.

prevented particles from an electromagnetic shower register- The applied high voltage was ramped down to 80% of its

ing in Mul. Hadronic showers, however, would light up nominal value during the 40 s between spills when the dark

Mul with reasonable efficiency. currents were typically 0.1-0,2A. Also, a small amount of
alcohol (about 1% was added to the argon-ethane as a
3. Charged detection quenching agent to help prevent breakdown and slow the

a. Drift chamber spectrometeThe charged spectrometer chamber aging process. Ethanol was initially used, but was

consisted of two pairs of drift chambers to measure particle(e‘)lace‘j later in the run with isopropanol.

trajectories upstream and downstream of a momentum ana- The chamber pulses were amplified and discriminated in

lyzing magnet. Helium bags were placed between the chamc—ards mounted on the chambers. LeCroy 4291B time-to-

bers to reduce the effects of multiple scattering. digital converters(TDC's) Wl'th a resolution of 1 ns were
used. They were operated @aommon stopnode, where an

As shown in Fig. 6, the cells of the drift chamber con- . . | d tri h | and a lat |
sisted of a sense wire located at the center of a hexago'é}Comlng puise would trigger a channeél and a Jater pulse

! e : : L om the first level trigger would stop all triggered channels
defined by six field shaping wires. The wires in a sense plan rom counting further. The resulting inverted time distribu-

tion is shown in Fig. 7. The sharp edge near 240 ns corre-
sponds to tracks hitting a sense wire. A TDC channel was
dead for 250 ns after registering a hit. As described in Ref.

) )

e x e R Field-Shapi
= - in,
s o o e x @ : : ¢ V&Ees apne
$ e x o o i i
< Beam o e x o ! ' x ~~- Sense Wires
on ) !

) ] I
g Direction ¢ x o0 ' i
] . e o x o | I —— Chamber
« x o ' \ Windows
1 i
> o o x o '

32 28 24 20 16 12

Column FIG. 6. Layout of the field shaping and sense wires used in all

drift chambers. This is the view looking down on the chambers,
FIG. 5. A lego plot of the lead glass calorimeter with a typical with the vertical wires which measuxepositions in the frontleft)
20 event. The two holes to pass the kaon beam can be seen in tlad the horizontal wires which measurgositions in the rear of
center of the array. the chamber.
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FIG. 7. Distribution of chamber drift times for in-time two-track i time two-track events. The dot-dashed histogram is the distribu-

events. tion for tracks that have been identified as out of ti(eee textin
events with two other in-time tracks.
[38], the time distribution can be inverted to obtain a con-
version from TDC time to a distance from the sense wireyielded direction tangents and intercepts for each of the can-
The time-to-distance conversion assumed that the first drifdidate segments. The upstream and downstream segments
electrons to arrive at the sense wire were those in the plan&ere projected to the bend plane, and segments were paired
of the sense wires. if their projections were separated by less than 1.5 cm.

A 6 kG analysis magnet, with a 1.46 m gap, was situated Thex andy segments were matched by pairing the tracks
between the second and third drift chambers. The transversesing the lead glass cluster positions. After matching, the hit
momentum “kick” Ap,=(g/c)/B dz was typically 200 positions were refined once more to correct for sntafl
MeV. Values of/B dzwere measured on a 2-in.-square grid order mrad chamber rotations and differences in signal
and were interpolated between grid points. The field map igropagation time along the sense wif@6 ns maximum
shown in Fig. 8. There was a very small horizontal field; itsdifference. In addition, the upstream and downstream
effect was negligible, though it did introduce a small bend intrack segments were refit separately.

a particle’s vertical trajectory. An inefficiency in one plan¢of order 1% meant that the

The dipole field was negligible at the chambers, and sé'ambiguity” could not be resolved directly. In the view,
particles followed straight line trajectories between the upihe best match of the two candidate track segmgassing
stream and downstream two chambers, greatly simplifyin@n either side of the unpaired wjraith a downstream seg-
the track finding. ment was kept. In thg view, the track fit to the other cham-

b. Charged particle trackingThe tracking algorithm used bers was used to resolve the ambiguity.
to reconstruct the charged particle trajectories was fairly It was useful to examine the sum of the two measured
straightforward. Tracks in th& andy views were found drift distances in one view of a chamber. This sum should
independently. Anx track segment candidate, either up- equal the 6.35 mm separation xn(or y) of the two wires,
stream or downstream, had to have at least three of the fodhough a small angle correction was needed because of the
possible planes hit. A& track was accepted if it had hits on at 1.1 cmz separation of the two planes. The deviation of the
least five of the eight possible planes. No track segmentgieasured sum from this cell size is shown in the solid his-
were allowed to share hits. The drift distance informationtogram in Fig. 9 for events with two valid in-time tracksee
from the TDC's was used to refine the location of the parti-below). The resolution of each plane can be deduced from
cle’s passage. A least squares fit to the measured pointBe width of the central peak. We achieved resolutions in the
95-105(105-119 um range for the smalleffargen cham-
bers.

The low-side tail agrees very well with the expected
o-ray production. The TDC's were dead immediately after a
hit, and so onlys rays producing ionization arrivingarlier
than that from the primary particle were seen, making the
drift distance(hence the sum of distangesppear too small.
There was roughly a 0.5% chance per plane per track for a
6 ray to cause a mismeasurement of the drift distance by 500
pum (50) or more. The high-side tail came almost exclu-
sively from tracks passing very close to the sense wire so
that the ionization is drifting longitudinally rather than trans-
versely.

The sum of distances provides a means for identifying
FIG. 8. Transverse momentum kick of the analysis magnet as &nd throwing away out-of-time tracks. Anor y segment
function of thex andy positions of a charged particle at the “bend was flagged as out of time when two or more of the cham-
plane” of the magnet. bers have a sum of distance that deviates from 6.35 mm by

Y (m)
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more than 1 mm (&). The distribution of the sum of dis- for all first level triggers was defined by the 53 MHz rf signal
tances for out-of-time tracks identified in events with two synchronized to the proton bucket structure. A failure at the
other in-time tracks is shown as the dot-dashed histogram isecond level trigger aborted an event before reading it out for
Fig. 9. The expected 1.8 mm shift between the peaks can hevent building.

clearly seen. The pileup and dilution of the peak structure on

the high side(late buckets are an artifact of the time-to- 1. Neutral triggering

distance conversion which assigns a maximum drift distance The neutral trigger was designed to accept four-photon

of 6.35 mm to any given hit. The small central peak in the(zwo) decays as well as some six-photon=(3 decays
out-of-time distribution r.esults from the small chance to have pije simultaneously minimizing false triggers from:3 de-’
very early false TDC times from rays in two separate cays with missing and/or fused photons and accidental activ-
chamberg which _each caua 1 mmmismeasurement of the ity. The heart of the first-level neutral trigger required the
sum of d[stance In b(.)th.Of the chambers. Tdheay_s Cause - yoq| energy in the calorimeter to satidty>28 GeV, greatly
this algorithm to flag in-time segments as out of time with & y,cing accidental triggers. The event was vetoed with a

probability of 0.07%, resulting in a 0.28% event loss. Bysignal in the AM. PA. SA. VA2-VA4. DRAN. MA. or LGA
ridding events of the out-of-time tracks, however, there is anyoe VA1 was not used because of the act,ivity in that

0, I I . . . .
8% recovery of two track events, far outweighing the smallyq ner induced by interactions in the regenerator. A BA

loss. signal vetoed events with more than 5 GeV in the first two-

Once the particle trajectories were determined, their MOthirds of that counter and under 10 GeV in the last one-third.
menta were deduced by comparing the measured upstreaRiso 25 times minimum ionizing particle@/IP’s) or more
(“up” ) and downstreant“dn” ) direction tangents, , of

) ) in the CA vetoed events, well above the level from nearby
each measured track. Sinég,=p,,/p,, we obtain photon showers in the calorimeter.
up dn Hadronic eventgsuch asK, — =" 7~ #° decay$ were
Ox _ Ox _ |Ap rejected with an energy deposit of five MIP’s or more in
\/1+(9:P)2+(9;J,P)2 \/1+(ggn)2+(g§n 2 lp| ° Mul. Finally, any activity in the regenerator anticounters
(RA's) with an energy deposit above 0.8 MIP’s vetoed the
whereAp; is the transverse momentum kick of the analysisevent.
magnet. The average momentum resolution was under 1%, A factor of 10 reduction in the neutral trigger rate within
with a dependence given by 20 us after the event, was obtained by counting isolated
clusters in the lead glass with the HCF, as described above.
Tp o Events with four clusters were accepted as candidat® 2
320-45[1@9/(37-5 GeVe)]%, (29) events. We also accepted 0.05% of all first-level triggers in-
dependent of the HCF information in order to monitor its
where the momenturp is measured in Ge¢/ The constant operation. Some events with six HCF clusters were accepted
term results from multiple scattering within the spectrometerto obtain 3r° decays for detector and systematic studies.
c. Trigger hodoscopes and veto bankeveral planes of These were mostly prescaled by 8 except for the last 20% of
scintillation trigger hodoscopes were installed to provide ahe run(which were prescaled by 1, accepted them all
fast trigger. The downstream end of the charged decay vol-
ume was defined by the T and V hodoscopes, described ear- 2. Charged triggering
lier. Two more scintillation planes, the B and C hodoscopes, , L .
were located 1.5 m downstream of the last drift chamber, A Pulse height greater than 1.5 MIP’s in the sum of sig-

These were made of 1-cm-thick scintillator staves which did'@!S fromeitherthe Tor the V counters was required.
not overlap. The B and C hodoscope banks defined a topological trig-

. i
There was also a bank of scintillator countéise Mu2 ~ 9€r Which took advantage of symmetryan = decays. In

bank located behind a 3.2 m-thick steel wall. This identified the B bank, at least two distinct paddles had to be hit, with

muons, both for triggering purposes in special chambeP® in the left and the other in the right half. The central
alignment runs(see Sec. IVA2 and for rejectingk counter could satisfy either the left or right trigger require-
() decays in normal data taking runs. #3 ment. In the C bank, it was required that hits be seen in top

and bottom “halves,” but again with substantial overlap.

UnwantedK ,; decays were rejected with the Mu2 scin-
tillator bank. Vetoes from signals in the lead lucite counters

The event triggers were kept independent of the regener®f the VA4 and LGA banks helped reduce the trigger rate
tor position and of the beam from which the particle de-from 7" 7~ #° decays. Studies at the beginning of the run
cayed. This approach resulted in triggers with minimal biasesnd experience during the test r[88] showed it would be
and no preference between decays from the vacuum or relifficult to reject K3 decays in the trigger without bias in
generator beam. m* 7~ decays.

The first level triggers were based on information which  As in the neutral trigger, the regenerator anticounters ve-
could be obtained very quickly, such as the hit patterns in théoed inelasticly scattered kaons. Activity in the MA or PA
trigger hodoscopes, the veto counter signals, and the totalso vetoed an event.
energy in the lead glass calorimeter. These were formed The rate was reduced 30% by a second-level trigger re-
within about 450 ns of the actual decay. A successful triggequiring hits in the(nonoverlapping left and right halves of
initiated the TDC counting and gated the ADC. The timingthe second drift chamber.

C. Event triggers
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TABLE IV. The characteristics of the™ 7~ and 27° data subsets.

Subset Proton beam intensity Pb sheet 0 2riggers at @~ triggers
(10% per spil) installed to tape (19 to tape (16)
C1 0.3 No - 16
N1 2.0 Yes 44 -
Cc2 0.3 No - 70
N2 2.0 Yes 36 -
C3 0.3 No - 82
N3 2.0 Yes 22 -
N4 2.0 No 8 -
c4 0.3 No - 75
NC 0.8 No 61 61
3. Other triggers results of analyses of each subset are given later.

There were a number of special purpose triggers collected SPecial data samples were collected in short runs inter-
simultaneously with ther triggers. The most important spersed thrqugh_out the entire run. The most important ones
were the following. were for calibrating the lead glass and aligning the chamber

(i) “Accidental” triggers, to study the effects of random SyStém. These are discussed in the next section. .
activity in the detector. A scintillation telescope aimed at the ' N analysis of the data occurred in two stages. A first
target pile, out of the line of sight of the detector, provided aP@SS Was made through all of the raw data tapes using pre-

trigger proportional to the instantaneous beam intensity aanlnary calibrations of detector elements and analysis cuts
independent of activity in the detector. oose enough so that minor changes to the calibrations would

(i) The “pedestal” trigger, which randomly triggered the not change the final event sample. Candidate event types
readout of the lead glass with no readout threshold. were split onto smaller sets of data summary ta(¥ST’s).

(iii) The “flasher” trigger, which flashed the xenon lamp h€ Samples obtained included very large samplek &f

0+ -0 :
used to monitor the lead-glass photomultiplier tube gaing™ »7 7 7 decays, along with samples useful for search-

throughout the run. ing for rare kaon decays.

(iv) The K 3 trigger, identical to ther ™ 7~ trigger, but
with Mu2 bank in coincidence. IV. CALIBRATION AND DETECTOR PERFORMANCE

The special purpose triggers constituted 7% of the re- » |54 effort went into calibrating the lead glass calorim-

Je'ter and the drift chamber system. The most difficult chal-
lenge was to understand the energy scale fof Belative to
) 77~ to better than 0.1%. We discuss the usegf elec-

D. Data collection trons for the final set of calibrations.

The data were obtained between August 1987 and Febru- For the acceptance, the positions of the defining apertures
ary 1988. The sample occupied approximately 5000 ninehad to be tracked accurately over time. A large sample of
track data tapes. The details of the data-taking run and of thelectrons, again fronK.; decays, was used to measure the
first data analysis pass are described in detail in H88J.  position of each aperture edge throughout the run. Since one
and[37]. of the apertures was almost 50 m upstream of the first cham-

The data collection was initially divided into periods with ber, the best possible resolution was required of the drift
either 2% or w7~ triggers. We alternated collection be- chamber system. The alignment of the drift chambers rela-
tween charged and neutral running to ensure that we obive to each other and to fixed reference points in the detector
tained an adequate sample of each mode. The proton beaf@s tracked.
intensity, the number of raw triggers recorded on tape, and

lected between spills as well as during the spill.

tThebllealt\j/sheet status are summarized for each of these sets in A. Drift chamber calibration and alignment
able V.
At the end of neutral subset N3, one of the drift chambers 1. Review of time-to-distance conversion

had to be temporarily brought off line. Since the neutral con- The time-to-distance calibration was based on the as-
version trigger(and the charged triggewas of no use with-  symption that the illumination across a cell is uniform. This
out all chambers operating, it was decided to study 2ol-  is a good assumption when averaging over all the cells in a
lection without lead sheefthe N4 subsgtand with the sjngle plane. After correcting for effects like nonuniformities
nonconversion trigger described above. The success of thlﬁ the response across a drift CBB], the time distribution
test led us to abandon the conversion trigger in favor Of(Fig. 7) can be inverted and a signal arrivingnanoseconds

collecting 27° and 7" m~ events simultaneously in subset after the earliest time corresponds to a distaticgiven by
NC. This was the first time in any experiment that all four of

the K— 7rr decay modes were collected simultaneously. n N
Our first published resuli21] was based on 80% of the d.=0.006 35¢ ( E t 2 t) (30)
data in the NC sample, which we call the NCa subset. The : /=)

i=1
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T s E TABLE V. Rotation of the horizontay view sense wires away
H 124 E ¢ Chamber 1 from the perpendiculax view wires in each drift chamber. For a
\E E o Chamber 4 positive rotation, the horizontal wires are high on the-x side of
§ ?E i the chamber and low on thex side.
s e i
¥ i i ++ | +++J€ 4 7 b ; Chamber Rotation rad

108 F

0 ¥ # 3 108

3 4 -150
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The important alignment constants were the transverse
FIG. 10. Average resolution in the smallésplid circle and  Offsets for ea_lch chamber and the rotation of the chamber

largest(open squar@gdrift chamber as a function of run number. about thez axis. The complete set of constants were updated

for every day of running in ther™ 7~ data set; the trans-

wheret, is the total number of events arriving in the bin Verse offsets were adjusted two to three times a day.
corresponding t nanoseconds after the earliest time, and, 1 he relative angles between thandy planes were taken
N is the total number of bins. This was done separately fo;rom a survey of the wires during chamber construction. The

each of the 16 wire planes once every several days of rurfiéviations from a 90° angle are listed in Table V. These
ning to prevent drifts in the calibration from seriously de- values were verified for consistency with the data, but were

grading the resolution. A plot of the resolution as a functiondifficult to extract. The accuracy on the survey measure-

of time for the smallestNo. 1) and largestNo. 4) chambers Ments varied from 3(urad in the smallest chambéNo. 1)
in thex view is shown in Fig. 10. When operating conditions 0 20 #rad in the largest chambeNo. 4).

were optimal, several planes had better thanui@iGresolu- For the rest of the discussion, we assume these corrections
tion. have been made, and hence that xhendy measurements

from a given chamber are in an orthogonal coordinate sys-
tem.
a. Internal alignment 1: Muon sample$he first step in
The alignment of the drift chamber system was performedilignment was to orient the second and third chambers in a
in two steps. The first was internal, where the positions of th&ystem defined by the two outer chambers. The procedure
chambers were determined relative to each other. The secomded muons collected with the analysis magnet off. The
was an external alignment, where the positions were meaample of muons illuminated each chamber fully. Roughly
sured relative to the lead glass calorimeter and the produd0 000 muon triggers, accumulated in a few spills, provided
tion target, both taken as fixed reference points. The goain adequate sample for alignment.
was to locate the chambers with a transverse accuracy of Events with out-of-time tracks or accidental coincidences
10um. were removed. In addition, only high-quality tracks were ac-
The internal alignment involved two proceduré€b).to fix ~ cepted: All eight planes in each view had to have hits, and
positions of the inner chambers in a coordinate system deevery sum of distanc@vhich uses only drift times and hence
fined by the two outer chambers af@) to remove any re- is independenof the chamber offsethad to be within 450
sidual rotation(about thez axis) between the outer cham- um of the nominal cell size. This minimized biases fr@in
bers. The external alignment involved the measurement ofays in the offsets.
and correction for, the apparent “motion” of the production A line segment in each view was defined by fitting to the
target and the calorimeter. x and y track positions measured in the first and fourth

2. Chamber alignment

x 10 « 10—3
0% ¢ @] 15 E ®)
02 £ : =
0.15 i_ -0.175 ; »]
01 = 3 02 = FIG. 11. Residual between the measured and
2 005 = -0225 = predicted position of a muon track in the down-
= = = streamy plane of chamber 2(a) The residual
g 0 g 025 & versus thex track projection(b) The variation of
g 005 80275 f the meany residual with thex position, and the
0.1 & best fit line.
-0.3 offset=221.9+1.5
015 angle=81.1+3.7
02 Bl 0B x'=0.84
-0.25 Eoar b s -0.35 NN EEENE SEETE R
08 -04 0 0.4 0.8 0.8 -04 0 0.4 0.8

x track projection (m) x track projection (m)
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The trajectories of the tracks coming from the vertex were
measured in the two chambers upstream of the magnet. Let
us consider the effect due to a rotation between these cham-

bers. Letta=(6y 0, ,1) andt,=(0by 6y 1) be the direc-
tion tangents for the two charged particesandb, respec-
tively. Also letX, =(XaYa,Z) andxy, =(Xy,YpZ;) be the
positions of the two particles in chambie(i=1,2), and let
L ri=>2bi—>2ai be the separation vector of the two particles in
10 20 the plane of chamber. For the true trajectories, the triple

Deviation (microns) Deviation (microns) p I’Od u Ct

28

Events / Micron
Events / Micron

20

16

12

T T T T[T T[T T[T T T[T [TTT[7T

<

-

FIG. 12. Deviation of the effective separation between two d
planes within a chamber. Left: chamber 1, the three different histo- S
grams correspond to groups of alignment data between major cham- R R
ber repair work. Right: chamber 4, little work was done on thisbecause’; lies in the plane defined by, andt,.
chamber during the run. If chamber 2 is rotated by an angderelative to chamber

. .1 and this rotation is not corrected, then measured direction
chambers. For each plane in chambers 2 and 3, the reS|dul%Ingents become

between the fit and the measured hit is plotted versus the
track projection in the orthogonal view. Such a plot is shown m ,
( 9xa) ( (Xq, =X l)/221)

=f)a>< {b' F]_:O,

in Fig. 11(a). A linear fit to the mean residual versus posi-

tion, as in Fig. 11b), yields the offset and rotation for each om (y. =y, )z
plane. Ya a T o2
In systematic studies, the reproducibility of these mea- é .
surements was about mom for the offsets and 1(krad for 0, 23in2§ sing X, 12
the rotations. | "+ 2
For each pair of planes in one view of a chamber, the by . L, yaZ/ZZl
. . . , ; a —sing 2sirf—
effective separatiorirelative to the nominal separation of 2
6.35 mm) can be obtained from the distribution of the differ-
ence of the offsets measured in each plane. The measured bx,, o0y
separation can have contributions both from a true separation = 0 + 56 (31)
and from a chamber rotation about the€or y) axis. Thex Yo Yo

view distributions from the alignment data are shown in Fig.
12. The different histograms for chamber 1 correspond tdor each of the tracksr={a,b}. Here z,;=2z,~z, is the
time periods between work on that chamber, where changegparation between the two drift chambers. The track
in the y chamber rotation shifted the effective offset. Totangent vectors are distorted byl=t,+At,, with
refine the alignment, the two offsets for one view of a cham-x{ = (s¢,,,56,,,0). This in turn changes the triple product
ber were averaged, keeping the separation between the VR to
planes at the average separation in a time period between
work on that chamber.

The difference in the rotations between a plane pair can

yar

also be measured this way. There are no contributions to the > > > U 2
) : . . =(t XAt ,+At Xty)-r
measured difference aside from a true physical rotation of (taX Aty + AlaXtp)-Ty
one plane relative to the other. The measured differences Py (F,XF1), .
were within 8 urad for all plane pairs, well within our de- = sing + 22—21 SIHZE, (32

sired tolerance.
b. Intemal allgnme_nt 2: Removing screw rot_anWhlle . where we have used the fact that the true triple product van-
the above method aligns the inner chambers in a coordlnaﬁ hes and that
system defined by the outer ones, possible misalignments O
the outer two chambers must be considered. If there is a . .
rotation ¢ around thez axis between the outer chambers, (AtgXAtp)Lry.
then the coordinate system they define leaves a “screw rota-
tion,” where theith chamber is rotated out of true alignment ~ The chambers were surveyed into position to limit the
by an angleg; = ¢(z,—z,)/(z,— z4), with z; the location of Size of ¢ to a few hundredurad, and so in our sample
the ith chamber. This rotation cannot be removed withde'~|f1||Fs|@/z,1. We measured the variation off' with
single-track events. This effect also prevents the absolutd1||f,| in the charged mode using sampleskaf; decays
measurement of the angle between xhandy planes men- obtained near the time of each muon alignment. Figure 13
tioned above. shows a plot of this dependence for one of the alignments.
Decays with two charged particles defining a plane in theSincez,; is known to better than 0.02% can be extracted
final state provide the sample for determining the screw rofrom the slopeg/z;, with accuracies in the range of 5 to 10
tations. prad. Figure 14 is a plot op as a function of time through-
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positions integrated over the entire calorimeter gave a very
good measurement of the average offset between the cham-
slope=21.34£0.62 pm/m” = - ber system and the calorimeter. The resolution on the cluster
91,=140.454.1 yrad position measurement was 2.5 mm, and there was ample
+ statistics to obtain the mean positions to better thamud0
To obtain the rotation of the chamber system relative to
the lead glass, the (y) difference was studied as a function
of the row (column of the central block. There is a bias in
the reconstructed cluster position as a function of the angle
of the incoming particle of order 7@m/mrad; averaging the
x (y) track-cluster difference over a rogeolumn reduces
this bias. From uncertainties in the true positions of the
T Ty e v blocks, there were nonstatistical fluctuations in the measured
1, () difference from row to row and column to column of the
order of 5Qum. The average trend in theandy views both
FIG. 13. Variation of the mean ofly’ with |F,[|F,| for one  imply a rotation of order 30Qurad, with an estimated sys-
subset of .3 decays. The slope of the fit line is the rotation angle tematic uncertainty of 5@rad. The variation in the rotation
scaled by the separation between the first and second chambers.from alignment to alignment was determined quite accu-
rately.
out thew* 7~ running. The variation is quite smooth, with A large sample ofA —ps decays in the vacuum beam
occasional breaks or isolated points associated with repawas used to align the chamber system with the target. At our
work on the chambers. energy, theA’s could be identified cleanly by requiring
A much smallerm* 7~ 7° sample obtained during 72’ Pp/P->3 andE,>130 GeV. Track quality cuts similar to
running was used to measuek for the remaining align- those in the muon samples as well as cuts to elimit@ate
ments. These measurements are also shown in Fig. 14. Thiecays were made.
chambers are not used extensively in the neutral mode, and The average target position measured withAhefor one
so the poorer accuracy of the” 7~ 7° measurements does alignment is shown in Fig. 15. The single-event resolution
not pose a problem. was about 3 mm, and there were about 75 @0@vents in
Once the absolute rotatioph between chambers 1 and 2 each alignment. The apparent horizontal and vertical motions
was known, the screw rotation was then removed from thef the target are shown in Fig. 16. The structure is real,
entire chamber system. In principle, the measurement of theorresponding to a shifting of the chamhehsl mm shift in
angle between thg andy views of a chamber could have the target position corresponds to only a 12® motion of
been refined by studying the variation ih as the decay the upstream chamber. During neutral mode running, the tar-
plane varied from horizontal through vertical, but the valuesget positions were measured wity — 7" 7~ #° decays;
from the survey were sufficiently accurate for our purposesthese are also plotted in Fig. 16. There was sufficient statis-
c. External alignmentBoth the lead glass calorimeter and tics in the A sample to track the motion of the chamber
the target provided fixed points kandy, giving a line of  system on a much finer time scale than the time between
sight for aligning the chamber centers. The lead glass alsmuon runs.
provided a reference for the chamber rotation angle about the We thus corrected the chamber system alignment once
line of sight. every run, roughly every 8 hours of data taking. These ad-
The electrons from th&,; decays gave the position of justments made a small but noticeable improvement in the
the chamber system relative to the lead glass from the conmeasurement of the transverse momentum of coherent kaons
parison of the track projection with the cluster position in thein K— 7" 7~ decays.
calorimeter. The average difference of the track and cluster This completes the discussion of chamber alignment. Be-

$*=0.68

d.™ (microns)
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FIG. 14. Rotation of chamber 2 about thke
axis relative to chamber 1. The solid circles are
measurements obtained wikh; decays accumu-
lated in charged mode running. The open dia-
monds are measurements made withi 7~ 7
decays collected during neutral running. The gaps
correspond to periods when mor data were col-
lected due to accelerator shutdowns, etc.

Chamber 2 rotation [prad]
s

3
<
O-U_AthIIl\llI|||II]llll‘lIlillllllllllllllllllll

LA : :
EESHENERE NN ik
20 40 60 80 100 120

Day into Run

S T



6642 L. K. GIBBO
16000 14000 -
Eo(a) )
14000 F
E 12000 —
12000 F
] £ 2 10000 —
g F e o
.8 10000 — S E
g c § 8000
R 8000 R E
2 F 2 60001
S 6000 s F
2 o i =
40001 moo;
2000:_ 2000}
el TR o s o FETE
002 001 0 001 002 002 001 0 001 002

A Projection

A Projection

FIG. 15. Projected location of reconstructéddecays from the
pm decay mode back to the plane of the targatx projection.(b)
y projection.

NS et al. 55
102
Ak 2 M Emagy g
- . pod o . an o u
g 98 .
& - * .
=
g 96 |- o LA
& +
@ I e Chamber 1Yu '
94 — © Chamber 2Xd A
= Chamber 3Yd + ;
92 — & Chamber 4Xu
1 i L 1 I L 1 1 1 | 1 Lt 1 | 1 1 I 1 I 1 1 i 1 I 1 1
200 400 600 800 1000 1200
Run Number

FIG. 17. Chamber efficiencies during several of ther~ runs.
One of the four planes from each chamber has been plotted. These
efficiencies were measured using pions. The layers shown for
chambers 1 and 2 were tmostinefficient layers(see text The
other layers in those chambers had efficiencies closer to those

cause of the numerous large data samples that we collectsdown for chambers 3 and 4.

using a simple, unbiased, two-track trigger, we have been

able to successfully track the chamber motion versus time agt€ hits originate in the dead region between xhand the
the 2Qum level, where most of the uncertainty comes fromY high-voltage planes. As the outgassing subsided, particu-

the motion of the chambers between alignments. This wal@y in the smallest first chamber, there were fewer impuri-
beneficial for determining the positions of the critical limit- U€S {0 trap these slowly drifting electrons. Shifting the TDC

ing apertures.

3. Chamber efficiencies

distribution to view the tail of the distribution for this plane
shows a marked difference from an efficient pldeee Fig.
18). There were almost no late times in the efficient plane,
while in the inefficient plane there is a broad distribution of

Many planes had efficiencies of 99% or greater throughiate-arrival times which reset the TDC, making the wire in-
out the run. Spot checks of the average efficiency for severadfficient in normal operation. The area under this late arrival
planes during charged mode running are shown in Fig. 17.peak relative to the area under the signal region is very close

The innery plane of chamber 1 was problematic. As seento the observed chamber inefficiency.
in the figure, its efficiency degraded as the run progressed. This problem was alleviated somewhat by bringing inhibit
We believe the mechanism for this was the following. Thissignals to the TDC's as fast as possible. The change in the
plane became increasingly sensitive to late-arriving drift hitsinhibit timing resulted in the abrupt increase in efficiency in
as the rate of outgassing within the chamber decreased. Thieis plane. Because of the distant location of the TDC'’s from
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y planes had efficiencies better than 99.5%.

The effect of this inefficiency on Re(/¢) turns out to be
negligible. On the one hand, the tracking efficiency was not
seriously affected since the only seriously degraded plane
was ay plane in which the tracks do not bend. Since the
track finding requires that only at least five out of the eight
planes and all of the other planes be very efficient, the
change in the probability that we lose a track is smafl the
order 10 %). On the other hand, since we collect the decays
from the vacuum and regenerator beams simultaneously and
the problem occurred roughly uniformly across the chamber,
the inefficiency affects th&g and K, samples almost iden-
tically.

4, Momentum scale

The last component of the chamber calibration and align-
ment was the tuning of the momentum scale. While a survey
of the magnetic field was able to map the shape and obtain
the scale at the 0.2% level, the overall scale of the field
would change slightly when the magnet polarity was re-
versed. During the last two charged data $€&4 and NG,

FIG. 18. Raw chamber TDC times measured using a delayethe polarity was reversed about twice per day to allow a

common stop(a) Innery plane of chamber 1. The solid histogram possible measurement of the charge asymmetr dn de-
was collected using no inhibit. The dashed histogram was collectedays.

with the standard inhibit time relative to the common stop for that

The ="~ mass is given, to a very good approximation,

chamber. The arrow indicates the position of the maximum driftp
time used for tracking(b) Outery plane of chamber 4. The small

arrow indicates the standard inhibit timing for this plane, and the
large arrow indicates the maximum drift time used for tracking.

Note the shift of this inhibit time relative to the inhibit timing ().

2m’, pi+p3
P1P2 PiP2

2

m2, _—2m2= plpz( 6%+

) . (33

the trigger electronics, it was not possible to inhibit all of thelf the scale of the magnetic field shifted by a facgrthen
late arrivals, and we were therefore left with a residual inef-each of the momenta would also be shiftedgyFor small

ficiency in this plane. The tendencies are also visible in thes,

inner planes of chamber 2, such as ¥plane plotted in Fig.
17, but have disappeared in the two chambers farthest dowsstructed=* 7=~ mass, we were able to improve the average
stream where accidental activity was lower and the inhibitaccuracy of the momentum measurements, and map the
timing more favorable.
The other planes in chamber 1 were not seriously affectedhown in Fig. 19. A clear shift of 0.1% was seen between the
by these late hits. The innerplane had efficiencies similar field strengths for the two polarities. A small correction to
to thex plane shown for chamber 2, while the outeand
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Magnetic Field Adjustment (%)
<

& 100 MeV p, kick
® 200 MeV p, kick . :
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the dominant effect on the mass is to have
Am_+ .- Img=constX 8. Hence, by monitoring the recon-

shifts in the magnetic field strength as a function of time, as

the assumed ratio between high-field strengths and low-field

FIG. 19. Magnetic field correction factors as a
function of days into run. The corrections are
grouped into three magnet configurations: “nor-
mal” polarity with a 200 MeVE p, kick (solid
circles, normal polarity with a 100 Me\W p;
kick (hollow triangles, and reversed polarity
with a 200 MeVE p; kick.

200

180
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FIG. 20. Mean value of the ratio of cluster energy to track
momentum E/p) versus momentum for electrons and positrons in
one of theee™ calibration sets.

FIG. 21. Mean value of the ratio of cluster energy to track
momentum E/p) versus momentum for electrons and positrons
from K3 decays using the gains from tleée™ calibration set of

Fig. 20.
strengths was also necessary. Another step about 150 day

into the run occurred after work was done on the poweryq its impact on the calibration procedure is given here.
supplies for the magnet.

1. Model of lead glass response and calibration procedure

B. Lead glass calibration Absorption of Grenkov radiation as it propagates through

The lead glass was calibrated by comparing the momerthe lead glass leads to an intrinsic nonlinear response of the
tum of an electron measured in the charged spectrometer talorimeter. This essentially breaks the shower reconstruc-
the energy of its shower in the calorimeter. The goal of theion algorithm into two pieces(1) to determine the number
calibration was to understand the mean response of the calgf Cerenkov photons present at the back of a block given the
rimeter at the 0.1% level. The calibration ultimately yielded ghserved numbem; of ADC counts in that block an€?) to
a measurement of the nonlinearity and the gain for each ofietermine the energy of the original showering particle given

the 804 blocks. _ ~ the measured number of photons present in the X luster
~ There were two types of electrons used for this calibrauf plocks for that shower. The first step requires the measure-
tion. The first was obtained from special runs whefe ment of an effective “gain” for each block. This “gain” is

pairs were created by converting photons in the beam with ghe result of several effects, including the quantum efficiency
copper foil. Calibration magnets upstream of the chambepf the photocathode, the fraction of area of the block covered
system[see Fig. 20)] separated the e~ pairs vertically  py the tube, the actual phototube gain, and the conversion
and horizontally so that each particle could be separatelgonstant for that ADC channel. The second step relies on
tracked in the chamber system. By adjusting the magnet seknowledge of the absorption parameter, denatedlescrib-

tings, the electrons could be swept to illuminate the entirqng the block’s absorption per radiation length and of the

Iea?hglassl_z;rratty. ing th ial calibrati variation of the response functid®(E, «) in the Cerenkov
€ calibration program using these special catiora Ior]ight present at the back of the block for an incoming particle

o ) € energyE. Here we outline the procedure used to predict

response withint 0.2% over a 5(.) C_;ev rang(esee F|_g. 20 the response functio€(E,«) and then describe the' e~

The drawback was a lack of statistics, particularly in the few__;. :
. . calibration procedure.

outermost rings of blocks in the array. The outer blocks also i ,

suffered because of an insufficient momentum spread needed C€renkov light is produced at an angle es1/8n,

for the calibration to determine the block nonlinearities. ~ Wheren is the index of refraction. In the lead glass, with

To probe the calorimeter response further, we turned to aR = 1-6, the production angle is 51°, and so most of the light
electron sample with much higher statistics. Using the caliProduced has to be reflected at least once before reaching the

bration electron gains, it was very simple to isolate the secP@ck. Because neighboring blocks are optically isolated, light
ond sample of electrons: those frdfn; decays in the data. NOt reflected is lost. For particles wii~1, 6c is equal to
Almost 40% of charged triggers wel,s's, leading to a the critical angle for total internal reflection, and so the light

e ’ . . . .
total sample of 128 10° electrons potentially available for fro.m shower part|.cles traveling paral.lel to t.he. longitudinal
calibration. For the same calibration shown in Fig. 20, the?Xis of the block is completely contained within the block.
electron response versus energy reveals a strutteeeFig. | O Shower particles produced off axis, a small amount of
21) only hinted at by the calibration electron sample. light is lost, but we neglect this in our model.

Aside from different cuts to clean up the electron samples, ASSUming a uniform absorption parametef within a
the procedure to extract the two calibration constants foplock, the number of €enkov photons present at the back
each block was essentially identical in both the calibratiorof the block for an electron of incident energyis
andK 3 electron samples. The calibration procedure and the L
calibration eIecFron sample are described in detail in Ref. N(E,a)=§Ef ?(E,/)e—a’(L—/)/cowcd/’ (34)
[36]. A brief review of the model of the lead glass response 0
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wherelL is the length of the block, ang is the number of ~€rgy predictionE, that we used to obtain the proper correc-

photons produced per GeV. The functibtE, /) is the frac- tion C(Ey,a). The calibration procedures also made use of

tional amount of light produced at a dep#i radiation this approximatg behavior. .
lengths into the block, normalized such that a. Photon calibration The ultimate goal of the lead glass

w , . . calibration procedure is to reconstruct the energies of pho-
o f(E,/)d/=1. Its shape as a function ef is similar to P 9 P

. o 4 tons from 270 decays. Unfortunately, electrons begin to emit
that of al'-function distribution42]. A block’s absorption is & K diati y thy ter th gl hil
always scaled by the same factor L/ggsand so throughout ~Sr€NKOV radiation as soon as they enter the giass, while

the analysis we use an effective absorption parameté?_hmons do not emit radiation until after an initial conver-

a=a'lcoH.. sion. If the photon converts at, radiation lengths into the

Large numbers of electron showers were generated usir@OCk’ then the phpton behaves effectively as the sum of an
the EGs [43] simulation program to study the longitudinal ectron shower with enerdy,- = xE and a positron shower

L = , . . with energyE.+=(1—«)E, but in a “foreshortened” block
shower distributionsf (E,/) and to provide a correction of IengthL—;'o.

table to map observed signals to true energies. The 18 ener- ,, l L . .
: . the definit E, Eq.
gies at which showers were generated ranged from 0.25 Ge&4) ti %ae%gﬁgirr? {Ei c:nvsrlsri]yr?rc]jg(mh ?ga?'i\éen n=a

to 90.51 GeV and were evenly spaced i.lWwWe found[36]
that the position .« Of the longitudinal shower distribution L
maximum varied with the energy of the incoming particle N(E,a,/o)='§EJ
according to 0

T (B e eoseg
(38)
7 max=1.022IME) +3.15, (35 After definingC(E,a,/,) analogously tacC(E, «), the aver-

age electron photon correctidR(E,«) can then be calcu-
with E measured in GeV and’,, in units of radiation |ated as

lengths(3.21 cn of the lead glass.

To obtain the response functioc@(E,«), N(E,«) was L[t )
normalized to the total number of photorgH) produced in R(E.&)= fo d/ofo dkP(7o,k)
a shower and averaged over the ensembleasd showers

generated at the enerdy. The response function was then X[kC(kE,a,/ )+ (1= x)C((1—Kk)E,a,/o)].
defined as (39)
N(E,a) The probability functionP(/,«) is given by the Bethe-
C(E,a)= e ci(a), (36)  Heitler spectrum:
1 -1
where( ) denotes the average over the ensemble of showerd(/o,«x)=| 1+ Eg)
at energyE. The functionc,(a)=exd—(L—5.157)] is
very close to the response of a lead glass block with absorp- 2 1
tion parameterr to a 1 GeV electron. This response is also xe 70 i+ (1- )2+ 3” g_g) k(1=«k)|,
folded into our definition of the “gain”; that is, the gain
becomes the correction needed to map the ADC counts di- (40

rectly to the true energy foa 1 GeV shower. The function ) _ _
C(E,a) then corrects for the different response at other enwhere { is the zeta function. For an absorption parameter
ergies. Most values of were in the range of 3%—4% cor- @ Of 4%, the electron-photon differené® has values from

responding to corrections in the 1%—2% range for a typicaP% to 3% over the energy range of the photons we consider.
shower. Understanding this difference between the electron and pho-
The response functio(E,«) was fit reasonably well by ton response is very important for the success of the experi-

a power law behavioE=(=n;/g;)?, with the powerg  ment. We evaluate our understanding of the photon response
given by in later sections.

b. e"e” electron calibration The procedure used to ob-
_ tain the first set of calibration constantg; («;) for each
£=1.0053-0.9106x. S block with thee*e™ calibration samples utilized the near-

. . power-law behavior of the lead glass response. The proce-
Deviations of the power law from the proper correction yre was an iterative one, where one first corrected the
C(E, @) were under 1%36]. While the deviations were t00 «measured energy”

large to allow simply using a straight power-law behavior for

the cluster energy reconstruction, the near power-law behav-

ior was still convenient to resolve the conundrum that the En= E n; /g; (41
final nonlinearity correction depended on the endggyf the 3x3

original particle, whileE is what we need to extract. The ) L,
response functiol©(E, «) tends to vary as I and so the (also correcting for thresholds, et86]) to a quantityE,,

!

approximate power-law prediction sufficed to provide an enthat should behave like a true power lak, = Emﬁ.
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The momentunp of the electron was measured in the ¢
charged spectrometer, and from E¢34) and (36) we see 10
that we should havg,,/p=C(p,«;), whereq; is the current
best guess for the absorption of the central block of the clus- 13
ter. Usinga; and Eq.(37) to give the best power-law ap-
proximation, a correction factor given by

—— E/p Cut Only
--- All Cuts

Ty T

T |||||I‘

Events / 800 (MeV/c)?
=3
-

. (C<p,ai>>—1’5 @) :
pF 10% i "
was applied tcE, to give E;,=dE,,. i - ' ;.
A least squares fit to [, versus Ip was then done on an 10? = J, l
event by event basis, one fit for each block. Each event was o Lo Lo lenn b Lo b Ll
weighted with the expected smearing both from the momen- ooz oot 0 oo 002 003 004 005
tum measurement and the cluster energy measureiaeat @) (GeVieT)

Egs. (29 and (27)]. The slope of the fit gave a corrected
power law B’ from which a new absorption for the central o
block, &/ , was inferred using Eq37). The intercept of the tion events after a loose/p cut only (solid histogram and after all

plot was taken as the correction to the gain of the Centrati)Ut the kinematic cutdashed histogramThe arrows indicate the
block analysis cut locations.

FIG. 22. K3 kinematic variablepju2 for K¢z candidate calibra-

kaon rest frame. The" 7~ 7% was effectively eliminated by
removing events that simultaneously satisfied,, <373
For the final adjustment of the lead glass calibration weyeV and K, _o>—0.04.
turned to theKez sample in the vacuum beam. Th&; Cuts were also applied to the electron cluster shape. These
sample was initially identified by requiring that the ratio of jncluded cuts on the size of the shower originally designed to
cluster energy to track momentum satisfletp>0.85. This  eliminate two merged showers, and on the relative track and
left a sample of 128 10° events in 5 different data subsets. cluster positions. These reduced contamination of brems-
However, hadronic showers by pions or protons satisfied thistrahlung and were also effective at eliminating showering
requirement several percent of the time, leading to a conpjions. Thos&K 3 decays where one track is cleanly identified
tamination of several percent. Here we describe the isolatiogs an electron were used to show that only about 10%—15%
of the electron sample, the study of a structure in the glasgf showering pions survived the shape cuts.
response seen at 16 GeV, and the final calibration. No cuts were specifically applied to reduce backgrounds
a. Keg isolation The largest backgrounds in th€e;  from =+ 7~ or K ,5 decays. AK ,3 decay has to be doubly
sample came fromh —p andK, — 7" 7~ 7° decays. The misidentified to make it into the final sample: The pion has to
A decays were quite easy to eliminate. For the energies th@hower and be identified as an electron, and the muon has to
we are interested, the proton-to-pion momentum ratio satisail firing the Mu2 veto. Pions were required to have a mo-
fied p,/p,>3. The A’s also had to be very energetic in mentum greater than 4 Ged//and the probability of this
order to live long enough to decay in our decay volume. Wedouble misidentification was of order 1t For thew " 7~
are more concerned with rejecting background than presensample there is a several percent chance for one of the two
ing signal for this sample, and so we reject any event withpjons to shower and be identified as an electron. When com-
EA>100 GeV and with gp7 mass within 15 MeV of the bined with the difference in branching ratios, the background
nominal A mass, minimizing contamination from non- is again expected to be only of order 10n the K .3 sample.
Gaussian tails on thp7r mass distribution. After the electron shape cuts, both these modes had residual
There were several cuts applied to remaver™ 7% de-  contributions at the several 18 level.
cays from the sample. The most powerful was to look at the The sample was also required to satify, kinematics,
kinematics of the two tracks, assuming they were associateglith m_,<myo and p*2>—0.005(GeVic) 2, where
with charged pions. We could then examine the kinematics I
of these two tracks assuming that th& was mlss_mg{1,44]. _ s [(M2—M2)2—4M2(P2),]
The majority of theK.z; decays have an unphysical negative = M2 ,
value fork, _o, where K

2. Kq3 electron calibration

(44)

2 M2 A2 ANA2 A2 AN2 (D2 which is the square of the longitudinal neutrino momentum
K :[(MK M70—M¢)"—AMZoM — AMi (P7)c] in the kaon center of mass. Some resolution smearing is al-
-0 AMZ[(P)+M2] lowed in the latter quantity, which is plotted in Fig. 22 before
w2 and after all of the background and misreconstruction rejec-
Po tion cuts(except the cut op*?).
= ” (43

14
(p9)ct+ M2’ Finally, to avoid biases ‘i‘n the momentum and energy
measurements, cuts were applied to ensure that the electron
Here M. is the invariant mass of the two charged tracks,track was cleanly reconstructed, and additional cuts were ap-
(P%)C is their transverse momentum with respect to the parplied on the track projections to keep the electron and pion
ent kaon, ancp’gH2 is the longitudinal7® momentum in the well separated.
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FIG. 25. (a) E/p versus ADC counts for an individual block.

The effect of the high-range gain mismatch relative to the low-
range gain, coupled with the nonlinearity fit, clearly stands out. The
high-range gain was mismatched by 0.6% of itséhj. The frac-
tional high-range gain corrections for each corrected block.

Energy / Momentum

FIG. 23. E/p distribution for electrons ik .z decays with only
the initial E/p>0.85 selection criterion an¢solid histogram and
with all other cuts(dashed histogram

The final distribution ofE/p before and after all cuts for ideal case, with the correct high- to low-range ratio, proper
the K¢z sample from the NC set is shown in Fig. 23. The absorptions, etc., the distribution &fp versusp would be
studies of the lead glass that follow relied most heavily onflat. If the absorption was known properly, but there was a
this set of electrons. From the reduction in the size of the taiain mismatch between high and low ranges, a step would be
on the high side of the distribution, we can see that the backintroduced inE/p versusp, as in parta) of the figure. If one
ground from overlaps has been greatly reduced. The remainried to find the best nonlinearity, it would partially compen-
ing tail on the low side of th&/p distribution is mostly due sate for the step, fitting a curve similar to the line in Fig.
to electrons that travel some distance down a small gap at th@4(a). When we use this new nonlinearity, a measurement of
corner of the blockgcaused § a 2 mmbevel along each E/p versusp would give the residual between the measured
long edge of each blogkbefore showering, and it could be E/p and the fit curve in Fig. 24), yielding the tilted distri-
reduced by rejecting tracks that project near the corners. butions in Fig. 24b).

b. The 16 GeV structureSince 16 GeV is near the low- This is essentially the structure we see in Fig. 21, except
range to high-range crossover point for the ADC modulesthat the structure is blurred by differences in the crossover
there was always the suspicion that a relative high-range teegion and step mismatch from block to block. Using the
low-range gain mismatch was responsible for the behavior ilean electron sample identified above, we have studied the
E/p versusp in this region(see Fig. 21 The relative high-  variation ofE/p versus ADC counts for all blocks with elec-
to low-range gain for each ADC channel was measured withrons extending into the ADC high range. An example is
a bench test and with the flasher, but it was difficult to getshown in Fig. 28a), with a linear fit toE/p in both the high
measurements more accurate than several tenths of a percefatnge and the low range. It is straightforward to show that

The illustration in Fig. 24 helps clarify the effect. In the the necessary fractional correction to the high-range gain is
simply the difference ifE/p measured at the crossover point
in the high- and low-range. We obtained this correction by
extrapolating the high- and low-range fits to the crossover
point in that block. After several iterations, the process con-
verged. The distribution of corrections is shown in Fig.
25(b). The corrections were reproducible within 0.1% in
more than one data sample I§f; decays.

c. Kg calibration. After the above improved measurement
of the relative high-range to low-range gain, and improved
measurements of the rate dependence of pedestal shifts

1.01 1.01

T

Ep
‘ T T T T _l_ T T T T ‘ T T
-
Residual E/p
T /

-
-
-

—.—

T

0.99 0.99 CL:
i L within the ADC modules, each sample Kfs electrons was
ST S B NI ARSI IR A used to recalibrate. Since the calibration constants from the
o X o o 30 ete” samples were already quite good, we did not try to
Momentum (GeV/c) Momentum (GeV/c)

make an absolute measurement of the block absorptions as
FIG. 24. Distortion introduced int&/p by a 0.5% gain mis- described above. Instead, we assumed any residual between
match between the high and low ADC ranges. L&itp versusp ~ the electron momentunp and the energy prediction
with a gain mismatch and the best fit nonlinearity which tries toE=E/C(p,a) would be very close to a residual power law
compensate. The errors are representative of those available for & E*#. The new absorptions were then given by
individual block. Right: the difference between the distorteigp
and the best fit nonlinearity. The linear fits in the high- and low-
range regions yield a 0.51%60.07% measurement of the mis- Co = _
match. "eW 0.9106

(45

10053 (1.0053
P\ 5.9106 o)
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FIG. 26. Mean value of the ratio of cluster energy to track
momentum E/p) versus momentum for electrons and positrons
from K3 decays using th& .3 calibration gains. The dashed box
shows the momentum range used for the calibration.

FIG. 27. Track segmeng? (per degree of freedonfor the pion
tracks from# " 7~ decays. The histogram depicts the regenerator
beam distributior(left scalg, and the dots depict the vacuum beam
distribution(right scale. The arrow indicates the position of the cut.

All but the track quality cuts have been applied.

A possible bias still existed from electron bremsstrahlung
upstream of the analysis magnet and from radialfiyg de- K5 constants were extrapolated to the neutral sets using the
cays. In both of these cases, when the electron momentum fasher data. The constants from the two sets agreed very
above 40 GeV, the analysis magnet did not bend the electropell on the boundary of the 2010 subsection.
far enough away from the photon trajectory, resulting in a This concludes the discussion of the calibration of the
merging of the photon and electron clusters in the calorimcomponents of the detector needed to reconstiuet de-
eter. Thus the cluster energy would appear higher than theays. We now turn to the discussions of reconstruction and
measured track momentum. While the electron cluster shaggackground subtraction in the* 7~ and 27° decays.
cuts should largely eliminate such events, we decided to

limit the maximum electron momentum for the NC set cali- V. 7wt 7= ANALYSIS
bration to 30 GeV. The minimum momentum accepted was 2
GeV. In this section we describe the analysis and background

After calibration, the resulting distribution of the mean of subtraction forz "z~ decays. For both ther*#~ and
E/p vs p in the NC set over a 100 GeV range is shown in27° decay modes, the reconstruction and analysis cuts were
Fig. 26. The average electron response appears to be undéfind both to the beam in which the decay occurred and to
stood within 0.1% well beyond the 30 GeV maximum elec-the position of the regenerat@n the top or bottom beam
tron energy used in the calibration. This ensured that regenerator and vacuum beam events were
In charged mode sets earlier than the NC set, the readotiieated identically and avoided a major class of biases. Only
threshold on the lead glass was 20 counts rather than &fter all analysis was complete were the events divided into
counts. This made reliable calibration with the lowest-energyihe regenerator beam and vacuum beam subsets for back-
electrons more difficult. From studies on the NC set with aground subtractions, for comparisons to the simulations, and
20-count threshold simulated in software, the calibration refor fitting. No cuts were applied on decays from one beam
sults could be reproduced quite reliably in the inner portionghat were not applied to decays from the other.
of the array by changing the allowed electron momentum
range to be 10-60 GeV. In addition, the higher threshold A. Charge mode reconstruction
degrades the energy resolution, and so an extra resolution
term was added to compensate for this when weighting the
events. For the outer three rings, where radiation damage The basic requirement for @™ 7~ candidate was the
was expected to be minimal, the absorptions obtained in theeconstruction of two in-time tracké&ee Sec. IlIB3 To
NC set were simply scaled as a group. The measured scafinimize misreconstruction, we applied several track quality
factors were almost flat in time, increasing only slightly ascuts. The most basic one was on the track segnyértal-
the run progressed. culated for a linear fit to the locations of the individual hits
For neutral mode sets earlier than the NC set, we tried toneasured in the drift chambers. A track “segment” is a
make the best use of all the calibrations available to obtairajectory measured in either upstream or downstream pair of
the most reliable photon reconstruction. For the innemrift chambers. The distribution of the reduced track segment
10X 10 subsection of the array, tled e~ samples had suffi- x? (i.e., x?/nq, whereny is the number of degrees of free-
cient statistics to provide calibration constants. Because thdom) is shown in Fig. 27 after all other cuts for decays from
beam intensity was highest during ther2data taking, this both vacuum and regenerator beams.
inner portion of the array tended to suffer most from radia- The long tail visible in they? distribution is populated
tion damage in these sets. Teée™ calibrations were taken almost entirely by tracks where one hit has a drift time too
during each set, and so they provide the best measure of tlsnall to be consistent with the other hits. This is the behavior
absorptions at those times. For the rest of the array, thexpected from early-arriving rays because of TDC dead

1. Tracking-related cuts
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FIG. 28. Separatiord, of upstream and downstream track-

] 4
segment projections at the magnet bend plane for #ter™ D, 10
samples after all other cuts. The histogram depicts the regeneratory 10 R
. . . . o~ +4 10
beam distributior{left scalg, and the dots depict the vacuum beam = 10}
distribution (right scale. The arrows show the cut for an average § 1 02
track momentum of about 20 Ged// X

time. This observed distribution agrees in absolute Iéicel
20%) and in shape with expectations from a simpleay
production model.

The §-ray production probability is nearly independent of
momentum for our pion momenta, and is also independent of FIG. 29. Distance of closest approadq for the two tracks
the position in the chambers. As a result, the productiormeasured inm* 7~ decays after all other cuts. The histogram de-
probability is identical in the vacuum and regenerator beamsgicts the regenerator beam distributidieft scalg, and the dots
and so the event loss from the cut cancels in the charge depict the vacuum beam distributiéright scalg. (2) Rawd,. (b)
mode single ratio, as shown in Fig. 27. d. scaled by the distance from the decay location to chamber 1. The

We also cut on the distanag, (Fig. 28 between up- arrow marks the location of the average cut.

stream and downstream track-segment projections at thge tact that the higher-momentum pion in a decay suffers
bend plane of the magnet. The resolutiondgnis less from multiple scattering than the lower-momentum pion.

—-
<

) \I/
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302 Using our initial vertex and two upstream _track traject_orie_s
g, [um]=1405 SovicT" (46)  as starting values, the vertex and trajectories were refit with
p.[GeVic] the two pion trajectories weighted according to their

. . ) multiple-scattering probabilities and measurement smearing.
The first term is due to chamber resolution and the second ®his led to a 10% improvement in the transverse position

multiple scattering. We make a very loose cut, a momentumegolution on the vertex, for an average resolutionthe x

dependent cut, corresponding to 6.8 standard deviations Qi y view) of 1.0 mm. Thez resolution varied from 10 cm at

average, though there are non-Gaussian tails present.  the downstream end of the decay volume to 25 cm at the
We require that the two tracks be consistent with originat-upstream endz2=110 m.

ing from a common vertex by calculating their distance of ~ The matching of the track segments tg track segments
closest approacl.. The observed distribution fod. is  was done by projecting to the appropriate cluster in the calo-
shown in Fig. 2€a) for both the regenerator and vacuum rimeter. An ambiguity occurred when the separation of the
beams. The small mismatch between the two beams aris@go tracks inx was small. Because of the left-right symmetry
because the resolution aly varies(almost linearly with the  requirement of the trigger, this happened only when the
distanceAz from the decay location to the first chamber. To pions were near the center of the array. The matching ambi-
eliminate the difference in this distribution introduced by theguity was eliminated by requiring the separation of the
difference in thez distributions, we cut on the scaled quan- projection of the two tracks to the lead glass to be larger than
tity d./Az shown in Fig. 28b). The tail is due mostly to 2 cm when either pion projected within the two central col-
multiple scattering. The applied cut Wa$C/AZ<40'dC, umns of blocks.
where This ambiguity was particularly important in theview
because the& segment carries the momentum information. A

1 similar ambiguity did exist in the matching of tlyesegments
— —5 —3
04,=2.45¢107°+8.5x10 E{ + p72 ' (47) to clusters when a pion landed within the central two rows of

lead glass blocks. A mismatch in this view, however, has
with the two track momenta; andp, measured in Ge\¢/ little effect on the reconstruction because neither Eie
The decay vertex was initially defined as the midpoint ofcalculation nor the kinematics is strongly affecteste the
the shortest line segment joining the two tracks. We themext section, “Kinematics and background reductigntio
improved the measurement of the vertex on average by usingut was applied.
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012 [ . shown in Fig. 30a) for pions and for electrons. THe/p for
C — Pions from n*m'n” decays ;’5 pions from=" 7w~ decays after all other cuts are applied is
o -~ - Electrons from Ke3 decays D shown in Fig. 3Qb). The distributions shown are after the
© oos N = first analysis which loosely categorized the different decays
§ T D and eliminated obvious backgrounds. Thé =~ #° decays
B oo [ oL could be isolated fronK s decays using the kinematics of
2 i P the observed tracks and photons, and soBEfip cut was
< om g o necessary to isolate this sample frétg; decays. This made
B Dol the 7" 7~ #° sample useful for studying* 7 loss due to
s P the E/p cut.
P U IRTAVINS IR RN B Gy The peak at lowE/p corresponds to pions which do not
0 0 “ E/“(%) 80 100 120 shower. The difference between the vacuum and regenerator
) P beams in this “minimum-ionizing” peak is due mainly to
x10 *10 the difference in the momentum spectra. Since the minimum-
3200 — Regeneratorbeam | ' ionizing peak is far from the cut, this difference does not
2800 * Vacuumbeam 1 affect the fraction of events lost. Furthermore, we generally
2100 Bl compare the vacuum and regenerator beam distributions in
. E 1 small kaon momentum bins, and so the difference in the
& 2000 - 6000 ; .
Q c ] overall momentum spectra is not important.
% 1600 |- ] For the final analysis, we require that both pions have
B 100 7 4000 E/p<0.80. The electror/p resolution was about 3%, and
w0 b ] so only the most pathological electrons survive this cut of
B 7 2000 almost seven standard deviations. On the other hand, from
w0 = ] the E/p distribution in 7% 7~ #° decays, we find that the
o Bl il b e destedusesie o probability for a pion to hav&/p>0.8 is 3.3%. The loss of
0 20 40 60 80 100 120 + = ) . ) .
E/p (%) K—#" 7~ decays is then 6.5%, and th&,; rejection is

very close to 100%. One possible way for a bias to enter into

FIG. 30. Shape of th&/p distribution for pions and electrons. the vacuum-to-regenerator beam ratio in a momentum bin
Top: the solid histogram shows the spectrum for pions for a subse},ould be if the regenerator beam pions showered in blocks
="~ «° decays, and the dashed histogram shows the spectrum fgijth a systematically different gain mismeasurement. From
electrons for a subset #¢; decays. The normalization of the two e K . calibrations, the gains of the majority of the blocks
samples is arbitrary. Bottom: tré/p distribution for pions from 46 getermined at a level of 0.2% of themselves or better.
guti:m ?oercc?g(faafster "#: other CUtS't Th; h';fttograr‘ Shzwtsh th;: ?'St”Even in the outer blocks with the least illumination, the gains

lecays in the regenerator bedeit scalg, and the dots o0 v to better than 1% of themselves. Suppsey
show the distribution for decays in the vacuum beaight scalg. - . .
The cutoff at 0.85 is a result of the initial loose cut in the initial dataunreallstlca_lly that the showering pions from the rggen_erato_r
0,

reduction analysis pass. The final cut at 0.80 is indicated by th(geam consistently saw blocks that were 0.3% high in cali-

arrow. ration compared to vacuum beam events. From the level of
E/p near the cut, this would bias the single ratio by less than

0.01%.

After the semileptonic backgrounds had been reduced, the
We now turn to the identification ok — 7" 7~ decays largest remaining backgrounds, dominated\oglecays, had
and rejection of backgrounds. Sinke; decays were largely hadronic final states. The relevant quantities are the two-pion

removed by the trigger, the most copious source of two-tracknass

triggers waK .; decays, outnumbering™ 7~ by two orders

of magnitude. These were most important in the vacuum mw+w*=\/(\/mi+|ﬁllz+ Jm2 55,197 |1+ Bal

beam. There were also significant contributions from (48)

K— a7~ 7% andA—p=~ decays. The most serious back-
ground in the regenerator beam was from kaon scattering i
the regenerator itself.

We made fiducial cuts on the tracks at the calorimeter.
The resolution for projecting theor y track segments to the my, = V( M+ [Pl 2+ VmZ+[p,12)? = [Pp+ Bal®.
calorimeter is of order 22@m. Events were cut if the tracks (49
projected beyond the inner half of the outer blocks in the
array. Tracks were required to project at least 1 mm outsiddo reconstruct thegm mass, the track with the greater mo-
of the CA as well. Events with a track which projected into mentum ) is associated with the protdr antiproton.
the beam hole, missing both the CA and the calorimeter, Only the most energetid’s live long enough to reach the
were also removed. We also required that both tracks projeatecay volume. Since the decay proton carries most of the
within the Mu2 veto bank and that their momentum beA momentum, these events usually fail the cut which re-
greater than 7 Ge¢/to ensure efficient rejection d€ 3. quires that both tracks miss the CA, collar anti. To remove

The K¢z decays could be efficiently rejected with little the remainingA decays, we use the property that the proton
loss of w*a~ decays usingE/p. The E/p distribution is  and pion momenta must satisfy,/p,>3. After all other

2. Kinematics and background reduction

9nd thepm mass
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FIG. 31. Reconstructeg7 mass for all#" 7~ decay candi- ®

dates in the vacuum beam which are consistent wjtrp,> 3. Al
=+ 7~ analysis cuts except the rejection cuts have been applied.
The A peak is visible forE,>100 GeV (solid histogram, left
scalg, but not for E, <100 GeV (dots, right scale The arrows

indicate the mass cut used on events VEth>100 GeV.
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Events / 2 MeV/c?

cuts, 19% of the remaining* =~ candidates have a track
momentum ratio greater than 3. We ploy,, for this sub- 10 i
sample in Fig. 31, showing separate distributions for decays P R TR BRI SRR N
with E,>100 GeV andE, <100 GeV. There is clearly no 0.46 0.48 05 , 07 0.54

A signal below 100 GeV, and in fact, the signal does not 'R Mass (GeV/c)

appear until the\ energy is above 130 GeV. Conservatively
we eliminate anyr" 7~ candidate if it satisfie€ > 100
GeV and has a mass,, in the range from 1.10-1.13

E

FIG. 33. Reconstructed two-pion mass fei 7~ candidates

after all other cuts for the entire* 7~ data set and for the NC
> ’ h subset only. The histogram shows the distribution for the entire data

GeVic?. The resolution ofm,, measured in the\ sample gt (jeft scals, and the dots show the distribution for the NCa
was 2.1 MeV¢?. The A mass cut was left quite broad to subset(right scalé. (a) Regenerator beantb) Vacuum beam.
keep background from non-Gaussian tails at a negligible
level. on clusters in the calorimeter unassociated with tracks since

A decays are not noticeable in the regenerator beam; neymdronic showers can produce spurious clusters.
ertheless, the samples were treated identically. The broadening of the lower half of the* 7~ mass dis-

Our_resolution on ther" 7~ mass (Fig. 32 is 3.5  tibution due to the radiative decay— my, common to
MeV/c?, and we isolate the sample using a cut on the masgoth thek s andK , is clearly visible. The background in the
from 484 MeVL® to 512 MeVt®, completely eliminating  wings of the vacuum beam distribution is from residual
7w~ m° decays. No cuts are made in the’ =~ analysis semileptonic decays. This is only visible in the regenerator
beam distribution at high mass where it is not hidden by the
radiative tail. TheK, radiative decay has a contribution from

~—— Regenerator beam | 45

® Vacuumbeam ] decays where the photon is emitted directly from the inter-
3 action vertex as well as from inner bremsstrahljing,45.

—
(=1
[

S { w©f The photon from the direct emission process tends to be
> 10t 3 1 energetic in theK rest frame, and so the resulting” 7~
E o 5 10° mass is shifted outside of the signal region. The remaining
2 10° 3 direct emission contribution to Re(/¢) is quite small and is
g . oyt - - 102 estimated to be about 0.85.0™*.

w2l T . 3 In Fig. 33, the mass distributions for the entire data set are

I|l||||+

shown with the distribution from the NC set used for our
ff initial result[21]. The shapes are quite similar even though
nmmfh.m i the NC set was collected at 3 times the proton intensity of
the other subsets.
The final kinematic cut requires that the reconstructed
FIG. 32. Reconstructed two-pion mass fei' 7~ candidates momentum_of _the kaon fromerWi candidate is n_early par-
after all other cuts. The regenerator beam distribution is given by?lle! to the incident kaon trajectory. For eaeti 7~ candi-
the histogram(left scalé and the vacuum beam distribution by the date, the square of the transverse momenpfmwas calcu-
dots (right scalg. The arrows indicate the position of the cuts usedlated by assuming that the kaon had scattered in the
in the analysis. The radiative tail fror{— =" 7~y decays is regeneratofsee Fig. 34 The scattering anglé between the
clearly visible in both beams. initial and final kaon trajectories is then used to calculate the

R

] I 1 1 1 1 I 1 i
0.46 0.48 0.5 0.52 0.54
7% Mass (GeV/c?)
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Ll beams to avoid bias in losses of coherent kaons due to the
< smearing of the measuref .
R " The p? distributions for the two beams are plotted in Fig.
N K 35. In the regenerator beam, the decays with Iepéeare
Regenerator 7 from kaons which regenerated inelastically. Near the coher-

FIG. 34. Schematic representation of the method used to calcu(?nt pe‘?‘k’ the contribution from diffractively regenerated ka-

late the kaon scattering angle in the regenerator. The momenta &S with a steepeptz spectrum thar_] the inelastically regen- .
the two pions measured in the drift chambésslid line9 are com-  €rated kaons, results in the upturn in the spectrum, as seen in
bined to determine the kaon trajectory. The kaon is then projecteffid- 35c). The bulge in the distributions just outside the
from the decay vertex to the downstream face of the regeneratd® cut of 250 (MeV/c)? is due to the radiative decay
(dot-dashed ling The original kaon trajectory is defined by the line K— arry. The semileptonic decays give the steeply falling
connecting the projected kaon position at the regenerator to thtail in the vacuum beam, as seen in Fig.(®5 The very
target. The scattering angleis the angle between the two trajec- small, flatter component visible at Iargpf in the vacuum
tories. beam distribution is consistent with interactions of the beam

with residual gas in the decay tank.
square of the transverse momentum:

Pt2: pﬁsinza. (50) 3. Other cuts and summary

The final class of cuts was designed to reduce potential
Since the distance from the target to the regenerator is lardsiases from the acceptance correction. Accidental activity in
compared to the length of the regenerator, fifisalculation  the detector could sometimes cause an event to satisfy the
is insensitive to the location of the scattering site inside therigger even though the decay products themselves would
regenerator. This cut reduces both the residual semileptonieot. Since accidental activity is common to the vacuum and
background in the vacuum beam and the diffractive and inregenerator beams, we expected the gain of events from this
elasticm* ~ backgrounds in the regenerator beam. We usgrocess to be identical in the two beams. However, to make
the same calculation gi? for the vacuum and regenerator comparisons between the data and the Monte Carlo samples

10° |- @ ) ®)
r Regenerator Beam 105 L Vacuum Beam
feRU 3 e
> H >
R 1044 2 [
a £ 8 103
§ 5§10 ¢
I I~ > E
SR o = FIG. 35. Thep? distribution for 7" 7~ can-
E 102 didates after all other cuts are applied for two
C ?] different ranges opf. Parts(a) and(b) show the
(I B N N R N T I distribution for p[2<5000(MeV/c)2 for the re-
0 0.002 0.004 0 0.002 0.004 generator and vacuum beams, respectively. At
pt2 [(GeV/c)] Pt2 [(GeV/c)’] this scale, the structure of the coherent peak, the
location of the analysis cuiertical arrow and
the radiative tail(hollow arrow) from 7" 7~y
- decays are all visible. Parts) and (d) show the
. i (c) r (d) distribution forp?<50 000(MeV/c) 2 for the re-
10° - Regenerator Beam 105 L Vacuum Beam generator and vacuum beams, respectively, where
- r o 3 the contributions from different background
) ) I sources(see text are more apparent. In all four
s Z 104 |- parts, the solid line is the best fit to the overall
s 10°F = background shape.
o C o
2 f R 10°E
2 107 & o -
o 3 o 2|
[E K\\ LE ’ %
i 10 L
3] E
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TABLE VI. The fraction of coherentr* 7~ decays lost as each analysis cut is applied sequentially and when a cut is applied as the final
cut. For the first sequential cut, the loss is relative to the numberef~ events which reconstruct within the fiducial energy amegion
used in the fits. Each cut thereafter is normalized to the number of kaons left after the preceding cuK Heaad' “ K" have been used
as shorthand for the vacuum and regenerator beams, respectively. The two momentum ranges are given in GeV/

Analysis cut

Sequential 10s$%)

Loss as final cut%)

40-160

Ke

Ks

20-160

Ke

Ks

40-160

Ke

Ks

20-160
Ks

Ke

Pions within calorimeter
Vacuum window aperture
Analysis magnet aperture
HDRA aperture

Tracks remain in helium volume
A cuts

p,.>7 GeVkt

Track y? 2

Distance of closest approach
Track separation at magnet
7— uv decay veto

Mask aperture

No pions in CA or beam hole
Chamber 2 trigger reverify
BC hodoscope trigger reverify
77~ mass

p?

3.77
0.04
0.55
0.03
0.02
2.71
3.16
0.04
0.95
0.04
1.86
1.00
21.99
0.01
1.89
1.36
0.55

4.68
0.05
0.74
0.01
0.09
1.98
3.38
0.05
0.94
0.05
2.09
0.01
21.05
0.00
1.95
1.39
0.48

7.12
0.15
1.16
0.05
0.30
2.38
4.10
0.04
0.90
0.06
2.29
0.92
19.68
0.01
1.92
1.47
0.49

7.93
0.22
1.62
0.02
0.44
1.75
3.87
0.05
0.91
0.06
2.41
0.01
18.84
0.00
1.92
1.54
0.43

1.09
0.02
0.30
0.02
0.02
0.56
0.79
0.02
0.86
0.03
2.23
1.06
19.38
0.01
1.74
0.39
0.55

1.35
0.03
0.40
0.00
0.07
0.34
0.91
0.02
0.89
0.04
2.47
0.00
18.54
0.00
1.80
0.40
0.48

2.14
0.11
0.73
0.04
0.29
0.48
1.41
0.02
0.79
0.05
2.69
0.95
17.23
0.01
1.77
0.40
0.49

2.49
0.16
1.16
0.01
0.47
0.30
1.13
0.02
0.83
0.04
2.80
0.00
16.50
0.00
1.77
0.42
0.43

awithout & rays. See text for loss estimates frar 7 #° studies.

more meaningful, we reverified the triggers using the recon-
structed tracks. We required the reconstructed decay vertex 1200
to be upstream of the HDRA, the hits on the track in the
second drift chamber to satisfy the east-west trigger require-
ment in that chamber, and the B and C hodoscope counters
through which the tracks project to satisfy the trigger logic
for those counter banks.

In addition to the trigger reverification, we also rejected
decays where the tracks projected to within a few millimeters
of the limiting apertures. This reduced the sensitivity of the
charged sample to the exact location of these apertures. For o
decays in the vacuum beam upstream of the mask, both
tracks had to pass through the mask aperture for the proper
beam.

For coherent Monte Carlo events that are in our final
sample, the fractional loss due to each cut is shown in Table
VI. The momentum range in the table relevant to the
Re(e'/e) measurement is 40-160 GeV/whereas 20—-160
GeV/c is used for the remaining measurements. The distri-
bution of kaon energy after all other cuts have been made is
shown in Fig. 36 for both the regenerator and vacuum
beams. The similarity in the spectra for the two beams is
apparent. The vertex distribution for the— 7" 7~ decays
(* z distribution”) from the production target after all other
cuts is shown in Fig. 37. The downstream end of the regen- 0
erator is associated with the sharp edge at 123.5 m in the
regenerator beam. The falloff in the rate of accepted decays
upstream of 120 m in the vacuum beam is governed by the FIG. 36. Distribution of the kaon energy for the final" 7~
upstream active mask, which cleanly defines the acceptancgample. The arrows mark the location of the cuts used in the
in the upstream region. Re(e'/e) analysis.(@) Vacuum beam(b) Regenerator beam.
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ment of Reg’/¢e). For both samples, the background is es-
timated by fitting the shape of tma}2 spectrum in the range
1500—-20 00@MeV/c)? and extrapolating underneath the co-
herent peak0-250(MeV/c)?].

The small background from beam-gas scattering in the
vacuum beam is visible at Iarg:ef in Fig. 35d), where all
the momentum bins have been combined. However, the low
statistics of this background made a two-exponential fit in
individual momentum bins difficult. In this beam, therefore,
the pf spectrum for decays within each 10 GeMhomen-
tum bin was fit using the form

dN,(p?)

2
———=ae PPitc, (52)
dpf

wherea, B, andc are parameters of the fit. The exponential
slopes {B) obtained in the fits are compatible with the hy-
pothesis that the background is dominatedKyy decays.
The constant termc accommodates the average beam-
interaction background.

The background level under the coherent peak in gach
bin and the number of coheret— =" 7~ decays remain-
ing after subtraction are listed in Table VII. The overall
background level was 0.341%40.010%), where the error is
statistical only.

Combining all of the momentum bins, we can fit the

FIG. 37. Distribution of the distance of the decays from the vacuum bearr’pt2 spectrum to the sum of two independent

production target for the finat* 7~ sample. The arrows mark the exponentials fop?<50 000(MeV/c)?. The result of this fit
location of the cuts used in the Rg(e) analysis.(a) Vacuum

beam.(b) Regenerator beam.

B. =+ &~ background subtraction

is plotted as the curve in both Figs. (85 and 3%d). The
individual semileptonic slopes measured within each mo-
mentum bin were consistent with the overall slope of
424+ 15 (GeVic) “2. The slope obtained for the beam-

After applying the cuts discussed above, the residuainteraction component of the background for this fit was
backgrounds in ther" 7~ decay mode were typically 0.1— 51+ 10 (GeV/k) ~2.
0.3%. They could not, however, be neglected in the measure- The systematic error in the background level is dominated

TABLE VII. The number of coherentr™ 7~ decays after background subtraction and the total back-
ground fraction subtracted in each 10 Ge¥Win. The background levels are given in percent. Indicated errors
include only statistical uncertainties.

Momentum range

Vacuum beam

Regenerator beam

(GeVrc) Data Background%) Data Background%b)
20-30 11712 0.310.05 19059 0.1580.029
30-40 42092 0.3#40.03 144363 0.1650.011
40-50 59701 0.370.02 230593 0.1680.008
50-60 59983 0.480.03 222405 0.15%0.008
60-70 52227 0.370.03 185010 0.1580.009
70-80 42380 0.320.03 136064 0.15080.010
80-90 32525 0.320.03 97159 0.1450.012
90-100 24702 0.280.03 66862 0.1440.015
100-110 17689 0.270.04 44144 0.1430.018
110-120 13241 0.260.04 30246 0.1430.022
120-130 9704 0.260.05 20461 0.1420.026
130-140 7056 0.250.06 13414 0.1420.033
140-150 5486 0.250.07 8656 0.1410.040
150-160 4286 0.240.08 5654 0.1410.050
20-160 382783 0.3400.009 1224088 0.1540.004
40-160 328980 0.3410.010 1060667 0.1520.004




55 CP AND CPT SYMMETRY TESTS FROM THE TWO-PION ... 6655

by the uncertainty in the slope of the semileptonic back- 46
ground. This has been evaluated in part by varying the slope :
within the limits allowed by the fits to thqat2 spectra in the
1500—20 00@MeV/c) 2 range, and also by varying the range 10
over which the fits were performed. In addition, the back-
ground fits were modified to use a beam-interaction compo-
nent with fixed exponential slopes as large as 60 <
(GeV/c) 2. This modification introduced only small differ-
ences into the total number of events subtracted. The total§ 10°
systematic uncertainty in this background is 0.010%, giving *

a total error in ther ™ r~ vacuum beam background fraction 102
of 0.014%. In Monte Carlo studies of the semileptonic back-
ground, we found that thret2 spectrum began to deviate from

a perfect exponential fop?<2500 (MeV/c)2. While this
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rolloff would mean we are overpredicting the background p? [(GeV/c)] x 10
level, the mismeasurement is at most 0.003%, well within
the systematic uncertainty. FIG. 38. Overlay of the vacuum and regenerator b@dmspec-

We fit the pt2 spectrum in the regenerator beam after thetra after background subtraction. The arrow indicates the position of
acceptance correction with a pair of exponentials and find the cut used in this analysis.

each 10 GeW momentum bin was fit to the sum of two
dN ) ) independent exponentials. In some momentum bins, the sta-
d—pzoce*5-15a°t +0.5462 222 7% (52) tistical precision at higip? was marginal when performing a
t two-exponential fit. In spite of this, the backgrounds pre-

2. . 2 dicted using these fits differed very little in most of the mo-
wherep; is measured iGeVvic) °. The latter, steeper, term mentum bins from those listed in Table VII. In the end, we

corresponds to the diffractive regeneratio_n backgrou_nd. ThF creased the systematic uncertainty to a level comparable to
shallower term corresponds to the inelastic contribution, an at in the vacuum beam. Combining the statistical and svs-
is consistent with the inelastic slope measured in previou§emaﬂc uncertainties .ielded a gback round level %f
experimentg46]. The functional form we use to fit the mo- 0.152+0.013% oY 9

. 2 . . . . . . . .
mentum bin p; spectr_a f|x_es the inelastic and dlﬁra9t|ve In principle, there are contributions to the regenerator
s!opes to the values given in EG2), but allows the relatlye beam background from semileptonic decays as well. We can
size of thg two contr|but|or}§ to vary. The acceptance IS @Xgqhimate this from the number of events in the high-side tail
pected to introduce an additional exponential falloff betwee

the t q af ‘ d <o the final functi Inof the Kg mass distribution, where the* 7~ y tail does not
€ trué and measurgyy Spectra, and so the final functional ¢, ipyte: The result is approximately 2<30°%. This
form used in the fits was

level agrees with our estimate based on the vacuum beam
level of the order of X 10 °. This corresponds to a bias in
) Re(e'/¢) of 0.05x10 4.
dN:(pp) - aefaptz(e75.15&9t2+ re—222.7a)t2) (53) Figure 38 shows the background-subtragiéapectra for
dpt2 ' the vacuum and regenerator beams. In spite of the differ-
ences in the sources which contribute to the backgrounds in
wherea, a, andr are all parameters of the fits. Data in the the two beams, the subtracted spectra are in excellent agree-
range of 1500(MeV/c)2<p?<20 000(MeV/c)?> were em- ment — down to the shape of the radiative tail from
ployed by the fit. The values for the diffractive-to-inelastic 7 7~y decays. The agreement between the two spectra
ratio r obtained in the 10 Ge¥/ momentum bin fits were over four orders of magnitude helps to give confidence in the
statistically consistent with the value of 0.546 in the background systematic uncertainties estimated above.
acceptance-corrected spectrum in E). Implicit in the above discussion of the background sub-
The background levels are listed in Table VII along with traction is the assumption that the background fraction is
the number of regenerator beam events remaining after sulgonstant as a function afin each momentum bin. This is a
traction. The total background in the regenerator beam camgood assumption in the regenerator beam, since both the
to 0.152%+0.004% for the momentum range used in thebackground and the coherent signal are dominated gy
Re(e’/) analysis. The error here is statistical only. decays. In the vacuum beam, there are differences in, for
The systematic error in the regenerator beam backgrounexample, the variation of the* 7~ andK .3 acceptance as a
level was conservatively estimated at 0.012%. If the variougunction of p andz, which could lead to small variations in
exponential slopes — the acceptance, diffractive and inelashe background as a function of Fortunately, for all of the
tic — are allowed to vary within the limits prescribed by the measurements we make, our fitting technique requires only
fits to the p? spectra in the rangp?>1500 (MeV/c) 2, the  that we know the average number of events in the vacuum
change in the background level is much smaller than thideam in each momentum bin. However, we still examine the
systematic estimate. Fits where the diffractive-to-inelastic raz shape in this beam.
tio r was fixed at 0.546 also resulted in a change much Because of the low background levels, it is difficult to
smaller than this systematic error. Finally, the spectrum irexamine this approximation in individual 10 Ge&Whomen-
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FIG. 39. Measuredr” 7~ background fractions as a function of
z. The solid circles are the regenerator beam background levelsZad
The other points are the vacuum beam levels, where the circles have Zpe
been measured in the momentum range 40—80 Gelie open
squares in the range 80-120 GeyVAnd the solid squares in the
range 120-160 Ge¥/ The coarse binning in the vacuum beam
data reflects the reduced statistical precision relative to the regen-
erator beam data.

tum bins. We combine the momentum bins and study in
smallerz bins, and the resulting dependence of the back-
grounds is shown in Fig. 39. z
For the regenerator beam, all of the momentum bins have ~2¢
been integrated together, and we see no noticeable change in Zpd
the background level across the fiduciakegion. For the
vacuum beam, we cannot combine data of all momenta to-
gether to examine the backgroundependence. At low mo-

mentum, the backgrounds are somewhat higher than at high . ) )
momentum. However, very few low-momentusi 7~ de- FIG. 40. Thez locations obtained for bothr® decays in each of

; > 0.0
cays are accepted upstream of the active mask. Integrating &ji€ three possible pairings of the four photons from.& "

of the momentum bins together would thus introduce an ard€cay- The top pairing gives the bagt for zp=2cq.
tificial step at the mask. To avoid this issue, we have exam-

ined the background fraction versasn 40 GeVt momen- , Yo .
tum bins, but have doubled the bin size relative to the dround subtraction for the” 7 decay samples. Details of

regenerator beam study. The background fractions obtainet&e,Charg.eOI mode a%ceptanc.e calculation are presented after
in each 40 Ge\ bin are also plotted in Fig. 39. Above g0 @ discussion of the @ analysis.

GeVlc, the shape is flat within our level of sensitivity. In the

40-80 GeV¢ range, the background tends to increase as a VI. 2@ ANALYSIS

function ofz. If we substitute the background levels obtained  eare we review the reconstruction inm® decays from

as a function ot for this momentum range, the change in théoyr photons and describe the background subtraction in de-
background level is much less than the systematic uncegy;

tainty assigned to the background subtraction.

This completes the discussion of the analysis and back-

A. Neutral mass andz reconstruction

C. Charge mode conclusion Reconstruction begins with the energies and positions of

For the Re¢’/s) measurement, we collected a sample ofthe four-photons measured in the calorimeter. To reconstruct
328980-574+46 7" 7~ decays from the vacuum beam the position of the kaon decay and the four-photon mass, the
(after background subtractiprand 1 060 66 1030+138  Photons were paired using the’ mass as a constraint. Fig-
decays in the regenerator beam. The first errors are the stfte 40 illustrates the procedure. If we have paired photons
tistical errors for the signal, and the second errors are tha andb, then thez positionz,y, of the 7° decay is related to
uncertainties from the background subtraction. The backthe 7% mass by
grounds in both beams were small and relatively simple to .2
understand at the required level of precision. The overall 2 _ _ — ab
background levels in the vacuum and regenerator beams Moo =2EaEp(1~COTy) EaEb(Zg|ass— Zap)?’ (54
were 0.340% and 0.152%, respectively. We estimate that
these were known with fractional uncertainties of 4% andwhereE, andE, are the energies of the two photor,, is
8.5%. the angle between the two photon trajectories, mapds the
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FIG. 41. The 27° pairing x? distribution for the regenerator and
vacuum beams after all other cuts. The regenerator beam distribu- FIG. 42. Reconstructeds2’ mass after all other cuts for regen-

tion is shown by the histograrfleft axis and the vacuum beam erator beam events. The predicted signal shape from the coherent
distribution is shown by the dotsight axis. The shapes of the two Monte Carlo simulation is overlaid. The data have been shifted set

distributions differ at higher values of? because of the larger by set according to the values in Table VIII. Background has not
37% and beam interaction backgrounds in the vacuum beam. Th<t-,Zeen subtracted.
arrow marks the location of the analysis cut.

of data events by the values in the table. The Monte Carlo
separation of the photons in the calorimeter. We formed &imulates the mass spectra quite well. The shifts were not
second vertex positioa.4 from the other pair of photons. applied as part of the standard analysis; we use tlier@ec.

The x? for the hypothesis that,,=z.q is X) to estimate systematic effects of residual nonlinearities.
) The 27° mass resolution is about 5.5 MeV. Our mass cut
2:(Zab_ Zcq) (55) (474-522 MeV was loose enough to be insensitive to re-

X o tog sidual nonlinearities.

Because of fluctuations in the electromagnetic showers,
taking into account the resolution for each photon’s energyve occasionally chose the wrong pairing. To keep misrecon-
and position. The pairing with the begt was then chosen. struction background to a minimum, we eliminated events if
The resultingy? distribution is shown for both the regenera- the second-best pairing hady@ within 8 of that of the best
tor and vacuum beams in Fig. 41 after all other cuts. pairing, and a mass in the range from 470 to 526 MeV.

The z of the kaon decay was taken as the weighted averAbout 1% of otherwise good kaons fail the mispairing cut.
age ofz,, andz.4. The 27° mass was reconstructed from
the four photon energies and positions using
B. Neutral ring number
2 Unlike the situation in ther " 7~ mode, the precise trans-
M’o,0=22 EyEy (1~ cody). (58 \erse location of a kaon decay could not be d?atermined in the
27° mode. This means that we could not measurepthef
The cosine of the angle between the two photon trajectorieshe kaon to reduce the noncoherent kaon background. Instead
cosy;, is calculated assuming that the kaon decayed on thee considered the center of energy:£,yce) of the photons
z axis. Finite beam size has negligible effect on the masi the lead glassthe location where the kaon would have

i>]

value. passed through the calorimeter had it not decagicen by
The 27° mass distribution for regenerator beam data and

Monte Carlo is shown in Fig. 42. Residual nonlinearities in _2i4=1EiXi

the calibration led to shifts in the reconstructed mass. We Xce= >4 E; (57)

have observed such shifts in our data, and they are listed in

Table VIII for each of the 2° subsets. Separate shifts are

listed for events with and without photon clusters centered in 4
i " - Zi_1Epyi

one of the 24 “pipe blocks” surrounding the two beam YoE= —1——, (58

holes. For comparing line shapes, we shifted the 2nass 2i4E

TABLE VIII. Reconstructed 2r° mass shiftsm in MeV of data relative to Monte Carlo simulation in the

five neutral subsets. Two of the subsets have been subdivided into time periods for which separate calibra-

tions have been used. A negative shift implies the’ 2nass in the data was lower than that in the Monte

Carlo simulation.

279 subset sample Nla N1b N2 N3 N4 NCa NCb

ém (no pipe block clustgr -076 -083 -071 -074 -063 -043 -044
ém (=1 pipe block clusteps -1.07 -140 -090 -094 -0.82 -0.65 -0.60
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wherex; andy; are thex andy positions of theéth photon in  to-background ratio manageable, we accepted only events
the lead glass calorimeter. For nonscattered kaons, the cent®ith ring number less than 112.
of energy should reconstruct within the beam. The two

beams are clearly d(_afined in the plot of the reconstructed C. Other cuts
center of energy in Fig. 43. All vacuuifnegeneratgrbeam . .
decays have been mapped to the “uppgflower” ) beam Several other cuts were applied to reduce background in

in the plot. While the two beams are clearly well separatedtn® signal region, defined by goodr2 mass and small ring
some kaons reconstruct outside of the beams. The distribflumber. One set of cuts reduced the"3and neutron inter-
tion of these falls off as one moves away from the regenera@ction background, while a second set reduced the inelastic
tor beam. These events are inelasticly and diffractively scafP@ckground. Finally, several fiducial cuts simplified the ac-
tered kaons in the regenerator in the HDRA. Some of the ~ céptance determination.

kaons scattered hard enough in the regenerator to reconstruct Several types of cuts helped to reduce the background

under the vacuum beam, and this constitutes the large&om _3770 decays. The first tightened the restrictions on sig-
background in this mode. nals in the lead-lucite photon veto counters, reducing the

We divided the center-of-energy plot into concentric chance for a photon to escape the detgctor. The photon veto
square “rings” of area 1 crf, centered on each beam. Each cuts for both the low- and high-intensity data samples are
event was then assigned the number of rings into which théSted in Table IX. The cuts were chosen to optimize the
center of energy reconstructed. The “ring-number” distribu- Signal-to-background ratio. The first veto bafkAl) was

tion for each beam is shown in Fig. 44. To keep the signal-qUite close to the regenerator, and because of accidental ac-
tivity from interactions in the regenerator, we could not use it

in the high-intensity sample.
< 4 10° Photons which landed too close together in the calorim-
] eter were not resolvable. These fused clusters sometimes led

10° — Regenerator beam
®  Vacuum beam

T T T

"a TABLE IX. Photon veto cuts in minimum ionizing equivalents
S i 104 (MIP’s) applied in the 2r° sample.
2
5 41 . . L .
5 Veto detectors Low-intensity cut High-intensity cut
E VA1 2.6 None
L 103 VA2 1.3 6.0
‘ DRAC 0.5 1.2
0 100 200 300 400 500 600 700 800 DRAN 0.6 1.5
Ring Number
VA3 1.0 1.8
FIG. 44. Ring-number distribution for® decays in the regen- VA4 15 3.0
erator (histogram, left scaleand vacuum(dots, right scalebeams MA 2.0 1.8
after all other cuts. No backgrounds have been subtracted. The ar- LGA 25 5.0

row marks the position of the cut.
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ting on the number of hits in the drift chambers and the
presence of activity in the B and C hodoscopes, we elimi-
nated many inelastic events not vetoed at the trigger level. In
rare cases when a photon from a2decay converted at the
HDRA so that a single conversion electron cluster carried
most of the photon energy, the event could have an accept-
able pairingy? and mass. Such cases were suppressed by the
; cut on the number of drift chamber and hodoscope hits.
TN As we mentioned in Sec. lll, the collar anticount&A)
cleanly defined the inner edge of the acceptance fof 2
il il .\LJ il ,\L . |1 decays. This counter was in veto at the trigger level, but the
4“0 460 480 500 520 540 560 veto itself was quite loose. In the off-line analysis, we tight-
Ty, Mass (MeV/ ¢?) ened the cut to five MIP’s.
For the final sample, to give less sensitivity to the thresh-
FIG. 45. Effect of the photon veto and fusion cuts on the hold behavior of the hardware cluster finder, we required the
vacuum beam 2° mass distribution. The solid histogram has all minimum photon energy to be above 1.5 GeV. We also re-

cuts but the photon veto, fusion and soft cluster cuts, the dasheguired the photon energy to be below 60 GeV as discussed in
histogram has the photon veto cuts added, and the dotted histogragyme detail in Secs. VII and X.

has all cuts added. The arrows show the location of the mass cuts. The effects of the selection criteria on coherent
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K— 7%7° decays within our final fiducial volume are listed

in Table X. The loss of coherent events due to the cut on the
rift chamber and B and C hodoscope activity is large in the
ead sheet subset because of photon conversions in the lead
eet.

The final energy distributions for the vacuum and regen-
erator beams are shown in Fig. 46. The two distributions are
similar, though the vacuum spectrum is enhanced at the low-
energy end because of the high acceptance for low-energy
ecays downstream of the HDRA.

to the misidentification of a 3° decay as a four-cluster
event when other photons also escaped or fused. Many
these fused photons were eliminated by comparing the oq
served cluster shape with the shape expected for an electr
magnetic cluster. We used, for example, the ratio of energy
in a 3X 3 cluster to that in a 5 cluster, and the ratios of
energies in the outer rowsr columnsg to the cluster energy.
Very soft photons from &° decays could be lost if the
resulting cluster was below the hardware cluster-findin
threshold of about 1 GeV. A direct search for soft clusters in
the lead glass was infeasible because of remnant “clusters”
from showers in other buckets in the long ADC gate. How-
ever, the “adders” had a very short gate, and hence were not The final step in neutral reconstruction was the adjustment
affected as severely by accidental clusters. By comparing thef the energy scale of the photons relative to that of electrons
energy observed in the adders with that in the clusters, evenis the calorimeter.
with extra soft clusters above roughly 600 MeV could be To quantify remaining nonlinearities, we took advantage

D. Neutral energy scale

eliminated effectively. of the coupling of the decay and energy scales and exam-
The effects on the mass distribution of these cuts is showimed the reconstructed position of the regenerator edge as a
in Fig. 45. function of the kaon energy. We transformed the shift into a

To reduce the inelasticly scattered kaon backgrof@amdi  photon energy correction, which we parametrized as a bilin-
the beam-interaction backgroundave use the fact that extra ear function of kaon energy with a knee at 80 GeV. Table XI
charged particles are often produced in such events. By culists the slopes% per GeVf above and below 80 GeV, the

TABLE X. The fraction of coherent 2° decays in the regenerator beam lost after each analysis cut is
applied as determined from the Monte Carlo simulation. In the “Sequential loss” columns, the loss of the
first cut is normalized to all 2° events which reconstructed within the fiducial energy amegion used for
the Reg'/¢) fits. Each cut thereafter is normalized to the number of kaons left after the preceding cut. The
precision in this table is approximately 0.03#nly a small portion of the MC simulation was uged

Sequential l0s$%) Loss as final cuf%)

Analysis cut Pb sheet No Pb sheet Pb sheet No Pb sheet
Chamber and hodoscope hits 21.37 1.12 15.49 0.06
Ring number 3.28 2.26 2.74 1.81
Photon veto 0.00 0.00 0.00 0.00
Minimum cluster energy 1.35 1.43 0.89 1.00
Maximum cluster energy 8.81 8.67 7.77 7.82
Cluster fusion cuts 0.90 0.80 0.90 0.79
Best pairingy? 3.09 2.50 2.76 221
Mispairing cuts 1.74 1.61 0.99 0.93

27° mass 0.26 0.21 0.26 0.21
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FIG. 46. Kaon energy distribution for the entirer2 data set Distance from Target (m)
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. . . FIG. 47. Data and Monte Carlo comparison of the reconstructed
arrow marks the maximum energy used in the analysis.

regenerator edge after energy scale adjustméamtdhe data have

. . the standard adjustmen The data have an additional 0.05%
correction at 80 GeV, and the mean correction for eacQJnergy scale adjjustmentteb) °

279 subset.

A comparison of the edge in the upstream region of the o) y\own and corrected for. But residual uncertainties and

regenerator beam in the <_jata and Monte Carlo is shown IHonlinearity in the energy scale can cause decays on one side
Fig. 473 after the correction. On average the edges matclaf the HDRA to reconstruct on the other side and these

quite well. ?S sfhowln ig (I):!-,go/ 455)’ in;rodl:rc];ing a shift intthet. would be falsely corrected. To minimize the sensitivity to
energy scalé ot only 0.05% degrades the agréement NOUCGs;q aftact for the lead sheet data, we eliminated decays in the

ably: The x? increases by a factor of 3, and the shift is ion f .
¥ ) X S 137to 1 f he final le.
clearly visible. We estimate that the residual uncertainty mz region from 137 to 139 m from the final sample

the averageenergy scale is under 0.03%. The residual un-
certainty in the nonlinearity dominates the systematic error
from photon reconstruction. There were four classes of backgrounds that had to be
The coupling of the energy scale angbosition has some subtracted from the coherentr? data. The largest source
subtle effects when the lead sheet is in place. Approximatelyas 27° decays of scattered kaons. There were two sites
25% of events upstream of the HDRA in the lead sheet dataroducing this noncoherent background: the regenerator and
are lost to conversions and of course this factor must be verthe HDRA. Backgrounds from these two were treated inde-

E. Neutral mode background subtraction

TABLE XI. The parameters for the photon energy scale corrections and the average correction applied in
each 270 subset.

Slope Slope 80 GeV Average
(Ex<80 GeV (Ex>80 GeV) correction correction
Subset [% per GeVl [% per GeV| [%] [%]

Nila —1.7x1078 +0.4x1073 -0.094 -0.06
N1b —4.2x10°3 —2.9x10°3 -0.041 0.02
N2 —4.2x10°3 —6.5x1073 +0.065 0.11
N3 —4.3x10°3 -2.8x10°° +0.080 0.14
N4 —45%x10°8 —-7.0x10°3 +0.176 0.22
NCa —-5.0x10°° -3.3x10°3 +0.324 0.39

NCb —-3.2x10°% +0.9x10°3 +0.313 0.37
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pendently. Background from 78 decays which recon- is clearly visible in Fig. 49. To avoid miscalculating the
structed with only four clusters in the calorimeter was par-37° normalization factor, only events reconstructing in the
ticularly important downstream of the HDRA. Finally, z regions 110-122 m, 125-134 m, and 142-152 m were
inelastic interactions of neutrons with material in the detecused. o o _
tor, particularly in the HDRA, would sometimes produce two A similar normalization problem arose from the misre-
s that reconstructed under the kaon mass peak. constructed signal 2° events that appear in the sidebands,
The background subtraction technique used the recorfor example, from residual mispairings. These misrecon-
structed 2r° mass and ring-number variables as seen in FigStructions occur both in data and signal Monte Carlo, and

48. The plot has been divided up into six regions; one conPecause of the way we define our acceptance, we do not want
tains the signal (region 2, while the others (region to subtract these events. The level of these misreconstruc-

1,3,4,5,6—used for normalizing Monte Carlo simulations of tions can be seen clearly in the Monte Carlo mass distribu-

the different backgrounds—were populated only by back-tlon for the regenerator beam shown in Fig. 42, where the

. . misreconstructions constitute a significant fraction of the
ground. In essence, them8 and beam interaction back- g

events in the sidebandthis is not the case in the vacuum
grounds were subtracted from the coheramtl noncoherent q%‘ d

i . eam. To avoid biasing the 3° normalization, the signal
kaons by extrapolating the sidebands under the mass peaig,nte Carlo was used to predict the ratioof coherent

The noncoherent backgrounds were then extrapolated froments in the mass sidebands to coherent events in the mass

the large ring number to the coherent peak region. The sullseai Itd, andd,, are the number of data in the signal region
tractions were made in individlbd m by 10 GeVbins after 5,4 in the mass sidebands respectively, apdnd b, are

the normalizations of the Monte Carlo background sampleg,q similar quantities for the 8° background, it is simple to
were determined globally for the entippand z fiducial re- show that the desired® normalization factoms.. is

gion.

A breakdown of thez distributions(for the no lead sheet ds—rdp
data set of the different backgrounds is shown in Fig. 49. ag”:bs—rb : (59)
The contribution from each background source is summa- P

rized in Table XIlI. L LA BN B R S R IR IR LR LI IR LA I

1. 3% and beam interaction backgrounds R
- - - Regenerator noncoherent

The 37° subtraction used a Monte Carlo to interpolate 10°F T MORA noncoherent
from the mass sidebands under the®2mass peak. The T Beam Interaction
simulation of the 3r° background shape used photon veto
resolutions and gains determined from K ;
— a7 7 decays(see[38]). To obtain a background 102k : ST
sample about 5 times that of the data required simulating . ]
6x10° K, —37° decays. This was accomplished with 3 i | it
months of dedicated use of a Fermilab ACP farm of 25 com- | i i
puters each of 25 MIP’s. g IR
The 37° background Monte Carlo sample was normal- "¢ Boovilisluva il ) RUELEE
ized to the data using regions 1 and 3 outlined in Fig. 48. o M5 10 1B IS ey 10
. . . . . . . ecay Position (m From Target)
Several pitfalls had to be avoided in this normalization. First
of all, beam interactions with material in the beam produced F|G. 49. Thez distribution of the different backgrounds to the
a flat background in mass. Fortunately the material in the/acuum beam 2° sample for the data subset with no lead sheet.
beam is localized at the two locations, the HDRA and theAlso shown are the 2° z distributions before and after background
regenerator. The peak from the HDRA in the vacuum beansubtraction. All cuts have been applied.

cevianl

Events /0.5 m
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TABLE XIl. The 27° background sources and fractions.

Vacuum beam Regenerator beam
Source fraction%) fraction (%)
370 background 1.780.03 0.04%-0.003
Beam interaction 0.2¢£0.02 0.027-0.004
Regenerator noncoherent scattering 2:P04 2.53:0.04
HDRA diffractive scattering 0.780.02 0.027-0.002
HDRA inelastic scattering 0.130.02 0.027-0.011

If we had neglected this effect, ther8 background in the tor beams for both the lead sheet and no lead sheet data
vacuum beam would have been overestimated by about 3%amples. The mass distributions for nine of these bins for the
of itself. In the regenerator beam, however, the®back- vacuum beam sample are shown in Fig. 52 where the lead
ground is much smaller, and had we neglected thé this-  sheet and no lead sheet data have been combined. Excellent
reconstructions, we would have overestimated the backagreement between the predicted and observed background
ground by almost 70% of itself. Neglecting this effect would shapes was found in every bin. The backgrounds were
have shifted Re{'/¢) by 0.38<10 %, studied in 10-GeV-momentum bins, and we found good
After subtracting the @° background, the beam- agreement there as well.
interaction backgrounds were estimated by linearly interpo- The statistical error on the 78 background subtraction
lating the residual background in the mass sidebands into th@mounted to 0.023%0.003% in the vacuum(regenerator
signal region in eaclpz bin. In regions of the detector with beam. It includes the errors from the number of events sub-
no material, this prediction should be consistent with zero agracted and the finite statistics of ther3 background Monte
can be seen in Fig. 50. The width and position of the largeCarlo sample and the normalization. The statistical errors on
peak are consistent with tzaresolution and HDRA location. the beam interaction subtraction were 0.02% and 0.004% in
The relative areas for the two beams are proportional to theithe vacuum and regenerator beams, respectively.
expected hadronic content. A small background from beam Several checks were done to estimate the systematic con-
interactions with the regenerator can also be seen. The onlyibution from the mass background subtraction. We have
evidence of a problem in the subtraction is in the regeneratovaried the 37° normalization method, using, for example,
beam upstream of the regenerator; this is simply due to different normalizations for events with photons which hit
small resolution mismatch between the data and the Montthe downstream photon vetoes rather than a single overall
Carlo, and is negligible at the 16 level in Reg'/«). normalization constant. We have also studied the fluctuations
The mass distributions for candidater2 events and the in the result for different 2° mass cuts. All studies were
predicted background shapes are shown in Fig. 51. For theonsistent with a limit on the systematic error for the3
vacuum beam, the distributions for the entinegion and for  plus beam interaction background of 0.015%.
the normalizatiore region are plotted. The agreement is ex-
cellent in both cases; the former checks the combination of 2. Noncoherent backgrounds
37% and beam-interaction shapes and the latter isolates the Since we accept 2° decays from downstream of the

3" shape. The agreement is _als.o very good for the reYEMPRA, there are two sources of scattered kaons: the regen-
erator beam. In all three data distributions, the expected Ieveérator and the HDRA. As Fig. 49 shows, the backgrounds
of coherent misreconstruction in the mass sidebands has, . these two sourceé are geﬁerally weII:separatadTnne
been subtroacted. . . shape of the backgrounds in ring number for each source of
The 3” anq beam—lntgraqtmn backgrounds have been, . oherent kaons was simulated with our Monte Carlo. The
studied in individual 1 nz bins in the vacuum and regenera- generation and normalization procedures for the two differ-
ent scattering locations are described below.

wo b a. Regenerator noncoherent backgrouiithe fundamen-
| ° Vacuumbeam +H tal ingredient for simulating the noncoherent backgrounds
soo [ ° Regeneratorbeam was thep? spectrum for the scattered kaons. For the regen-
& a0 8 erator, thep? spectrum could be measured with the 7~
;‘g - sample. As discussed [86], the spectrum was corrected for
g w - acceptance as a function pf and parametrized as the sum
% .0 E + of two exponentials, a steep exponential for the diffractive
E - contribution and a shallower exponential for the inelastic
100 +t contribution. The resulting spectrum for our regenerator was
o k B < JUPNET il TETSURSRS U\
RN ARG MR N ITTTTIRARAT SANAlAL dN e ope?
Ho e 120 Delczlgl Positilglfl)(m fr;l::lstarget)lm 1 0 d_t2 ~343k -3% +187% .a)t ’ (60)

FIG. 50. Thez distribution of the calculated beam-interaction
background. wherepf is measured iiGeV/c) 2. This parametrization was
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fed into the Monte Carlo simulation to generate a sample ofneasureg? spectra reliably46]. All these amplitudes were
270 decays from scattered kaons. fed into the Monte Carlo and scattered kaons were generated
The charged sample used to determine pfiespectrum in both the vacuum and regenerator beams with the correct
was the NC set, where charged and neutral data sets weggnplitude and phase relative to the coherent kaons.
collected simultaneously. This was also the highest intensity To normalize the diffractive sample, we subtracted from
charged subset. the data the regenerator noncoherent background, #fe 3
The Monte Carlo background simulation was normalizedbackground, and the beam-interaction background in the
to the noncoherent tail in the ring number plogégion 5 in range from 110 m to 134 m. The HDRA backgrounds do not

Fig. 48. This was done using only events upstream of 134 Myge ¢ this region, and so we were left with the number of
to avoid any contamination from the HDRA noncoherentcoherem data events in thisange. By comparing this num-

background. The same region around the regenerator ex- ber to the number of coherent Monte Carlo events in this

. O - .
g\?jgd dlc:]utz)rllg :lTJbtrrlgtr:?r?hztﬁteloge\;vr?]sir?tlgfa(?t)i(glnugzgkh?cr)i’n? region, we automatically obtained the correct normalization
9 9 “factor for the HDRA diffractive background Monte Carlo.

b. HDRA noncoherent backgroun®dince the HDRA . .
formed part of the charged trigger, there was not a sample of After the diffractive backgrounds were subtracted, there

7w events to give us the kaopf spectrum for the was a residual background from inelastic interactions of ka-

HDRA. Fortunately, the forward amplitudes have been mea2"= " the HDRA which were not eliminated by the cuts on
sured at the precision we neé@2,47,48. The exceptions act|v'|ty in the drift chamber; and the B and C hodoscopes.
were oxygen and nitrogen, whose forward amplitudes could © Simulate the shape of this background, we use a previous
be reliably obtained from that of carbon using the measuref@asuremerf46] of the p;” spectrum of inelasticly scattered

atomic number dependende °758[49] of the kaon regen- kaons. The spectrum was found to have approximately a
2

eration amplitude. Optical model calculations reproduce the ™t dependence, independent of kaon momentum. We
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generated a Monte Carlo sample with kaons scattered ac- The predicted ring-number shapes have also been studied
cording to this spectrum at the location of the HDRA. Thein 1 m bins for both the vacuum and regenerator beams in
final result was insensitive to the exact value of the slopehe lead sheet and no lead sheet samples. Figure 54 shows
used. The generated sample was then normalized to the rthe data and Monte Carlo distributions for the same nine bins
sidual background in region 5 of Fig. 48 after all of the in Fig. 52. The predicted and observed ring-number shapes
previously discussed backgrounds were subtracted. This washd levels agreed well in all of thebins. The data in the 1
done in thez range from 142 m to 150 m, though the final m z bin plots shown have again had ther3 and beam-
result was insensitive to therange used. interaction backgrounds subtracted to allow a direct compari-
To double check the inelastic shape, a sample of inelastison of the noncoherent backgrounds. Note in particular the
events was isolated by making a tighter cut on activity in thez bin for 121-122 m. The only significant background here
T hodoscope. The predicted inelastic background as a fungs the regenerator noncoherent background. The regenerator
tion of ring number and agreed very well with the observed itself is locatel 2 m downstream of the end of this bin, and
distribution in this sample. so this background is entirely from noncoherent decays
c. Noncoherent background summary and errofflie  which have “smeared” upstream in the reconstruction.
overall agreement between data and Monte Carlo in the ringFhere is excellent agreement between the predicted and ob-
number distribution is illustrated in Fig. 53. The predictedserved background levels in the ring number normalization
ring number distribution agrees very well with the data, bothregion. We have also studied these backgrounds in 10 GeV
in the upstream regiore& 134 m), where only the regenera- momentum bins, with similar results.
tor noncoherent background contributes, and overall, where The statistical error on the number of noncoherent back-
both the HDRA and regenerator backgrounds contribute. Thground events from scattering in the regenerator is 0.023%
same is true for the regenerator beam distributions, thougt0.018% in the vacuum(regeneratgrbeam. As mentioned
here the contribution from kaons scattering in the HDRA isbefore, the statistical errors include contributions from the
very small. The data shown here have had the’ Zind  number of background events subtracted from the data, the
beam-interaction backgrounds subtracted in each ringstatistical error on the Monte Carlo sample, and the normal-
number bin. The overall agreement is excellent. ization error. The systematic uncertainty was limited by
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studying the shape of the ring number distribution for thesample and the isolated inelastic sample mentioned previ-
two beams and extrapolating the uncertainty to ring 0. Theously. The inelastic contribution was compared to the Monte
studies were statistically limited, and from the individzal Carlo inelastic sample by subtracting all of the other back-
bins and the overall shape, we have limited the uncertaintground components from the data. From studies of the shape
on the noncoherent background level from scattering in th@®f the tail of the ring number distribution for the inelastic
regenerator to 1.2% of itself. The background in the vacuun$amples, both overall and il m bins, we have limited the
and regenerator beam from the regenerator are correlated Uncertainty to 18% of itself.
if the regenerator beam background fraction were smaller, In the regenerator beam studies of the isolated inelastic
the vacuum beam fraction would also be smaller. Furthersamples, we did observe a discrepancy in the overall ring
more, this background largely cancels in the vacuum-tohumber distribution at the level of two standard deviations.
regenerator beam ratio. However, we have chosen to ignor@ince this background is so small, it was difficult to make
this correlation when assigning a systematic error, and hav@eaningful studies in smallerbins. The exact shapes of the
taken the full 1.2% error for each of the beams. inelastic contributions from the HDRA are tricky to mimic,

The technique used to subtract the diffractive backgrounds there are comparable contributions expected from kaons
from the HDRA relies upon knowledge of the regenerationWhiCh have scattered in the vacuum beam and crossed into
amplitude ang? distribution for the materials in the HDRA. the regenerator beam, and from kaons which have scattered
The uncertainty in the contributions from lead and carboriVithin the regenerator beam itself. We have thus assigned a
dominates, and they contribute at the level of 1.3%. Wherdairly conservative systematic uncertainty of 400# itself)
necessary, we have corrected older amplitude measurementgsthis background source. The statlstl_cal uncertainties on the
using the world average value for, _, and its uncertainty background from inelastic scatters in the HDRA in the
has been included in the background uncertainty giveryacuum and regenerator beams were 0.006% and 0.002%,
above. The statistical uncertainties were 0.01%002% in  'espectively.
the vacuum(regeneratgrbeam.

The inelastic HDRA contribution was the most difficult to
limit systematically because of its low level. The vacuum This completes the discussion of ther2reconstruction
beam ring number shape agreed well, both within the totahnd background subtraction. Table XII shows the level of

F. Neutral mode conclusion
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FIG. 54. Observed vacuum beamr2 ring-
number distribution and predicted background
shape in nine individual 1 m bins. Each plot is
labeled with the upstream edge of thedin. In
the 137 meter bin, we only used the data from the
f 27 subset with no lead sheet.
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backgrounds with all errors combined. The total number oftistics and because a higher fraction of these decays probes
events in each of the 10 GeV momentum bins, along with thehe outer and inner acceptances.
total background fraction in each bin, is summarized in In the Monte Carlo package the treatment of the kaon
Table XIII. beam, propagation of the decay product, and detector re-
The final ingredient needed before we can extract the desponse were common to all of the simulations. The only
sired physics from the data samples is the acceptance fdifferences were the kaon decay modes and their intrinsic
both thesw" 7~ and 27° decay modes. We now turn to a dynamics. Furthermore, to prevent biases in the accep-
more detailed discussion of the Monte Carlo simulation andance determinations, the tuning of the simulation hardly

the acceptance determination. used ther7 data samples. Only the kaon production spec-
trum was tuned using the observedr distributions, since
VIl. MONTE CARLO SIMULATION we bin the data in small momentum bins, which introduces
A. Introduction negligible biqs. - :
' Important inputs to the simulation package were based on

The difference in the distributions in the vacuum and survey measurementEGs [43] electromagnetic shower
regenerator beams drives the need for an understanding sfmulations, and previous experimental measurements. The
the acceptance of the detector as a functiorz.ofVe can high-statistics decay modes and data from muon runs were
define two categories of acceptances: an “outer” acceptanceised for final tuning, including counter and drift chamber
which is defined by the limiting apertures of the experimentwire efficiencies (“inner” acceptance issués For the
and an “inner” acceptance, which is determined by thresh-‘outer” acceptances, the locations of the limiting apertures
olds and the granularity of calorimeter and drift chamberswere tracked with the electrons frok,; decays after the
We devote this section to the description of the modeling ofinal chamber alignmenee Sec. IVA 2
both the outer and inner acceptances. This section describes the three major components of the

To determine potential systematic biases in the accepMonte Carlo simulation: kaon beam simulation, kaon decays
tance, we use th&.; and 37° modes. These modes offer and propagation of daughter particles, and detector response.
much better sensitivity to biases, both because of higher st# representative comparison of the simulation to the
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TABLE XIIl. The number of coherent 2° decays after background subtraction and the total background
fraction in each 10 GeV bin for the lead sheet and no lead sheet data samples. The background levels are
given in percent.

Momentum Lead No lead
range Vacuum Regenerator Vacuum Regenerator
(GeVre) Data Bkg(%) Data Bkg (%) Data Bkg(%) Data Bkg (%)
40-50 45812 4.8 45667 1.6 30096 3.5 34700 14
50-60 51102 5.0 83563 1.7 34659 3.8 62948 1.6
60-70 46171 55 93830 2.2 31852 4.3 70311 2.0
70-80 36369 6.2 83444 2.7 25862 5.0 61841 2.6
80-90 26301 6.3 63474 3.2 18617 5.5 47401 3.1
90-100 16965 6.6 41124 3.9 12106 59 30694 3.7
100-110 9869 6.8 24102 45 7043 6.1 17605 4.4
110-120 5267 6.6 12821 5.2 3855 6.0 9360 5.2
120-130 2682 5.9 6188 5.8 1898 6.1 4383 6.0
130-140 1348 4.7 2626 6.4 941 4.8 1766 7.1
140-150 618 3.2 955 7.2 424 29 675 7.4
150-160 277 1.6 308 7.8 195 0.6 215 7.8
Total 242779 5.6 458101 2.7 167547 4.5 341897 2.6

data is shown at each stage. Finally, after all the variougnd K, the transport function for the propagation of the
elements of the simulation have been discussedz ttiietri- kaons through the vacuum and various absorbers in the
butions of the different decay modes can be examined. Firfeam, and the relative positions and orientations of the col-
presented are the high-statistics modes, from which the limifmators which determine the final shapes of the two beams.
on the systematic bias is obtained. Then, for completeness,

the 7" 7~ and 27° z distributions are presented. 1. Production spectrum

For many of the figures, reconstructed distributions in the
a7~ and 27° data are presented with the Monte Carlo
simulation overlaid. In these cases, the full Monte Carlo sta
tistics (scaled to the size of the data samplissshown. The
77~ simulation sample size was 25 times thé 7~ data
sample size and the7® simulation size with(without) the
lead sheet was 2@26) times the data size.

The basis for the energy and angular distributions of the
produced kaons was the Malensg0] parametrization of
the K™ andK ™~ production spectrum for protons incident on
a beryllium target.

For production of a particle with momentupninto a solid
angled() centered at a polar angleand an azimuthal angle
¢, Malensek presents a general form for the spectrum of

B. Kaon beam d2N B (1—-x)A(1+5e P

We are not strongly sensitive to the details of the kaon dp do ~ 400" (1+p2IM?)*
beam for the measurement of Ré(e) and the other param-
eters, but having the correct beam shape and kaon momel# this expressionx is the ratio of the produced particle’s
tum spectrum helps in several ways in studies of the detectanomentump to the beam energfg, x=p/Eg, andp; is
acceptance. With the correct momentum spectrum, we caifne transverse momentum of the produced particle relative to
compare data to the simulation integrated over a broad mdhe incident beam directiorp,= psind. Parameter®B, A,
mentum region, increasing the sensitivity to subtle biasesD, andM? were then determined using experimental data at
Furthermore, the acceptance variation near the edges of somé0 GeVE. For charged kaons, the best parametrizations had
of the limiting apertures depends on the beam shape; havirthhese values:

(61)

it correct simplifies the study of these edges. B A D M?
Finally, though_c(;)u_r detector was located far .fr.om t_he tar-K+ 1415 2924 19.89 1164
get, effects olK”-K" interference were clearly visible in the  _
. ) ) n*< 12.33 6.107 17.78 1.098
data sample, particularly at high momentum in the vacuu

beam. While not a serious bias, it was very useful to directly We need to know how the dilution factdi , defined by
compare the simulated and measured decay distributions,
which required the incorporation of the interference effects.

The full quantum-mechanical description of tK&-K°
system was used for production and propagation of the kaon
beam; this was easily generalized fromr to other kaon is related to the relative numbers if* andK~ produced.
decays. Required inputs were the production spectrig®f The dilution factor extracted by the CERN NA31 experiment

0_Ko

P

dy

=——, 62
KO+K® (62
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FIG. 55. Momentum-dependent correction factor needed to FIG. 56. Inferredx- and y-targeting angles for the nine data
bring the Malensek energy spectrum into agreement with theollection periods. The- (y-) targeting angles are plotted as solid
vacuum beam spectrum observed in atif 7~ NC subset. The (open circles. For bothx andy angles, the highest-intensity points
arrows denote the limits of the kaon momentum range used in ouare the squares, the medium-intensity points are the triangles, and
analyses. the lowest-intensity points are the circles.

as part of their dedicated ¢ measuremenf27] indicated  |o\yer intensity, a much different beam tune appears to have
that a good representation is given by been used in the early data sé&i and C2. The last data set
(NC), with an intensity between the low and high intensity,
= (63) has an intermediate-targeting angle.

K"+3K The final energy spectra produced in the Monte Carlo
) i simulation are compared to the observed 7~ and 2x°
A simple argumen{51] shows that this form follows from spectra in Figs. 57 and 58. The spectra agree quite well in

the valence quark content of the beam particles. . ; .
Because there were uncertainties of order 10% in the datbmh sets, though there is perhaps a residual bowing of a few

at only one beam energy used to derive this spectrum, we di@ercent in the charged mode.
not expect the Malensek spectrum to be perfect. We there-
fore tuned the spectrum using 80% of the vacuum beam

m* 7~ decays in the NC subsébbout 20% of the total 104
sample of7" 7~ decay$ over 20-500 Ge\ reconstructed
kaon momentum range. The correction fadt@hich is ap-
plied to the overall rate in the beam but not to the dilution
factor or to thep; spectrum is plotted in Fig. 55. This
changes by 20% from 40 to 150 GeyYivhile the spectrum
itself drops by a factor of 4.5 over the same range.

The final energy spectrum in each data sets was obtainedg
by adjusting the primary beam targeting angles. The nominal =
angles were 4.8 mrad ix and 0 mrad iny. If the
y-targeting angle were nonzero, there would be a small shift
in the average kaon energy of the top beam relative to the
bottom beam with a dependence of roughly

KT =K~
dy

T

ts/ 2 GeV
3

RN

— Data
e Monte Carlo

ey b by s b b by e e b

20 40 60 80 100 120 140 160
Et_ Eb~050y [mrad], (64) Kaon Energy (GeV)
whereE; (E,) is the mean kaon energy in the témottom) 12
beam in GeV, andd, is the y-targeting angle.(When 211
6y>0, the proton beam falls relative to the kaon beaf. & T & gty aanittiys b 4t wty e
deviation of thex-targeting angle from the nominal angle & }T TR ! AR QH"#‘”T‘}#ﬂ T

shifts the average kaon energy of both beams together. Theg 09

targeting angles that we input to the simulation for each data .

subset, based on the observed kaon energies in the beams, Lol b b b b Lo by
. . . . 20 40 60 80 100 120 140 160

are plotted in Fig. 56. The-targeting angle is stable and

. . . Kaon Energy (GeV)

independent of intensity.

~ They-targeting angle was found to be correlated with the  FiG. 57. Kaon energy spectrum for the" =~ decay sample in

intensity of the proton beam which was adjusted by a verticaliata and Monte Carlo simulation. Top: the data spectrum is plotted

beam tune far upstream of the target. The beam tune for th&s a histogram and the simulation as dots. Bottom: the ratio of data

high-intensity sets appears to have been quite similar. Agvents to Monte Carlo simulation.




55 CP AND CPT SYMMETRY TESTS FROM THE TWO-PION ... 6669

C it also passes through the shadow absorber and then through
the regenerator. In addition to attenuation, scattering and re-
generation affect the relativikg and K, content, the final

— Data

o Monte Carlo energy spectrum, and the angular spread of the beam.
Coherent regeneration of the kaons is handled exactly.

The forward regeneration and overall attenuation can be in-

corporated into a simple matrix form:

104

IR

T T

102

Events / 2 GeV

as as

(67)

T T T

. X,2< Tss Tsu
Tis Tu

a_ a.)’
wherex is the total number of interaction lengths through
which the kaon passes. The elements of the transformation

| I 111 § I O | ‘ | I l | I I ' ] | | | | T H - .
! - Py S a— matrix T depend on the forward scattering amplitudég)

Kaon Energy (GeV) and f(0) of the K® and K° for the material in the kaon
‘ beam. The form for the elements dfcan be found in Ref.

T T

(]

S

_

[1].
l Scattered kaons essentially modify the spectrum
JU ‘H’! |U ’ ’ dN/dpdg2 entering the decay volume; scattering also tends
i U I W T ‘ to blur out the edges of the beam.
As kaons passed through the absorber materials—the lead
and beryllium portions in the common absorber and the be-
JATENUEN RPN ARSI P RFRVINE RN STRTITI By 1 i D
p % 100 120 40 160 180 ryllium in the shadow absorber — we allowed them to have
Kaon Energy (GeV) a single elastic scatter in the Monte Carlo simulation. The
scatters were distributed with @ spectrum of expt ap?).

FIG. 58. Kaon energy spectrum for ther2 decay sample in  The slopea and scattering probability were taken from the
data and Monte Carlo simulation. Top: the data spectrum is plottegk + gnd K~ elastic scattering cross sections measured by
as a histogram and the simulation as dots. The predicted backschizet al. [52]. The values used are listed in Table XIV.
ground contributions have been added to the coherefitMonte The scattering and coherent regeneration were included

Carlo simulation. Bottom: the ratio of data events to the Montebefore the final spectrum tuning mentioned above was made
Carlo simulation. '

grl\ll\llllll
4
1
1
3
i
-
F
3
*

Data/MC Ratio

g -
4

3

4

E

4

4

3

3

e
13

8 LA RRAARRARN

2. Kaon transport 3. Beam collimation and targeting

0 vl : . The last ingredient for the simulation of the beam was the
The K” andK™ components are written as an incoherentfine 1 ning of the collimator positions and the inclusion of

sum of initial Ks andK, amplitudes. Given these, propaga- ihe finite size of the proton beam at the target. In general, the
tion through the vacuum is trivial: effect of a particular collimator face could be identified in a
aeer(1Am-Tg2) unique region of the beam profile, allowing both the average
_)elmL( <€ (65) collimator position and the angle of the collimator slab rela-
ae T2 ) tive to thez axis to be extracted.

The position of the beam spot was measured several times
whereag anda, are the initialKg and K, amplitudes, and during each 20 s beam spill. The intensity profile of the beam
the proper timer is related to the propagation distande itself was roughly a Gaussian with a width of 0.8 mmxin
and the momenturp by andy. This beam jitter would blur the edges of the beam

profile, just as the elastic scattering did. The beam spot
L p[GeVic] c 66) movement was incorporated into the Monte Carlo simulation
" m([Gevicz]"" through these measurements.
In the charged mode, the beam shapes were studied using

The kaon passes through the remainder of the target arttie projected kaon position at the regenerator. For the neutral

the common absorber. If the kaon is in the regenerator bearmode, the beams shapes for a giver Zubset were initially

as

aL

TABLE XIV. Probability and exponential slope for single elastic scattering of kaons in each of the
absorber elements in the kaon beam.

Absorber component Single-scattering Exponential slope
probability (%) ((GeVI?]?)
Beryllium, common absorber 8.6 65
Lead, common absorber 17.8 420

Beryllium, movable absorber 7.8 65
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FIG. 59. Projection of the kaon trajectory to the regenerator
position for allw* 7~ decays collected from the vacuum beam. The
X projection is shown irfa), and they projection in(b). The Monte
Carlo simulation(dot9 has been overlaid on top of the data distri-
bution (histogram.

FIG. 60. Center-of-energy distribution measured in the lead
glass calorimeter for all 8° decays collected from the vacuum
beam. Thex projection is shown in@), and they position in(b).
The Monte Carlo simulatiofdoty has been overlaid on top of the
data distribution(histogran).

based on the collimator positions measured in the bracketingne form factor governing this decay is included. Similarly,

w7~ subsets. The final tuning was then done based on the decay probabilities for the-n and warm decays also
center-of-energy distributions measured in the lead glasg,c|uded theC P-violating amplitudes,

calorimeter for the 2° and 37° decays. The final shapes are
shown for the charged mode in Fig. 59 and for the neutral R(mm)=|ag(7)+ na, (7)|?
beam in Fig. 60.
R(mmm)=|nag(n)—a ()| (70)
C. Decays and interactions For 7" 7~ andK.; decays, ther" 7~ y and Kes, radiative
1. Particle decays decay modes were included at the proper level, with 5 MeV
and 1 MeV center-of-mass photon energy cutoffs, respec-

The dynamics for all decay modes were fully SimU|ated'tively

In the Keg de(?ays, the t|me-deper1dent Chargi afﬂnmetry 'S The decays of daughter particles are also implemented. Of
usﬁed+ to decide whether the final state 4s'e ve Or  particular importance were decays in flight of the charged
T € Ve. pions from #* 7~ decays. Most muons produced in pion
decay hit the muon veto bank or introduced a substantial
R(m e"v)—R(m"e v) kink in the flight path, causing the parent 7~ decay to be
or= — T (68)  rejected. About 5% of the pions decay before the lead glass
R(m~e"v)+R(m e v) calorimeter with momentum above the 7 GeWut (Sec.
V.A.2.). But because of the difference in thalistributions,
with the decay probabilitieR given in terms of theKgand  there is only about 0.2% greater loss in regenerator beam
K, amplitudesag(7) anda, (7) by than in vacuum beam. Including the decay in flight in the
simulation correctly compensates this asymmetry.

1+e|?
R(m etv)= 2(|1+—|88||2)|as( )+ aL(T)|2, 2. Interactions with the detector material
Interactions of daughter particles with material in the de-
1—s]? tector were also simulated, including multiple scattering,
— &

(69) bremsstrahlung, and conversions, the latter producing

R W b S _ 2
R(m"e v) 2(1+]e]?) las(n —a ()] “grandaughter” particles. The characteristics of the material
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TABLE XV. Scattering and photon conversion locations and the thickness of material in radiation

lengths.

Detector element

Location from target

(m)

Thickness

(radiation lengths

V hodoscope 137.792 3.2310°3
Pb sheét 137.804 9.3610 2
T hodoscope 137.815 3.430°°
Vacuum window 158.965 2.5010°°
Drift chamber 1 159.292 3.4210°°
Drift chamber 2 165.867 3.8610°3
Drift chamber 3 171.857 3.6810°°
Drift chamber 4 178.004 2.2010°3
Chamber field wirds — 5.70x10°2
Chamber sense wires — 6.43x 103
C hodoscope 179.502 40102

B hodoscope 179.520 4QL0 2

@Used only in 27° lead sheet subsets. Average radiation length is listed.

®This contribution is identical in all four chambers. Only the 9.9% of the tracks which hit these (pies
chambey see this contribution.

“This contribution is identical in all four chambers. Only the 0.7% of the tracks which hit these (pes
chambey see this contribution.

in the detector are given in Table XV. It was sufficient to Rgs'/¢), once in the vacuum-to-regenerator beam ratio and
group helium and helium bag windows with the closest driftaggain when comparing the* 7~ mode to the 2° mode.
chamber, and to collapse each chamber to a single plane. Tg ensure that the biases would be minimal, we measured

Photon_ conversions a_t the HDRA were particularly im-ine effective aperture edges as precisely as possible, using a
portant, since the HDRA is near the center of the’2lecay large sample of electrons frof,; decays.

- . 0 0
YOIltJ_]me' and theredare different f[)act|ons| bhlf;']’ w- decays The components of the detector serving to limit the ac-
In the vacuum and regenerator beams which occur upstrea ptance were the active mask, the HDRA, the vacuum win-

gfi;hﬁulee;\;jers:eet. ,Agsgflal_lgr}tforwallrd calculatlfo nhsr;ows tEat dow aperture, and the collar anti. The limiting apertures were
geprobability for at least one of the four pO 0- adjusted in size and transverse location by comparing illumi-
tons to convert at the HDRA,, (f,) is the fraction of 2r : . .
decays upstream of the HDRA in the vacutrageneratdr nations of electrons frque3 decays in a portion of the NC
beam, and there is a bias afin the conversion probability SUbS?t o those from simulated (_jecays for that sub_set. Then,
in the Monte Carlo ¢yc=c[1+A]); then, the bias intro- the sizes of the apertures were fixed anq their locations were
duced into the vacuum to regenerator beam rRtjgis tracked by comparing thK .5 da_lt_a from different subsets to
the reference subset. Thepositions of the apertures were
measured directly in a survey at the completion of the run.
For the aperture farthest upstream at the mask anti, the
space resolution for thg or y projection was of order 1.2
HEI'Efr andfu are 92% and 66%, respectively. About 23.7% mm for a typica| track, where about 0.6 mth mm) comes
of K— 7%7° decays upstream of the Pb sheet have at leagtom chamber resolutiotmultiple scattering For the collar
one conversion. Only 2% of the decays have conversioRnti, the resolution was closer to 0.2 mm, with roughly equal
from the rest of the material. The lead sheet was present fafontributions from chamber resolution and scattering in the
65% of the data taking, making the average probability forrigger hodoscopes. These two apertures were the most criti-
one or more conversion to be 17.1%. A mismeasurement cal. TheK 3 electron illumination at one edge of each of
in the conversion probability would therefore bi&s, by  these locations is shown in Fig. 61 before the final adjust-
0.054A. To keep the bias in Re(/¢) under 104, we have  ment.
to keepA<1.1%. As we discuss in Sec. XE, we have To determine the relative position of a given aperture
achieved this by using a combination of a direct measureedge between the data and Monte Carlo simulation, the
ment of the sheet over its entire surface, and measuring thglonte Carlo illumination is shifted in 10Qm steps relative
step in the 30 z distribution at the HDRA. The simulation to the data, and a/z by comparing both to come from the
included the measured variation in the sheet thickness ansame parent distribution is calculated.
the energy dependence of the photon cross section in lead When the illumination is plotted with a binning small
calculated by Hubbell, Gimm, andv@rbg[53]. relative to the(single eventresolution and the shift is small,
x? depends quadratically on the shift. For the mask edge
illumination pictured in Fig. 61, this quadratic behavior is
The fractional loss of events near the edge of an aperturelear in the plot ofy? versus shift in Fig. 62. When the shift
is generally compensated twice in the measurement of much larger than the resolutiop? behaves linearly.

ROO_)ROO 1+(fr_fv) A . (71)

1-c

3. Limiting apertures
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The shifts were determined, with a quadratic fit at theedges of an aperture. It enters only when tracking the edges
minimum, statistically to better than Jm for the mask and as a function of time. As we discuss in Sec. XD 1, there is
the collar anti. This procedure relies on the shape of then additional uncertainty of 6@m from chamber alignment
illumination in the Monte Carlo simulation and data agree-for each measurement of the mask anti shift, but onlyfrb
ing. To evaluate the systematic uncertainty, the proceduréor the collar anti.
was repeated with windows of different sizes around each The shifts measured for the mask and the collar anti are
edge, with different ranges of fits, and by fitting to the ex-plotted in Fig. 63. The collar anti position was stable since it
pected linear behavior farther from the edge rather than tevas rigidly attached to the lead glass which defined one end
the quadratic behavior near the edge. From these studies, wé the coordinate system. The mask anti appears to have
have limited the systematic uncertainty on each measuredrifted on the order of 80@m iny and 600um in x over the
edge to under 5@m. course of the run. This is an artifact of tying the global co-

This systematic error does not include the position uncererdinate system to the target. The entire target pile was sink-
tainty from the chamber alignment. This uncertainty cancelsng over the course of the run, dropping several millimeters.
in determining thesizeof the aperture, since the bias is iden- The apparent shift of the mask and other apertures and col-
tical for all edges of the aperture and cancels when looking dimators were consistent with the target pile motion.
the difference between the left and right or top and bottom After all the fine-tunings based on theg, it is interesting

to compare the illuminations of some of the apertures in

C at ™ and 27° decays. The mask illuminations for the two
12
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3 6 g r g -
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FIG. 62. Distribution of the reduceg? for the data and Monte Time Into Run (days) Time Into Run (days)

Carlo +x mask edge illuminations to come from the same parent

distribution versus the Monte Carlo shift. The curve is the best FIG. 63. Apparent motion of the collar anti and mask apertures
quadratic fit, and the arrow indicates the minimum atwith time.(a) Horizontal motion(b) Vertical motion. The shifts are
—226+7um. measured relative to the NCa sub§ith data poinj.
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FIG. 64. Vacuum beamr" 7~ track illumination and 2° pho- SF S
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decay modes are shown in Fig. @#e x view) and Fig. 65 & 02l . i 02l — Dua
(they view). Only the vacuum beam illuminates the mask. + Monte Carlo « Monte Carlo
Overall, the agreement is excellent in both modes except for , [ o L
the small excess in the Monte Carlo simulation over the data £ l l E
at the —x edge in the neutral mode. This mismatch is con- . [ I , H

sistent with a small mismatch in ther® beam shape at that 02 0 02 02 0 02

edge. If attributed to an incorrect mask aperture, a mismatch
of 650,um at one edge shifts the_ vacuum-to-regenerator FIG. 66. Thew" 7~ track illumination and 2° photon illumi-
beam ratio(after acceptance correctignisy —0.030%, and  pation in thex view at the plane of the HDRA for the data and
Monte Carlo simulation(a) Vacuum beamr™ 7~ track projection.
(b) Regenerator beamr* 7~ track projection.(c) Vacuum beam
270 photon projection(d) Regenerator beam® photon projec-
tion. The arrows indicate the locations of the HDRA edges.
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10 — Data

® Monte Carlo
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103
hence biases Re(/¢) by —0.50x 10 4.

The vacuum and regenerator beam illuminations at the
HDRA are shown in Figs. 66 and 67 for thheandy views,
respectively. Finally, the illuminations at the lead glass are
pictured in Figs. 68 and 69 for theandy views.

l L J With the apertures under control, the “outer” acceptance

i liaa il N A has been defined. We now examine our modeling of the re-

012 008 004 0 004 008 0.2 sponse of the detector elements, which determines the “in-
¥ Track Projection ner” acceptance of the detector.

T

102

Events / 5 mm

— Data
® Monte Carlo

®)

D. Detector response

T

We describe in this section the simulation of the detector
elements, in particular, the lead glass calorimeter response,
the drift chamber response, and the response of scintillator
and veto hodoscopes.

Events / 5Smm

T T

1. Simulation of the lead glass calorimeter response

s L J For each electron or photon striking the lead glass calo-
I I I I S IR 2 BRI W L rimeter, we did not simulate a complete electromagnetic
012 008 004 0 004 008 012 shower. Instead the response of the lead glass was param-
Y Photon Projection . . > .
etrized as a function of electron energyeré€nkov light ab-
FIG. 65. Vacuum beam* 7~ track illumination and 2° pho-  Sorption coefficientx (see Sec. IV B and depth of photon
ton illumination in they view at the plane of the active mask for the conversion based on a stand-alone study of lead glass using
data and Monte Carlo simulatiofa) 7+ 7~ track projection.(b) the EGs4[43] shower simulation package. The model for the
2% photon projection. The arrows indicate the locations of theattenuation length was described in Sec. IV B 1, and, along
mask edges. Only the vacuum beam illuminations are shown.  with the EGS cluster generation, in Ref36].
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nation in they view at the plane of the HDRA for the data and nation in thex view at the plane of the lead glass for the data and
Monte Carlo simulation(a) Vacuum beamr* 7~ track projection.  Monte Carlo simulation(a) Vacuum beamr* 7~ track projection.

(b) Regenerator beamr* 77~ track projection.(c) Vacuum beam (b) Regenerator beamr™ 7~ track projection.(c) Vacuum beam
27° photon projection(d) Regenerator beams? photon projec- 2#° photon position(d) Regenerator beams? photon position.

tion. The arrows indicate the locations of the HDRA edges. . . . )
attenuation coefficients which spanned the range of coeffi-

a. Parametrization of the lead glass response to electronscients measured in the various electron calibrations. As dis-
The response of the lead glass to electron showers was mogdssed in Sec. IV B 1, we treat a photon by having it first
eled by assuming that the absorption ofrénkov light is convertat a deptlno in the block, and then treat the photon
uniform through the length of the block. We have calibrategShower as two independent electron showers in a block of
the lead glass with this assumption, and from each electrol®ngth 18.7-t, radiation lengths. _
calibration we have extracted an average absorption coeffi- The block response was accumulated for each pair of ab-
cient a (typically 3%—4% per radiation lengttfor each ~ SOrption coefficient an_d block-length parameters. It was then
block. We expect the variations in response of the lead glagd@rametrized with a simple functional form depending upon
to be dominated by the depth,,, of the maximal energy the absorptlon cogfflment, the_ eIe;ctron energy, and the con-
deposition. Sincé.,depends logarithmically oF; [42,54,  Version _dep_th. This parametrization was used as the parent
we used the&csapackage to generate showers with energieglistribution in the Monte Carlo simulation.
spaced uniformly in IE;, from 0.25 GeV to 90.51 GeV. For  For our earlier resulf21,3¢ based on the NC subset, the
each shower, the track length of each charged particle wd§SPONSes were parametrized by a simple Gaussian using the

weighted by the number ofeenkov photons that the par- means and rms widths of the shower distributions. Unfortu-
ticle would radiateN,=1— 1/n2@2, wheren is the index of nately, there are sizable tails in many of the response distri-

refraction. The sum of the total weighted track length wasbunonS: tails on the high side from showers fluctuating

then recorded in cells measuring 0:36.36x 0.5 radiation deeper into the block, and hence having less attenuation of
lengths, covering a volume of 30 radiation lengths deep an'® Grenkov radiation, and tails on the low side from show-
7x 7 block widths wide transversely. ers which lose many of the charged particles out the back of

- I the block. From studies of electrons froiky; decays, we
For each generated electron shower, tieesDkov light in found that this parametrization resulted in slightly poorer

each cell was attenuated us_ing a given apsorption (.:OEfﬁCierP solution in the Monte Carlo simulation than we observed in
to the bagk of a block of a given lengtit-or the modeling of e data since the tails had inflated the rms width.

photons, itwas useful to calculate the response for blocks o For this simulation, we have incorporated the tails explic-
different lengthg. The response of the block to that shower itly into the parametrization. For each distribution of shower

was defined by the ratio of the t(gtéb@nkov light reaching  responses, we first fit a Gaussian form. If over 1.25% of the
the back of the block to the totale@enkov light produced. distribution fell higher(lower) than 2.5 times the width of
For each shower we calculated the response using a set tifis Gaussian, then a higklow-) side tail was added to the
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e"e” calibration samples where no minimum readout
threshold was used. For each cluster in the library, we have
stored the pattern of the energy distribution within & 5
array of blocks centered on the block struck by an electron.
The clusters are grouped according to the incident electron
energy and the position in the block where the electron
landed, both of which were measured with the charged spec-
trometer. The details of this library are given in REg7].

For photons, the signal in each block from the shower
simulated for each conversion electron is summed. Similarly,
| TRV VO TONE 1 S N TR NP TR SO 9 the signals in any overlapping bI(_)cksfo_rtwo negrbyshowers
08 04 0 04 08 08 04 0 04 08 are summed. To complete the simulation, the signal in each

¥ Track Projection ¥ Track Projection block of the array is converted to ADC counts using the
block gain measured in electron calibration, and the readout
threshold is applied.

The final stage of the simulation of the lead glass array
involved simulating the hardware cluster findetCF). The
correct threshold for each block above which the HCF would
register a “hit” could be found if37]. Once the pattern of
hit blocks was obtained, the software simulation of the
cluster-finding algorithm was straightforward.

To compensate for remaining effects in the modeling of
0 " the electron response, we needed to make small adjustment
L T | to the parametrization for absorption coefficieats 0.032.

08 04 0 04 08 08 04 ©0 04 08 The width and the exponential slope of the high-side tail
¥ Photon Projection Y Photon Projection were changed linearly as a function @f-0.032, such that
for a block witha=0.04, which was fairly common near the

FIG. 69. Ther " track illumination and Z° photon illumi-  center of the array, the Gaussian width was reduced by 4% of
nation in they view at the plane of the lead glass for the data andjtse|f and the area under the high-side tail was halved. The
Monte Carlo simulation(a) Vacuum beamr " track projection. 4o narameters that accomplished this were the only tunable
(zbioR;hg(igﬁrz?sriut;;ag Rdetrrlae(;ZtErr%zZtrlr?r%’(gh:)/;%u;:)nsigc??m parameters introduced into the electron response simulation.

" The agreement between the data and Monte Carlo electron
o . .. _resolution as a function of energy and absorption was rea-
parametrization. If one or both tails were needed, the distriggbie as seen in Fig. 72. For the data, the resolution con-
butic_)n was refit simultgne_ously to the_sum_of th? GaUSSiarfribution on the track momentuim was sub,tracted using Eq.
+tail(s). The parametrization for the high side tail we used(29). The worsening of the resolution at low energies results
was from finite photostatistics. The effect of the damaged blocks
was to increase the resolution at high momentum from about
dN [ y(f—fo)e =T f>f,, 2% to 2.6%.
daf 0, f<f,. (72 c. Photons =" 7=~ «° data, and Monte Carlo simulation
To check the photon response, we studied the reconstructed

Here, f is the response, arfg, 8, andy were parameters for 7 Mass inm* 7~ 7° decays. We found that the simulated
each of the distributions. An analogous parametrization waBhoton resolution was slightly wider than the resolution in
used for the low-side tail. This parametrization was successhe data. The difference can be understood with a model
ful over the range of absorption coefficients, block Iengths,Where the absorption increases tov_vard the back of the block.
and energies of interest as shown in Fig. 70. The deeper a photon converts in a block, the less the
The fits generally resulted in a smooth variation of theCerenkov light from its shower is attenuated. If the absorp-
parameters as a function of the absorption coefficient antlon is increasing from front to back, the spread of absorp-
block length. For electron energids between theecs tions is smaller than for a block with uniform absorption.
shower energies, the parameters were interpolated linearly ifence, for photongas well as electronswe expect the ra-
InE. diation damage to compensate the fluctuations into the block.
The above procedure parametrizes the smearing of th8ince we cannot directly measure the absorption profile, we
calorimeter response due to electromagnetic shower fluctuallowed one tunable parameter in the photon simulation. As-
tions. Additional smearing occurs due to random fluctuationsuming that the absorption is increasing into the block, the
in the number of photoelectrons liberated from the photo-average absorptios, seen by th&*e™ pair from the photon
cathode. This term was determined using a flasher systempnversion varies with the conversion depif, We param-
the average number of photoelectrons obtained in each of thefrize this change as
804 blocks fo a 1 GeV electron is plotted in Fig. 71.
b. Generating a cluster from shower responge prop- a;=a(1+0.03y), (73
erly simulate the energy sharing, we accumulated a large
cluster library using a clean sample of electrons from thewhere« is the absorption coefficient of the block measured
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in calibration. The 3% per radiation length constant was deThe yy mass distribution for four different ranges of the
termined from the study of the reconstructegl mass width  average absorption coefficient is plotted in Fig. 73. Tuning
in 7+~ 0 decays. was done using only the NC set, yet the Monte Carlo simu-

The yy mass in7" 7~ #° decays was quite useful for lation described the data quite well in earlier subsets as well.
studying photons in the lead glass. Sincezhecation of the  For example, theyy mass resolution as a function of the
kaon can be measured directly from the charged pions in the

drift chamber system, th@y mass obtained from E@54) is aa
directly related to the two measured photon energies. We & Data: oma
compared theyy mass distributions forr™ 7w~ 7° decays in s Simulation: 0O
the data and Monte Carlo simulation as a function of the _36
average of absorption coefficients of the two photon clusters.%m = é
§28 - % .
S 2. —
100 £ F s 8 e g ¢ ©
- w24 - ; A " . L] 8
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L 8, F . L s 8
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= " C FIG. 72. K3 electron energy resolution versus incident electron
o energy for three different ranges of the lead glass absorption
E | | | | coefficienta. The resolution is measured using the events in all
0 1 1 1 { F=| i 1 i 1] 1 1 H 1 1 | 1 L

200 0 00 500 1000 blocks within a quoted range af to obtain adequate statistics. The

data electrons are the solid symbols; the Monte Carlo electrons are

the open symbols. The three absorption coefficient rafigeger-

FIG. 71. Average number of photoelectrons obtained from thecent per radiation lengjhare squares, 3.4-3.6; triangles, 3.8—4.0;
shower d a 1 GeV electron for each of the 804 blocks. and circles, 4.2—-4.4.
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average absorption is plotted for the NC subset and the CBeam, due to the differences in the energy spectra of the two

subset in Fig. 74. The data and Monte Carlo simulation agrebeams, is also faithfully reproduced by the simulation.

well in both subsets in the regian>0.032, where we tuned. The pairingx? for combining the four photons into two

In the earlier subsets, the Monte Carlo resolution seem&'s is plotted for 27° data and simulation in Fig. 75. The

somewhat better at very low values @fthan we observe in overall shape agrees well over the bulk of the distribution,

the data. These low absorptions occur at the outside of theith the data showing some excess for badly reconstructed

array where photon illumination is low, and have little effect events; some of this is expected from accidental activity in

on the average resolution. The overall effect of an averagéhe detector.

resolution mismatch is discussed in Sec. X. Directly related to the cluster simulation is the distribution
d. What abou7° decay® The energy and overall pho- of cluster separatiofsee Fig. 76in the 27° data and Monte

ton illumination are well simulated, as we have seen earlieCarlo simulation. The shape of this distribution is affected by

in this section. We have also seen in Sec. VI A that the linghe cluster shape cuts used to reduce thd Background

shapes of the 2° mass distributions match well, aside from and by the remaining 8° background in the 2° sample.

an overall shift due to the residual nonlinearity in the data. InThe agreement between the two distributions extends over

Sec. X later, we see that a small difference in the’ 2nass  four orders of magnitude in both beams, including the region

shape for decays from the vacuum beam and the regeneratahere clusters overlap.
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B e | Bas 4
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S 4 B =
3 . 3]
= i $‘++ = ﬁ;;%‘*z’*ﬁé + FIG. 74. Resolution on the/y mass in the
336 1 el + 236 _% ¥ m* 7~ = data and Monte Carlo simulation. The
o 32 0. + ) 32 B resolution is plotted as a function of the average
@ T H § TE absorption coefficienty= (a; + a,)/2 of the two
Sag B e Data S8 e Data photon clusters(a) NC subset(b) C2 subset.
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The individual cluster energies are also interesting to exthan the Monte Carlo simulation at high photon energy. This
amine. The one distribution where the simulation failed todiscrepancy is time dependent, appearing at a much reduced
precisely describe the data was in the maximum cluster erlevel in later subsets.
ergy distribution. This distribution is shown in Fig. 77 forthe  The bulk of the discrepancy comes from the blocks sur-
entire 27° sample in both vacuum and regenerator beamstounding the beam pipe, with the remainder from the ring of
Also shown are the regenerator beam distributions for thdlocks just outside of these pipe blocks. The discrepancy
subsets with and without the lead sheet. The change in theeems to be related to the actual acceptance of high-energy
vacuum beam distributions for these two sets is identical tgphotons and not an effect due to smearing, since the smear-
the change in the regenerator beam. While the Monte Carling required to mimic this problem would make ther2
simulation describes the data quite well below energies ofmass distribution extremely broad. Excess smearing would
about 60 GeV, the data show a higher acceptance on averagkso distort the low end of the maximum cluster energy dis-
tribution, which agrees with the data without such a smear-
ing.

We decided to restrict ourselves to the subsample of
270 decays where the maximum cluster energy was under
60 GeVkt. This has the further advantage of limiting the
270 cluster energy to the kinematic regime which is occu-
pied by 37° sample. Since we used ther8 decays to limit
the systematic error for the neutral mode acceptance, this
seemed like the most conservative course. We later return to
this issue as part of our systematic discussion in Sec. X B.

l This problem was “solved” in a subsequent experiment and
PRI 75 S N BT PN BN R R S we comment later on the implications for the analysis in
0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 queStion.
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2. Drift chamber simulation

Relative to the lead glass, the drift chamber simulation
was simple. The TDC distribution was simulated by invert-
ing the measured time to distance functisee Sec. IVA 1
for the time period used in the data. The chamber resolution
was included by first smearing the true position of the par-
ticle in the drift chamber sense plane using a Gaussian dis-
tribution whose width was determined from data. This
l smeared distance was then converted to a TDC time using

T S B S A A AV AP S | P the inverted time-to-distance function.

The measured drift chamber efficiencies were also in-

cluded. The individual wire efficiencies were quite uniform

FIG. 76. Cluster separation for® decays in the data and @Cross a planesee Fig. 7@ This was true even in the most
Monte Carlo simulation. The arrow indicates the minimal separainefficient plane, allowing us to characterize the efficiency
tion for each of the standard>33 block clusters to be distinct for each plane with a single number. Roughly 25 wires that
(complete separatgdNo cut is made on this variabléa) Vacuum  were missing, disconnected, or had efficiencies significantly
beam.(b) Regenerator beam. The predicted background level halower than the average were handled individually. If such
been add to the 2° Monte Carlo simulation. wires were at the edge of the chamber, where the illumina-

Events/ 2 cm
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3
o
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tion was low, they were required to be more than 5% awaytirely because of these inefficient wires. Hence these few
from the mean; however, in the central regions this figurewires had little affect on the acceptance. The illumination
was 0.5%. The efficiency measured individually for each ofbefore and after ar-view sense wire broke in a fairly high-
these wires was used in the simulation, and this wire wasate region is shown in Fig. 79. There is not a great change in
excluded from measurement of the average efficiency of thénhe illumination near this wire, but the deficit in the NC set is
sense plane to which it belonged. visible.

Only three of the inefficient wires were in a high-rate  The track separation is shown for one plane in Fig. 80.
region of the chamber system. The tracking algorithm wad'he simulation accounts for the acceptance change as the
forgiving of missing hits, particularly in the view, and very  pion track separation decreases to the size of a drift cell.
few tracks were seriously misreconstructed or missed en- One shortcoming of the simulation was the lacksafys.
Broad tails in track quality variables were thus not simulated,
but as we have seen in Sec. &rays affect the decays in the
vacuum beam and regenerator beam identically; we further
investigate our sensitivity in Sec. X.

1.005

1.0025

t
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. o o oe, oot b b +
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The simulations of the hodoscope banks and photon veto
counters were elementary. The average trigger and latch ef-
4 ficiencies, the former over 99.9% and the latter over 99%
efficient, were determined with muon tracks. In addition, the
cracks between counters were mapped using the chamber
e T T B alignment muon samples and the gaps were included in the

20 40 60 80 100 . . . . .
Monte Carlo simulation. In Sec. X, we examine the insensi-
tivity of Re(e’'/e) to the efficiency of the individual

FIG. 78. Individual wire efficiency for the downstreayrplane  counters.
in chamber 2 measured with tf,; data in the NC subset. The photon veto responses were important for the
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simulation of the four cluster 8° background. A technique veto response would be seen in the distribution of the 3
[38] that utilizedw" 7~ #° decays with one photon detected background. The predicted and obsenzdhapes of the
in the calorimeter was employed to map the response a8«° background agree we{Bec. V).

these counters. The direction and energy of the missing pho-
ton could be inferred from the kinematics of the charged

pions and reconstructed photon. By comparing the observed
signals in the veto counters to the predicted energy of the We now examine the distribution most crucial to the
“undetected” photon, the gains and resolution of theRe(e'/e) analysis, thez distribution of kaon decays. When

counters were extracted. A mismeasurement of the photowe fit for Re’/e), we integrate the contents of each 10
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FIG. 81. Vacuum bearz distribution for thew* 7~ data and FIG. 82. Vacuum beara distribution for the lead-sheet subset

Monte Carlo simulation in the 60—70 Ga¥bin momentum bin.  of the 27° data and Monte Carlo simulation in the 60—70 GeV/
All final cuts have been made. Top: tzedistribution for the two  bin momentum bin. All final cuts have been made. Top: ztus-
event samples, with the simulation statistics normalized to the data&ibution for the two event samples, with the simulation statistics
statistics. Bottom: the ratio of data events to simulated events imormalized to the data statistics. Bottom: the ratio of data events to
each 0.5 m bin. simulated events in each 0.5 m bin.

GeV/c momentum bin over the entirerange. A bias in the

acceptance versus, coupled W'th. th? difference in the Monte Carlo simulation, the observed slopes were consistent
vacuum and regenerator beandistributions, would lead to . . o .
o ) X with what one might expect from statistical fluctuations. For
a bias in the ratio of events in the vacuum and regenerator L
example, for the 48 momentum bins in the two neutral sub-

beams. . . S
From the plots already shown, it is clear that our simula-Sets: the slopes in 24 bins had significances under one stan-

tion of the apparatus mocks up the data quite well. We theredard deviation &), 15 between & and 2, and 9 over
fore expect that any bias in the acceptance is small and ex?- Many of the slopes over occurred in bins with low
pect thez distributions to match well. For most problems Statistics. The relative numbers of positive and negative
that would affect the acceptance, such as a misplaced apélppes (_)bserved were also consistent with expected statistical
ture edge, a bias in resolving closely spaced tracks, or closefuctuations.
spaced clusters, we expect the acceptance to either increaseT0O probe any residual biases at a much more sensitive
or decrease fairly uniformly irz, when comparing data to level, it is convenient to combine all of the momentum bins
Monte Carlo simulations. For example, if an aperture is tocand also to use thi.; and 37° data. Because the energy
wide, 27 decays near the location of the aperture are not spectrum and beam shapes are well simulatedz thistri-
affected, while 2r° decays farther upstream, whose photonsbution in the Monte Carlo simulation integrated over all mo-
have had a chance to spread and approach the aperturgsnta should match the observediistribution in the data
edges, are accepted more often in the simulation than theyell. This is particularly true in the modes with charged final
should. We therefore look for a linear bias as a function ofstates. In the neutral mode, we must be more careful because
z. In all of the studies we have done, théfor a linear fitto  of the coupling between the measuedosition of the kaon
the ratio of the data to Monte Carlo simulation have beerdecay and the measured photon energies. A bias in the pho-
excellent, indicating that higher order terms are not neceston energy measurement can mimic an acceptance problem.
sary. In the case of the 8° decays, the photons in the lead
We display, in Figs. 81 and 82 and in Figs. 83 and 84, theglass have a higher probability to overlap than photons from
distributions in the vacuum beam for the 60—70 Ge¥in  2#° decays. Hence ther® decays are also more sensitive to
(near the mean kaon energy for both modassd the 110— problems with the cluster simulation than ther2decays.
120 GeVt bin (picked randomly. The x? comparing the With the increased sensitivity of the high-statistics modes to
data and simulation are all very good. potential biases, limits on the acceptance#ar decays ob-

When fitting for a linear bias in the ratio of the data to
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FIG. 83. Vacuum beara distribution for thew" 7~ data and FIG. 84. Vacuum beanz distribution for the subset of the
Monte Carlo simulation in the 110—120 GeMgin momentum bin. 270 gata and Monte Carlo simulation without the lead sheet in the

All final cuts have been made. Top: taedistribution for the two  110-120 GeWw bin momentum bin. All final cuts have been made.
event samples, with the simulation statistics normalized to the datq‘top; thez distribution for the two event samples, with the simula-
statistics. Bottom: the ratio of data events to simulated events ifion statistics normalized to the data statistics. Bottom: the ratio of
each 0.5 m bin. data events to simulated events in each 0.5 m bin.

. . . - . . ltis interesting to note that at our mean kaon energy, we
tained using the high-statistics modes are fairly conservativg,q 14 have introduced a slope of the order of 0.04% per

estimates. meter into the overlay had we ignored teg lifetime in the
TheK; z distribution for one of the data subsets is showngjmulation.

in Fig. 85. Thez distributions in the data and in the simula-  Finally, we have ther™ 7~ and 27° distributions them-

tion agree very well over the entire decay volume, even upselves. The distribution of vacuum® 7~ decaysFig. 87) is

stream of the 110 mr* 7~ analysis cut, where simulation simulated well over the entire decay volume. The vacuum

keeps track of an order of magnitude drop in acceptance ovafistributions for 27° decays without the lead sheet are

5 m reliably. We have conservatively estimated the accepshown in Fig. 88 and with the lead sheet in Fig. 89. The

tance bias in the charged mode at the level of 0.03% pesimulation is again good; theregion from 137 m to 139 m

meter, while thek .3 samples had slopes which were consis-Was excluded because of the sensitivity of that area to biases
tent V\;ith being ﬂgf at the 0.02% per meter level. in the photon energy scale. There does appear to be an excess

. of the data over Monte Carlo simulation in part of that re-
In o(r)der to bound the acceptance bias for _thﬁp ode,  gion, consistent with an energy scale shift of under 0.03%.
the 37~ sample we used was limited to a region away from™ The shape of the regenerator beam distribution depends
the active mask, where the rapid change in th€ Ziccep-  on physics parameters, suchm@andAm, which are used in
tance shape coupled with residual uncertainties in the photofhe Monte Carlo simulation. Ther™ 7~ z distribution for
energy reconstruction might yield misleading discrepancieshis beam is shown in Fig. 90, and ther2 distribution in
that do not affect Re('/e). For the subset with no lead Fig. 91. The simulated regenerator beam distributions agree
sheet, the distribution in the data and Monte Carlo simula- fairly well with the data. In particular, the agreement in the
tion is shown in Fig. 86; the agreement is excellent andz shape at the sharp turn on of decays at the regenerator is
places a 0.074% per meter limit on the acceptance bias fotery good; this is determined by the resolution function, yet
279, Upstream, the acceptance changes shape rapidly, agyen in the 2° mode the Monte Carlo simulation predicts
there is a dip in the ratio of the data to Monte Carlo simula-the number of data events at the 10% level at three orders of
tion, about 1% at 120 m. A few more meters upstream, thénagnitude down from the peak.
data to Monte Carlo simulation ratio is again consistent with ) )
1 when the accepted decay distribution is relatively flat. An F. Summary of the Monte Carlo simulation
overall energy scale shift of about 0.02% would cause this The most apt summary of the Monte Carlo simulation is
effect. the plot of the vacuum beamoverlays for the five different
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fsmd Mon_te Carlo simulation after all other CL_Jts. The sample shown FIG. 86. Thez distribution for 3°
is a portion of the NC subset. Top: tledistribution for the two
event samples, with the simulation statistics normalized to the dat

decays in the data and
Monte Carlo simulation after all other cuts. The sample shown had
o . . 3o lead sheet installed. Top: tledistribution for the two event
statistics. Bottom: the ratio O_f dqta e\(ents to Slmula.ted events Ir%»amples, with the simulation statistics normalized to the data statis-
each 05 m bin. The solid line is th_e k_)est fit slope of tics. Bottom: the ratio of data events to simulated events in each
—0.021%*0.018% per meter. The dashed line is the slope used fof bin. The solid line is the best fit slope of
the systematic estimate, 0.03% per meter. The dotted line is th§0.0036%t0.0074% per meter. The dashed line is the slope used

. . ) 3
slope rgquwed to. shift the flnal result. for.Féé(s). by 10° ..The for the systematic estimate, 0.074% per meter. The dotted line is
arrows in the ratio plot indicate the fiducial region used in the the slope required to shift the final result for ®de) by 103

a* o~ analysis. :

data sets considered in this experim¢sge Fig. 92 The VIl FITTING PROCEDURES

3 plot shows agreement even upstream of the mask. We used two distinct fitting techniques in the analysis of
In all but the 37° case, they? values are within about .- data sets. The first, refered to as the “constrained"” fit
one-standard-deviation fluctuation. In the neutral mode plotsy 55 used to determine the values of parameters which char-

both 27° and 3r°, the excess in the® tends to come from  acterize the shape of the regenerator beaistribution:

the upstream region right at the rolloff in acceptance, Wher%m, 7s, ¢._, andA¢. The vacuum beam data in each 10
the z distribution is the most sensitive to residual problemsgey//c bin, corrected for acceptance in a single, lazgain,
with the photon energy scale. This is particularly true for theyyas ysed to determine the incident flux. The second, “un-
3m° case, where 52 units of? come from the four bins in  ¢onstrained” fit, was used for fitting Re(/<). For the mea-
the range 116—-120 m. surement of Re{'/¢), it is the total number of decays in

The 77 data samples shown range in size from 150 00Qsach heam, rather than their shape, that matters. Effectively,
to 350 000 events, and the Monte Carlo samples from aboyhe incident kaon flux cancels when the ratio of the two

4% 10° to 8x 10° events. TheKz sample shown has about peams is taken in each 10 Gehomentum bin.
1x10° g,-vents in both the data and Monte Carlo samples. \ye now describe in detail how the prediction for either
The 37° sample has about>61C° data events and%10°  the number of events in pz bin in the regenerator beam or
Monte Carlo events. o for the vacuum to regenerator beam ratio ip hin is deter-

In spite of the different characteristics of the decaymined.
modes, the Monte Carlo simulation reproduces the data, not
only for the z distributions, but also for many of the other
distributions. We now take the accepted and generated
distributions from the Monte Carlo simulation and use these A fit compares the observed number of events in bins of
to extract values for Re(/e) and other parameters of the reconstructed kaon momentymand decay positioa in the
neutral kaon system. We turn to the description of the techvacuum and regenerator beams to the number expected,
nigues used to determine these parameters. given a set of decay parameters. Suppose that for hin

A. Functional and general fit procedure
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FIG. 87. Thez distribution for vacuum beamr* 7~ decays in FIG. 88. Thez distribution for vacuum beam° decays after
Y

the data and Monte Carlo simulation after all other cuts. The samplell other cuts from the data and simulation subsets with no lead
shown is a portion of the NC subset. Top: thdistribution for the  sheet. Top: the distribution for the two event samples, with the
two event samples, with the simulation statistics normalized to th&imulation statistics normalized to the data statistics. Bottom: the
data statistics. The arrows indicate the fiduaiaeégion used in the ratio of data events to simulated events in each 0.5 m bin. The solid
analysis. Bottom: the ratio of data events to simulated events ifine is the best fit slope of 0.024%0.028% per meter.
each 0.5 m bin. The solid line is the best fit slope of
0.025%*+0.022% per meter. 1. General fitting procedures

a. Binning In all fits, the momentum bins were 10
with the momentum rangp; to p;+Ap andz rangez; to  GeV/c wide. For fits depending upon the shape of the decay
z;+Az, we observed;; events in one of the beams. The distribution in a beam, we subdivided it into severate-

number of eventsl;; is given by gions; otherwise, a single bin was used.
o +Ap 2t Az In th_e fits, we used the rate in one beam either to cqnstrain
d”:J' dpf dzf dp’ F(p')f dz' thg incident kaon flux in the other. beam or to predict the
pi z ratio of the rates in the two beams in egzhbin. Were the
. ., . incident kaon flux in the two beams identical, the decay rates
Xs(p,z;p",2") a(p’,2') r(p",2"). (74 in the vacuum and regenerator beams would be independent
of the regenerator up or down position.
In this expression, the primed quantitips andz’ represent We now analyze the effect of slightly differing intensities

the true momentum and the true decay position. The functiofor the two beams. Let the flux in the top beam be greater
F(p') is the flux ofK _ entering the decay volume with mo- than that in the bottom beanh,>1,. The trigger rate is
mentump’. The detector acceptance and response functiongominated by(non-r7) kaon decays in the vacuum beam,
are given bya(p’,z') ands(p,z;p’,z"), respectively. The and so it would be higher with the regenerator in the lower
functiona(p’,z’) is the probability that a kaon of momen- beam position, leading to a difference in the live tinigs
tum p’ decaying a’ reconstructs in the final sample, inde- andL4 for the up and down regenerator positions. The dif-
pendent of whaip and z are reconstructed. The function ferent intensities will lead to configuration-dependent acci-
s(p,z;p’,z") incorporates all of the resolution and misrecon-dental rates in the detector and hence a difference in the
struction effects, giving the probability that a kaon with mo- efficiency of reconstructingr# decays for the two configu-
mentum in the range’ to p’+8p’ and decaying in the rations. Let the fractional loss of events due to accidental
range fromz' to z' + 6z’ reconstructs in the ranges from activity be (1-e,) when the regenerator is up, and
to p+ 8p andz to z+ 6z (1—&4) when the regenerator is down.

All of the physics of the decay process is incorporated in  Finally, the relative number of decays collected in the two
Eqg. (74) via the decay rate function(p’,z"). Each of these configurations depends on the fraction of tirfig that the
functions are discussed in detail after we treat the generakgenerator spends in the lower beam. The incident kaon flux
fitting procedure. in the top beam was about 8% higher than that in the bottom
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FIG. 89. Thez distribution for vacuum beam® decays after FIG. 90. Thez distribution for regenerator beam® 7~ decays

all other cuts from the data and simulation subsets with the leadfter all other cuts for the data and Monte Carlo simulation. Top:
sheet. Top: the distribution for the two event samples, with the the z distribution for the two event samples, with the simulation
simulation statistics normalized to the data statistics. The arrowstatistics normalized to the data statistics. Bottom: the ratio of data
mark the region around the HDRA excluded from the fits. Bottom:events to simulated events in each 0.5 m bin. The solid line at one
the ratio of data events to simulated events in each 0.5 m bin. This for reference only.
solid line is the best fit slope of 0.018%0.021% per meter.

b. Unconstrained fittingThe unconstrained fit was used

beam, andfy differed from 50% by of order 1%, varying to extract Re¢'/e). The data were binned in momentum

over the data sets. only and the functional was used to predict the ratio
Let n, (n,) be the probability for a kaon entering the =N, /(N;+N,), in each momentum bin. The? in this fit

decay region to decay and be reconstructed in a gjyen is then given by

bin in the vacuum(regeneratgr beam. Then the number )

of events we would collect for the regenerator sample in the Ep —q ) 77

top (bottom) beam would be N!=f,L,e,ln, (NP =

=fy4lqeqlpn;), while for the vacuum beam we would have

N! =fqLgeqln, (N°=f L e lpn,). The arithmetic mean of wheren,, is the number of momentum bing; is the ob-

the data samples from the top and bottom beams gives ~ Served ratio, andy;/ is the predicted ratio, containing the
acceptance corrections to the decay rates in the two beams.

N + NS (falgegl + fulyeul )y The erroro; appearing in Eq(77) is
NE+N?_(fuLu8u|t+fd|—d8d|b)nr. 79 qi’(l—qi’)
ot N, o 78
In general, this differs from the “true” ratim, /n, that we i o
need to obtain.
where the first term is the binomial error on the predicted
The factors depending on the different intensities of the Satio and the second term is the error from the acceptance

Wi m ncel in th m :
two beams cancel in the geometric mean: correction.

12 c. Constrained fitting Here, the entire vacuum beam
(Nng) _ (dedelt)lli(fuLusulb)i/;nv _ &. (76) sample was_used to predict the flgx of kaons incident on the
(N;ND)Y2 - (fuLusul )Y 2(falaggl ) 2, Ny regenerator in each momentum bin by constraining the shape
of the vacuum beam momentum spectrum. In the uncon-
We therefore combined the information from the two beamsstrained fit, the regenerator beam was normalized to the
using the geometric mean. vacuum beam in each individual momentum bin, which es-
We used the programiNuIT to perform y? minimiza-  sentially allowed the kaon flux to float independently from
tions. momentum bin to momentum bin. The constrained technique
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o FIG. 92. Vacuum beanz distributions in the data and Monte
FIG. 91. Thez distribution for regenerator beamn? decays  carlo simulation for ther* 7™, 27°, Kqs, and 37° kaon decay

after all other cuts for the data and simulation with the lead-sheef,odes. The two 2° subsets with and without the lead sheet are
and no-lead-sheet subsets combined. Topzttlistribution for the  shown separately. The? for the z overlay is listed for each distri-
two event samples, with the simulation statistics normalized to thgyytion. All other cuts have been applied. For the®3overlay, 52
data statisticsBottom:the ratio of data events to simulated events ypjts of y2 come from the foue bins at 116—120 m, where the data

in each 0.5 m bin. The solid line at one is for reference only.  5re most sensitive to an energy scale mismatch. The arrows shown

for the 27° lead-sheet subset indicate thaegion excluded from
has the advantage of enhancing the sensitivity to the kaothe analysis.
parametersrg, Am, ¢, _, andA¢. On the other hand, it
depends on knowing the kaon energy spectrum well.

If the spectrum in the Monte Carlo simulation describes
the data perfectly, then the normalization would be
simple—we would simply fit for a scale facterto make the
number of vacuum beam decays in the data and Monte Carlq,,
simulation match. However, there are small discrepancie
between the kaon spectra in the data and Monte G&iln
57) vacuum samples. We therefore include two additional
parameterg, , B, for a correctionc(p;B1,8,) to the Monte
Carlo spectrum. IfFyc(p) is the kaon spectrum in the
Monte Carlo simulation, then the normalization factoifor
theith momentum bin is given by

Np (N,,i—niDQ’:Cs_U_)2

iZEZL (1+ni)Nvi

(80)

2 —
X constraint_

is the total number of vacuum beam events in itie
ﬁwomentum bin in the data sample, whi'° is the total
|number of kaon decays, whether accepted or not, in the
Monte Carlo sample. Here,, is the average vacuum beam

acceptance for that momentum bin. Theterm in the de-
nominator arises from the combination of statistical errors
from Dy and’s, .

The functional for this type of fits was the expected num-

fg:”pdp FMC(P)fide r,(p,2) c(p;By.Bs) ber of accepted kaon deca)N;,,ij , in apz bin of the regen-

n=a 5 ED - , erator beam. For theth momentum bin andgth z bin, we
Jo ~7dp Fuc(p)f;dz 1,(p,2) have
(79
niDb’i'C
wherer ,(p,z) is the vacuum beam decay rate andand Nrij: d, Pr;- (82)

z4 are the upstream and downstream limits of the decay vol- !
ume used for the normalization. We use both quadratic ang| . . . . .
piecewise linear correction functions. erep,, is Fhe probability for thispz bin .of acceptmg_a
There are two separate contributions to the tgfain this ~ kaon decay in the regenerator beam, dpdis the probabil-
type of fit. The first one is the implementation of the vacuumity of a kaon decaying in the vacuum beam in this momen-
beam constraint as a “soft” constraint through the term  tum bin. The fraction on the right-hand side is simply the
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0.012 c. Kaon absorption in the absorber and regeneratbhe
final modification to the shape of the regenerator spectrum is
due to the small energy dependence of the kaon-nucleus total
cross section and, hence, of the kaon absorption in the
shadow absorber and regenerator. The average transmission
has been accurately measured by comparing the vacuum and
regenerator beam samples in the®3and 7" 7~ #° modes.
The measurements were made using kaons in the momentum
range from 40 GeW to 150 GeV¢, and yielded
(6.33+0.03)% for the 3r° mode and (6.43 0.06)% for the
PR S T IO I W T N a7~ #° mode. Combining these, we get average kaon
2y 60 80 100 120 140 160 transmission of (6.350.03)%, but we need to incorporate

Kaon Momentum (GeV/c)

the energy dependence.

FIG. 93. Monte Carlo prediction for the momentum spectrum of 1€ kaon-nucleon total cross sections are fairly well un-
kaons incident az=z,, in the vacuum beam. derstood55] and predictions are in good agreement with the
measured energy dependence of the cross sections. The larg-
aeLSt uncertainty in the calculation of the cross section is in the
Size of the correction due to inelastic screening. The uncer-
tainty in the correction is estimated at 30% of itself.

Because of the small piece of lead at the end of the re-
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T T

0.008

0.006
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0.004

0.002

T T T T T T T

[
>

number of kaons incident on the regenerator beam. The tot
x? for a constrained fit is then

np n (N, —N’ )2 generator, we also need to know the total cross section for
X=X it D 2 i (82)  kaon-lead scattering. This cross section is well measured and
constraint’ . P ’ ’ — \2" . .. .
i=1j=1 Nri_+(Nri_08—r /8rij) predictions are again in good agreement with the measure-
: b ments[55].
To implement the energy dependence of the absorption,
2. Kaon flux F(p) the shape of the total cross section for carligiven by a

In both types of fits, the final results were quite insensitiveGlauber-Franco modelvas scaled to boron-carbite and be-

to the exact shape of the kaon flux used in the functionafYllium using the measured average cross sections. Because
approximating Eq(74). What was more important was the of the uncertainty in the inelastic screening correction, we
difference in thek, flux between the vacuum and regenera_introducge a corregtion pa_lrametﬁrfor. each of the fits_i.e.,
beam flux shape from the vacuum shape because of kadHgh energy is roughly quadratic, and the correction is pa-
interactions with the additional material in the regeneratofametrized as a quadratic with the same minimum, having
beam. The flux shape modifications due to kaon interaction!® form u(p—56)~ [1]. The lead cross sectiofand its

in the common absorber were implicitly accommodated byshape again from a Glauber-Franco modslused without
the direct measurement of the vacuum beafr~ spec- modification. The fits yield a small correctidop to 1.5%)
trum. The modifications to the regenerator beam spectrurff the kaon-carbon cross section-62.8+ 1.1 mbarn at 156
arose from three distinct effects, primag— K, regenera- GeVlc, to maintain the measured average cross section.
tion in the shadow absorber, elastic scattering in the shadow N summary, the kaon flux in the regenerator beam rela-
absorber, and the energy dependence of the kaon absorptie to the vacuum beam is given by
in the shadow absorber and regenerator.

~ The spectrum of kaons predicted by our final Monte Carlo F.(p)=tF,(p)c(p), (83
simulation to enter the decay volume in the vacuum beam is
shown in Fig. 93. The corrections to the spectrum were small . . . .
perturbations on this shape. with the bulk of the difference incorporated in the average

both ways, and the primari<—K, regeneration slightly factor for momentum-dependent effects, of order 0.4% at our
modified the shape of the fin&l, spectrum incident on the 2average kaon energy.
regenerator. This effect was easily calculated; the relative
shape change included was at most a few tenths of a percent. B. Decay rates
b. Kaon scattering in the absorberSome kaons which All of the k hvsics | hich - ted |
elastically scattered in the shadow absorber remained in the b d(? q € haogdp ysIcS In whic Wed are in efresr? IS
beam and this effect is momentum dependent. The fractiofioodied in the ecay rates, (p,z) an rr(p',z) or the
was as large as 3% at the highest momentum and was readjf§rcuum beam and regenera’For t_)eam, respectively. For a pure
included in the functional. While not affecting the extraction <L P€am. the 2r decay rate is given by
of Re(e’/¢), it was important to include this effect so as to dN
obtain the proper regeneration power law. . r,(p,z)= d—(vjz: | 74— (00|26~ F Zed/¥ETL - (84)
Because of a small misalignment of the collimators, it was p
possible for a kaon to scatter, survive collimation, and miss
the regenerator. The fraction of such incident kaons was avhereypB=p/mc?. TheK, amplitude has been normalized
most 0.3% and was also included in the functional. to one atz=z.4, the downstream end of the regenerator.
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The 27 decay rate in the regenerator beam depends on

the regeneration amplitude(p). For a pure incomind<,
the regenerator beam decay rate is

dN
r(p,z)= do (er:|p(p)|2e*(zfz,eg)/y,8ws

+] 7. _op| 2 # Hegl VB

+2|p(pP)|| 7+ — (00| cO§AM(Z— 2,69/ yBC+ ¢,

— ¢4 —(o0)] € (F Fed VBT (85
The quantityr,, is defined by
1 1/1 1
—=3| =+, (86)
Tay 2\Tg T

and¢,=arg(p). Recall thatp/ 5| is of order 15, and so the

K decay term dominates the total decay rate.

We use the thick regeneration approximation, ignoring ™
higher-order regeneration effects, such as the secondary re-
generation ofKg back toK,, and the only normalization

L. K. GIBBONS et al. 55

f(0)— f(0)
k

f(0)— f(0) p [GeVic]\®
:‘ K (70)( 0
(90

This dependence results from the difference in scattering be-
ing dominated by the exchange of thetrajectory(see, for
example[34]).

To measureAm and ¢, _, it is clear from Eq.(85) that
we need to know the regeneration phasg There are two
contributions to this phase,= w/2+ ¢4+ ¢;_7. The geo-
metric phase¢s=ardg(L)] can be trivially calculated,
which leaves the phase contribution from the forward scat-
tering amplitude ¢ _t=ard{[ f(0)— f (0)]/k}. Fortunately,
the dispersion relations which result from requiring analytic
behavior of the forward scattering amplitudes determine this
phase. For a power-law dependence as in(&0), the phase
is related to the power-law slope via

i T=—5(2+a). (1)

term in the regenerator beam relative to the vacuum beam is To calculate the regeneration amplitude, we need to take

the kaon attenuation. This approximation giveskhgegen-
eration amplitude at the end of the regenerator as

f(0)— (0 «
por=imveen O B, @

with

 Nud

n A (88)

into account the compound structure of the regenerator. The
regenerator consists of four separate blocks of boron-carbide
of length Lg,c=19.00 cm separated by vacuum gaps of
lengthL,=3.75 cm each. At the end of the regenerator is a
piece of lead which id py=1.25 cm thick. IfPB4C is the
regeneration amplitude for one of the boron-carbide blocks
and ppy, is that for the lead piece, then the total regeneration
at the end of the regenerator is

Prowa= pp,d € 2(tBct b Ast @ Ale,ctlo)As
4"

The parameters in the above expressions are defined as

follows: n, density of scattering sitedl,, Avogadro’s num-
ber;d, density of the regenerator material; atomic number

of the regenerator materig(0), f (0), K® andK?®, forward
scattering amplitude at 70 Ged//k, kaon wave number;
a, slope of momentum power-law dependence; a(d),
geometric factor dependent on the lengttof the regenera-
tor.

The functiong(L) is a complex geometric factor originat-
ing in the kaon propagation through the regenerator. It is

given by

1—exd —L(1/2rg—1Am)/yBc]
(1/27¢—1Am) ' (89)

g(L)=

+e (Lctboisy 1]e Lrtst oy, ) (92

with

(93

In each of our standard fits, the power-law dependence
ap,c and scattering amplitude difference at 70 GeV/

[(f(0)— f (0)/K)|o, for boron-carbide are parameters of the
fit. The scattering phase for the boron-carbide is obtained
from the analyticity relatiofEqg. (91)]. For the parameters of
lead we use the values obtained in a previous experiment

In both the fitting program and Monte Carlo simulation, [46]. The values of the regeneration parameters used in the
we actually use the full propagation treatment of the kaorits are summarized in Table XVI. For typical values of the
amplitude through the regeneraf@]. [We have also used poron-carbide parameters, the lead piece accounts for 3.3%
the thick regenerator approximation in fitting, and for of the regeneration amplitude at 70 GeV/

Ree'/e), it gives identical results within 2107°.] How-

These are the basic concepts that we implement in calcu-

ever, the important issues are more transparent in a disCUgtting the decay rates. There are two issues that complicate

sion using the thick regenerator formulation.

the fitting procedure beyond what we have discussed. The

In Eq. (87), we have explicitly incorporated the expected first complication involves the assumption made above that
power-law momentum dependence of the difference of thehe beams arriving at the decay volume are frebeams.

K andK?® forward scattering amplitudes:

The second involves the modification of the decay rate to
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TABLE XVI. Regeneration parameters for the boron-carbide and lead in the regenerator used in the fits.
For the boron-carbide, values of regeneration parameters which float in the fitting are presented.

Atomic Density (f —T)/k Power-law Phase
Material weight (g/em®) (mbarnp slope (deg
B,C 55.26 2,52 5791 —0.604 -125.8
Pb 207.19 11.35 9.710.14 —0.654+0.018' —122.2¢1.¢

@Always extracted as a parameter in the fits. This is a typical value.

bAlways obtained via analyticity from the current valuea>§4¢ in the fits. This is a typical value.

“Value obtained using the data[i6], with a correction for the change i, _ . The error includes the error
quoted in[46] added in quadrature with the contribution from the uncertaintyy of .

dFrom [46]. Although the analyticity of lead is only good to a few degrees, the lead is only a small
contribution here.

accommodate the material in the HDRA. The former affectan the previous discussion is still correct. For theegion
all fits, while the latter affects only neutral mode data down-downstream of the HDRA, however, tlie; and K, ampli-

stream of the HDRA. tudes have to be modified to include regeneration and attenu-
ation in the HDRA.
1. Primary Kg corrections The components of the HDRAsee Table Il} are very

The absolute primarks coecton wassmallan easy to 1 70 0V & ea of e ffect of e FORA materin on
account for, as the largest fractional correction was onl)} P ’ 9 9 '

10™4 at which we had the fewest data: the far upstream Re(s’/s_) would shift b_y _.4><10_4' Since the physical
region and high kaon momentum. The fraction of the totaIprOpert"':'S of the matenall In t.he HDRA are known at the
number events in the momentum ranges from 40 G&y/ percent level, the uncertainty in Re(z) from the HDRA

160 GeVt, and thez range from 110 m to 137 m was material is negligible. L
; The other measurements affected most in principle are the
corrected as a function of momentum andThe total cor-

rection in the charged sample in this range 4.62% mass difference and phase measurements, which depend on

(+0.0013%) for the vacuurfregeneratdrbeam sample. Al- the shape of the downstream decay distribution. For the typi-

most half of the vacuum correction comes from the 160Cal kaon momentum of 70 Ge¥//theK s amplitude contrib-

. . uted from regeneration in the HDRA is under 2% of the
GeVic momentum bin alone. For the samandp range in K g amplitude from the regenerator propagated to the HDRA
the neutral sample, the correction-90.14% (+0.0035%). s amp g propag '

The size of the correction is under 0.002% for both beams il’:]]ne :ggg g]; ttr? ee nﬂgstértigles :ﬁ %ﬁge;g[;:?z ;rzri;noevtvir?’v;rlwgntg@kﬁ

the neutral sample downstream of 137 m. : o ;
Good checks are done when fitting fam and 7s. We tgr;gltethe uncertainty from the HDRA regeneration is negli
o .

have found that fits using this correction technique in th
Monte Carlo test samples yield the proper valued of and _
7¢ to within 10% of the statistical precisions that we can C. Acceptance corrections

obtain in this experiment. Fits to Re(/¢) are even less  The last ingredient needed for our prediction functional is
sensitive to this correction, with the level of discrepancy wellthe acceptance. The physical parametdidm, 7,

below 10°°, when the values foAm, 75, and theK®-K®  (f—)/k for B,C, etc], used in the Monte Carlo simulation,
dilution factor are varied over ranges commensurate Withyere very close to the parameters derived in the final fit. The

their uncertainties. average acceptance over a certain range in momentum and
o z is defined as the ratio of eventsconstructedn this range
2. Regeneration in the HDRA to the number of actual decays in this range. In the terms of

In all of our fits involving the neutral mode, the data cameEd. (74), the acceptance (), in the vacuum(regenerator
from az region extending beyond the HDRA. For any por- beam for thepz bin starting at momentunp; and decay
tion of az bin upstream of the HDRA, the decay rate given positionz; is

P Pdpr it Yzl dp’ Fy(p)fdZ s(p.zip’,2) a(p’,2') 1y (p',2")
fg:+Apdp' Fu(r)(p')f§:+Ade' rory(P',2") '

(94

vy~
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In the 20 Ged//and 40 GeW bins, the

theythe two beams.

As before, if the integration variables are unprimed

refer to reconstructed quantities, and if primed, to true quanregenerator beam acceptances from the Monte Carlo simula-

tities.

tion have been overlaid with the acceptances predicted by

The acceptances are shown for the two charged modeeighting the vacuum acceptance calculated in 1 Gédifis

beams in Fig. 94 and the two neutral mode bednuslead

with the shape of the regenerator beam decay rate across the

sheel in Fig. 95. The bin sizes are 1 Ga&Vin momentum momentum bin; the agreement is excellent.

and 1 m(3 m) in z in the chargedneutra) figure. On ap and
z scale of 1 GeW by 0.5 m, the vacuum and regenerator

D. Prediction functional

beam acceptances are nearly identical. Even at 20 GeV/

where both the acceptance and decay distributions change We have discussed all of the ingredients entering the pre-
most rapidly as a function gf andz, the decay distribution diction functional we used in our fits. We finish this section

is locally flat enough that the effect of smearing in and out ofby mentioning a few additional small factors.

the bin is very similar in both beams.

thez integral for

For z bins which begin upstream af,g,

The similarity of the vacuum and regenerator beam accepthe regenerator beam in the charged mode begins at

tances is demonstrated in Fig. 96, where the average accep=zqg.

tances as a function afin four different 10 GeW\¢ momen-

In the neutral mode, there is a small probability for

all four of the photons to pass through the lead piece at the

tum bins are shown. The regenerator and vacuum beamnd of the regenerator without converting. The Monte Carlo

simulation begins all decays at the downstream edge of the

acceptances are noticeably different in the 20 Gelib-

regenerator and we correct for this in the fit. The convolution

identical above 60 Ge¥/ These differences arise becauseof this survival probability withKg regeneration is easily

mentum bin, slightly different at 40 Ge¥/ and virtually

calculated. The resulting rate corresponds to an effective in-

bin is much larger in the regenerator beam than in thecrease in the decay volume of 1.8 mm; that is, the integral

the change in the decay rate across a 10 GaWémentum

regenerator begins at

the
Z,q—0.0018 for the neutral mode. The only fit using a

vacuum beam at the lowest momenta. Since the acceptant® a z bin containing

also varies quite rapidly across the lowest two momentunz

bins, the acceptanaeeightedby the decay rate is differentin z region upstream of the regenerator is the fit fodRe),
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FIG. 95. Acceptance as a function of momen-
tum andz for K—7%7° decays with the lead
sheet removed. The acceptance for the vacuum

(regeneratgrbeam is the togbottom plot. The

Momentum (GeV/c)

upstream acceptance in the vacuum beam is lim-

ited by the mask anti. The regenerator is located

at 123.5 m.
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the momentum range 40-160

A. Fitting for Re (&’

In the fits for Reg

and the correction in this case shifts the final result by

ARe(s'/e)=—0.8x10"%.

),

!

performing unconstrained fits with

y determined the power-law behavior in the
Il cases argf(0)— f(0)]/k at 70 GeV¢ (which we call

subsets,
ge'le) fixed at zero. The three parameters for which we fit

We initiall

{Fdividual
R

, and are sensitive to the val,

in al
f{.}f|7o), the regeneration slope, and the cross section cor-

To avoid biases, we acceptance-correct

momentum largely because the decay rate and acceptan
vary fairly rapidly across the momentum range from 20 to 30,

GeVic in the regenerator beam

ues ofAm and 7g.
the predicted decay rates on a scale insensitive to the

used in the fit. Acceptances are calculated in 1 @ditis in

jectionu. One fit was to the entire charged sample one to the
entire neutral sample, and to the two individual neutral sub-

sets. For the char

parameters. No difference was found between fits using
GeV/c and 0.5 GeW bins for the acceptance correction.

theange used was 110—

ged mode fits,
437 m, and for the neutral fits, the range was 110-152 m.

r

Finally, because of the step introduced by photon conve
sions in the lead sheet in the middle of the decay volume
two subsets were treated independently: For garhin we

Since Re¢'/e) is fixed at zero in these fits, a nonzero
alue for Re€¢’/e) would forcep away from its true value,

d shiftAf|,o. Sincee’

th

obtained a prediction in each of the two subsets indepen

shifts . _ and g in opposite

, we would see a shift inf|,, in the charged and
tral fits. On the other hand

is)

dently, and each subset added an independent contribution

the total y2.

directions

the measured pawsinould

dot be biased. Only one regenerator was used so the same

This ends the discussion of all of the details used in ouf'€Y

fits to the 27 data samples. We now move on to discuss th

results of the fits themselves.

power « should be measured in all subsets.

The results of these fits are summarized in Table XVII

for each fit is excellent, as is the

2
agreement in the powers. From the figure, it is clear that

and in Fig. 97. They

IX. RESULTS OF THE FITS

Re(e'/e) is small. The fractional deviations from a common
surement for which this experiment was designed, and fopower(a simultaneous fit to the-* 7~ and 27° datg show

This section gives the final results for Ré(e), the mea-

no obvious bias vs momentum.

Am, 75, A¢p, and o, _.
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We fit the charged and neutral data simultaneously to exaverages. Fofe|, we used the Particle Data Group average
tract Reg'/e) with common regeneration and absorptionof |7, | [30]. Also CPT symmetry is implicit in our use of
parameters. The result is the natural phase[9,3] for the phase of e,
¢.=tan [2Am/(I's—T'|)]. The phase ofe’ is derived
from the 7 phase shift analysis of Och&6].

with a x2 of 26 for 32 degrees of freedom. The remaining AS @ final check, we relax the power-law assumption for
parameters are listed in Table XVII. The® contours for the momentum dependence [df(0)— f (0)]/k, and fit for
Re(e'/e) versus each of the three other parameters are weRe(e'/¢) and the regeneration amplitude in each momentum
behaved as shown in Fig. 98. bin. Ref’/e) as a function of momentum is shown in Fig.
The values of the fixed parameters, their precision, an®9. The average from these fits is only O<1B0™* larger
influence on Ref'/¢) in the fit are listed in Table XVIII. It than the “standard” fit.
is clear that Ref'/¢) is quite insensitive to these param-  Measuring Re{'/e) by taking the momentum bin aver-
eters. We used values afm and 75 obtained from our data age has the advantage of being insensitive to the energy de-
(see Sec. IXB comparable in precision to current world pendence of the absorption cross section. In tests of the fit-

Re(e'/e)=[7.4+5.2(stah] X 10 4, (95

TABLE XVII. Results of the unconstrained fits used to determineeR&() which is fixed at 0 in the first
four fits to the charged and neutral subsets so that the regeneration parameters from these sets may be
compared. The cross section correction is quoted in terms of the correction to the carbon cross section at 156

GeVle.
Re(a'/s) Af|70 AU’T

Fit (X104 (mbarp a (mbarp X2Npe
I 0? 5.786-0.008 —0.605-0.007 —3.1+x1.4 8.9/9
27°(Pb Sheet 0? 5.799+0.009 —0.598-0.010 —2.4+2.8 8.2/9
27°(No Pb Sheét 0? 5.801+0.011 —-0.609-0.011 —1.8+3.2 6.2/9
27°(Combined 0? 5.800+0.007 —0.603-0.007 -2.1+2.1 16.8/21
Simultaneousrt 7~ and 2x° 7.4+5.2 5.791-0.005 —0.604-0.005 —-2.8+1.1 25.8/32

8Fixed at this value for this fit.
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FIG. 98. Contours of equat? in the fit for Reg'/e). The

FIG. 97. Regeneration amplitude versus kaon momentam. contours  are plotted in steps of 1/2 standard deviations.
The average amplitude in each momentum bin fortier~ (open (@ [f(0)— f(0)]/klzocevc Versus Ref'/e). (b) a versus
circles and 27° (open squaresdata. The solid line is the best fit Re(e'/e). (c) Kaon-carbon total cross-section correction parameter
power to ther* 7~ data. The best fit power for ther® data is just (&t 156 GeW¢) versus Re¢'/e).
visible as a dashed line above theé 7~ power. (b),(c) The frac-
tional deviation of the average amplitude in each momentum bi
from the simultaneous fit to the™ 7~ and 27° data. The line is the
average deviation.

Nower-intensity NC subset presented in Ré6] by scaling
the high-intensity result by the ratio of intensities. This scal-
ing implies we should have a correction in the NC subset of

ting procedure, the observed sensitivity to the energy” 0-06%, consistent with[36], where a correction of
dependence of the absorption cross section was an order of0-04%+0.07% was found. When the high- and low-
magnitude smaller for the bin average than for the power laWintensity accidental corrections are applied, the final result
fit. For this result, the power law constraint does not increasér Re(e'/e) shifts by ARe(s'/e)=+2.5x 10" *. This cor-

the statistical sensitivity; we report the value using the powerection has already been made in the fits presented in the
law for consistency with the remaining fits that rely more previous section.

heavily on the power law to obtain the regeneration phase.

1. ReE'/€) and accidental biases 2. Summary of Reg'/e) fit results

While the double-beam technique leads to a cancellation The value extracted for Re(/«) from our entire data

- 12 _ 74 - .
of accidental effects to first order, there are second-ordef@MPIe is Ref'/e)=(7.4£5.2)X107". This is the result
rom the power-law fit, and it includes the very small correc-

effects that could potentially bias the result. The determina*. _ - :

tion of such effects, using random triggers overlaid on Montdions for both accidental biases and for photons which do not

Carlo w decays, is detailed in the next section. Here weConvert within the regenerator.

present the results. We have also refit the data subset used to obtain our pre-
In the charged mode sample, the highest-intensity subs#fously published valug21] of Re(s'/e)=(—4+14+6)

was NC subset. Here the change in the vacuum to regener¥-10~*. There were many improvements in analysis, Monte

tor ratio was —0.04%:+0.07%, consistent with zero. We Carlo simulation, and fitting technique since that publication.

therefore made no correction in the charged sample. The systematic error for that result was dominated by uncer-
In the highest-intensity neutral samples, accidentals ddainty in the energy scale, and as Figs. 21 and 26 demon-

introduce a shift in the relative vacuum and regenerator bearstrate, our understanding has improved substantially. The

acceptances. The correction 4s0.17%(—0.15%)+0.06%  new central value for this subsetis2.4x 10~ #; the shift is

for the high intensity subsets witfwithout) the lead sheet. well within the systematic uncertainty, and indicates the ro-

We can compare this result to the accidental study in théustness of the technique.
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TABLE XVIII. Variation of the extracted value for Re(/¢) with the values of physical constants in the
fit. The units assumed for each of the constants is given in square brackets in the first column. Here
ARe(e'/e) is the change in Re(/¢) for an increase in the constant by one standard deviation. The
correction to Ref'/¢) as a function of the physical constants is presented in the last column.

10*X ARe(e'/g) 10*XRe(s'/¢)

Parameter Value Error 1o variation dependence

Am [10'% s™1] 0.5286 0.0028 +0.41 Am—0.528
2( 0.5286 j

75 [10710 5] 0.8929 0.0016 —-0.26 76— 0.892
7( 0.8929 j

7 [1078 g 5.17 0.004 +0.05 7 —5.1

58( 5.17 7)

le|[1073] 2.279 0.022 —-0.11 le|—2.27
_11'4( 2.279 j
&, 43.4° 0.2° -0.15 —0.75(¢p, — 43.4°)
b, 47° 6° -0.11 —0.018(p, — 47°)

This ends the discussion of the fit for Ré(e). The sys- From Monte Carlo studies, we have found that systematic
tematic evaluation is treated after we give the results of thdiases in the measurement &fm and 75 are exacerbated
constrained fits for the other kaon parameters. when trying to use the region including the regenerator

edge. Thus we use only tlzeregion in the regenerator beam
B. Am and 7 fits downstream of 124.5 nil25 nm) in the charged(neutra)
mode fits.

In fitting for Am and 5, we extract values for the
charged and neutral mode data separately.

The fits assumed no dire@P violation: Reg'/g)=0.
We also assume@PT symmetry by using the natural phase
tan {[2Am/(I's—T'|)] for the phase ot. For |s|, we use

The z bin sizes used for these fits were chosen to be
commensurate with the resolution of the individual mode.
For w77~ decays, thez resolution varied from 10 cm
(downstream to 25 cm (upstrean, and so thez bin sizes
used in the fits were at least 1 m. For the neutral mode, the

the same value as in the Re(s) fits (see Table XV”." resolution was closer to 1 m, and so thbins used in the fit
ThenAm, 75, Af|;o, anda are the parameters to be fit. In were at least 2 m

addition, there are three vacuum beam constraint parameters For increased sensitivity, the charged mode fits began at

and the cross-section correction paramé@ec. VIII A1). 2t0 GeVEt. This has systematic ramifications because the mo-
The charged sample and two neutral samples have separaté

constraint parameters to allow for flux variations from set to"€ntum dependence of { f)/k may begin to deviate from
set. a pure power law—increasing the uncertainty in the associ-

ated regeneration phase—and the decay rate, acceptance, and
incident kaon flux all vary rapidly in the 20-30 GaV/
range. This latter problem is most severe at the downstream
end of thewr* 7~ decay volume, and for this reason, the
- ] range was restricted to 135 m in the charged mode fits. In
spite of these limitations, the overall sensitivity was en-
hanced by using lower-momentum events.
- + } ‘ - The lower limit of the momentum range used in the neu-
tral mode is limited by thdet trigger threshold, and so the
fits again used 40—160 Ged//Even so, the extendetkange
L : available in the 2° mode resulted in the2° sample yield-
ing the best statistical precision.
A summary of the results for the two modes with different
s . binnings is shown in Table XIX. FoAm in the charged
mode, we average the values for the two binnings, giving
wr 7] Am=(0.5311+0.0044)x 10'% s~ 1. For 74 in the charged
e iES— mode, we findrs=(0.8952+ 0.0015)x 10" 1° s. The results
40 60 SOKaon M;[';"enmm ((‘;"V) 140 160 from neutral fits wih 2 m and 3 m binnings were close,
and we take tb 3 m results, this binning being better
FIG. 99. Momentum dependence of Réfe). The values of Matched to th 1 m resolution. The two neutral subsets give
Re(e'/e) in each momentum bifdoty have been determined inde- consistent results. The combined average valuesAfior
pendently, with no regeneration power-law constraint. The line isand 7 are thenAm= (0.5286+0.0025)< 10'% s~ ! and 75
the weighted average of the points. =(0.8929 0.0011)x 10 1° s with statistical error only. Be-

|'III Illr—lfll'1IllII\ T 1 7 T

—
-
Lo

e
——
-
Y
|

e (x10'3)
=]
I
d




55 CP AND CPT SYMMETRY TESTS FROM THE TWO-PION ... 6695

TABLE XIX. Summary of fits forAm and rg for both thew* 7~ and 2r° modes. Numbers in paren-
theses are the statistical errors to the least significant figure.

z bll’] Am Ts Af |70

Sample size (181 s (10709 (mbarp a X2/Npg
o 1m 0.5302(44)  0.8952(15)  5.774(9) —0.590(3) 157/160
ata 2m 0.5319(45)  0.8953(15)  5.773(9) —0.590(3) 92/90
279, 2m 0.5277(30)  0.8911(16)  5.804(11) —0.602(7) 335/302
279, 3m 0.5274(30)  0.8912(17)  5.802(11) —0.603(7) 221/203
279, 3m 0.5289(39)  0.8904(22)  5.803(15) —0.604(10) 118/99
270 oy 3m 0.5251(47)  0.8920(25)  5.803(17) —0.601(11) 100/99

fore the charged and neutral mode results can be compared The values ofrg and Am are insensitive to most of the
directly, however, the systematic contributions must be defixed parameters in the fit. The one exception is the phase of

termined. ¢, _; for 7g, this variation is—0.09%/deg, and foAm, it
The absorption correction parameters obtained in thesg +0.59%/deg.
fits were consistent with those in the Ré(&‘) fits. As for F|X|ng Ts and the regeneration, absorption, and flux pa-

the shape corrections to the Monte Carlo vacuum flux, th@ameters at the values from one of the above fits, one can

neutral mode needed no correction while charged data presyiract theaveragevalue of the cosine term in E@85) in

ferred the flux at the extremes of the momentum range to b@achpz bin. Similarly, by fixing Am one can extract the

severe}l percent Iower_than in th.e center, consistent with OVeré\verage value of th&s decay term. We have done this in

lays given In ghe previous sec'_uon. : both the neutral and charge data @sinm by 10GeV/c bins.
Elliptical x© contours showing correlations between the

most important parameters of the fit are given in Fig. 100 forThe results(choosing kaon momenta under 90 Geyare

. plotted against the average proper time for that bin in Figs.
charged and Fig. 101 for neutral modes. 102 (charged modeand 103 (neutral modg The proper
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EAC AL L B obtaining A ¢=—1.6°+1.0°. The dependence ahm and
12 | @ 75 IS given by

75X 10" s — 0.8929

A¢p=—1.6+|190°

- 0.8929
¥, 4, AMX1071% ! s — 0528 o6
g f 0.5286 ®9

The results of the fit for¢p, = with Am as an additional

i y parameter are also summarized in Table XX. The value of
12 E Am=(0.5257-0.0049)xX 10'% s~ ! obtained in this fit is

: . consistent with the earlier results.

In both fits, Reg'/¢) is consistent with the result of the
unconstrained fit, but since these fits begin downstream of
the regenerator, there would be large systematics coming
from resolution smearing.

The x? contours ofA¢ and ¢, _ versus several of the
other parameters are graphed in Figs. 104 and 105, respec-
tively.

K Decay Term
5

1. Analyticity check

Analyticity, Eq. (91), has been checked before using re-
T T generators of different materia[82,56. Of course ¢, _
0 1 2 3 4 5 6 7 8 must be taken from elsewhere. The measured regeneration
Proper Time (x10™%) phases agreed with the analyticity prediction, E§1),
within errors of order 1°—-2° from the measurment of the
FIG. 102. The interference ariis decay curves measured for power-law slopex.
w7~ decays with momentum under 90 GeV(a) The interfer- We extract the regeneration phage 7 directly using a
ence versus the proper time 1 m by 10GeVic bins. (b) TheKs  technique similar to that used in extractidgn and 75. The
decay term versus proper time. Both measured at the center of therggeneration phase becomes an independent parameter of the
m by 10 GeV¢ bin. TheAm and 7¢ results from the grand fit to the fit, with Am and s fixed, and we fit ther™ 7+~ and 2+° data
m " data are shown as the curves. simultaneously. The fit results using our own value fon
or the world averageAm are summarized in Table XXI.
time 7=0 corresponds to the downstream face of the regentsing our ownAm, the uncertainty imfAm corresponds to an
erator. additional uncertainty ing;_3 of 0.71°. Using the world
average, the uncertainty lkm corresponds to an uncertainty
C. Extracting the phases in ¢;_7 of 0.61°. Adding these in quadrature with the sta-
tistical uncertainties oa and ¢;_7, the predicted and mea-
sured phases agree to within an uncertainty of 0.9°. With
ém floating, the phases agree within 1.3°.
The regenerator used in Rdb6] was carbon, and we

The fitting methods used to extrasty and ¢, _ are in
essence identical to those used to exteaot and 7. We
need to measure the intercept of the interference curve

proper time 7=0. The value of the intercept foir™ 7~ : : o

(27°) decays is cosk,— b _ 0y The regeneration phase expect it gnd boron-garblde to ha\_/e similar power laws. The
- o o

¢, cancels when comparing the two modes. To isolate:n:"(~:’er]er"’ltlon phase in that experiment wa$24.7°+1.7°,

. _ . however, we must use analyticity to obtain the regen-m good agreement with the values shown in Table XXI.
eration phase.
In extracting the phases, we make no assumptions regard- D. Summary of the fit results
ing either CPT or CP symmetry—Re¢'/¢), A¢, and The results of the physics measurements of interest, with
d)Jr, all float. Thez and momentum ranges are the same a%tatisticeu errors On|y' are given below:
those used in thAm and 7 fits. In the fit forA ¢, Am, and
Tg are fixed to the average values reported in Sec. IXB. Ree'/e)=(7.4+5.2)x 104
Since we assumed thap,_ had its natural value of N '
tan 1(2Am/[T's—TI',]) in obtainingAm and 75, we then
should not use thosAm and rg values to obtaing, _ be- Am, _=(0.5311-0.0044 X 10'% s I,
cause of the inherent bias in the assumptio€ &T. We set
75 to the world average of 0.892210 1° s [30] and float
Am in the ¢, _ fits. 7s, =(0.8952£0.0015 X 1010 s,
We extracted\ ¢ using different bin sizes. The results are
summarized in Table XX. The fits usingehl m and 2 m
bins again show a small shift, and we again average them, Amgo=(0.5274-0.0030 X 10'%% s~ %,
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FIG. 103. The interference anlg decay
curves measured for? decays with momentum
under 90 GeM. (a) The interference versus the
proper time n 1 m by 10GeV/c bins. (b) The
Ks decay term versus proper time. Both mea-
sured at the center of¢hl m by 10GeV/c bin.
The Am and 7g results from the grand fit to the
«* 7~ data are shown as the curves.

X. SYSTEMATICS

There are five major issues which affect this measurement

of Re(e'/¢): the neutral mode energy reconstruction, detec-
tor acceptance, the treatment of the HDRA material, acciden-
tal biases, and assumptions in the fitting procedure. The un-
certainty in the energy reconstruction dominates. After
The next section presents the systematic uncertaintiepresenting some general consistency checks we then treat
each of the five issues.

TABLE XX. Results of the fits forA ¢ and¢, . Numbers in parentheses are the statistical errors to the

least significant figure.

Re(e'/¢) Aflg Power Am
Fit A b, (1074 (mbarp a (10*% s7Y)
Ao —1.7°+1.0° 44.1%0.9* 3.2+6.7 5.787(7) —0.592(3) 0.5288
(1 m bing
Ao —1.4°+1.0° 43.8%+0.9* 4.7+6.7 5.785(7) —0.592(3) 0.5288
(2 m bing
¢ —1.7°+£1.0° 42.2%*+1.3° 8.8:6.7 5.781(9) —0.592(3) 0.5257(49)

&Correlated with assumed values &fn and 75 (see text

PHeld constant in this fit.
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FIG. 104. Contours of equaf? in the fit for A ¢ in 1/2 standard
deviation intervals. (a) Power-law slope @ versus A¢. (b)
Re(e'/e) versusA ¢. (c) Af|;oversusA ¢. (d) ¢, versusA ¢. The
contours are from the fits ugina 2 mz binning for the 7 7~
decays.

FIG. 105. Contours of equal? in the fit for ¢, _ in 1/2 stan-
dard deviation intervals(a) Am versus¢,_. (b) A¢ versus
¢, _. (c) Re(e'/e) versus¢, . (d) Power-law slopex versus
b, _. (e) Af|;oversuse, _ .

was found to be (2.2t0.49)x 10 “. The observed shift of
A. Consistency checks —2.48<10 4 is then consistent with expectations.
If we limit the momentum range to 150 Ge¥/Ave reduce

hT:e dvarrlixtllr?nn zgffF\)refnlg)tWhin krln?irtna;lc lgutt)s arﬁ ithe size of the primarKg correction (Sec. VIII B) from
changed o € erent data sets are Nit Should be CoNSIS- 4 5oy, (—0.07%) in the charge¢heutra) vacuum beam

tent with the expected statistical fluctuation; significant de-to —0.33% (~0.04%). The corresponding shift in the result
partures could point to unresolved problems in the backig ¢onsistent with arising from the small loss of statistics.
ground subtraction, photon energy reconstruction, eic.  \yg have also restricted the neutrafange to match that
Over 1000 different fits have been performed, checkingyf the charged mode; this has several small systematic ad-
for any inconsistency in the fitting routine, between data subyantages. For example, the dependence o:Re{ on the
sets, between different fiducial regions, between differeni |ifetime (see Table XVII) virtually disappears, and there
analysis cuts, and with various defects embedded into thg more cancellation of the primaiys corrections between
Monte Carlo simulation. The most important checks are prege two decay modes. In the neutral mode, the momentum

sented here. _ _ _distributions in the two beams match even more closely than
The results of the more important studies are summanzeg{,ith our standard 2° z cut so that the mass distributions

in Table XXII, grouped into two categories. The first Com- aich aimost exactly. In turn, Re(/e) becomes less sensi-
prises studies changing characteristics of the fit fOkjye 1o the mass cut when there are residual nonlinearities in
Re(e'/e). The second consists of studies changing kinematig;,o photon energy. Finally, this range is upstream of the

or event quality cuts. The latter were computationally inten-ypRa and the photon conversion probability now cancels in
sive, as they require a reanalysis of the final data, signghe neytral ratio.

Monte Carlo and b;':lckgroun_d Monte Carlo event samples, \ye yse the larger decay volume, however, because these
totaling over 3.6 10" events in the neutral sample alone. g4 systematic advantages are heavily outweighed by the
doubling of the vacuum beam statistics. Furthermore, the
“crossover” background from inelastic kaon scattering in
We have changed the binning for ther2data, using 3 m the regenerator beam is reduced by a factor of 2 relative to
in z rather than 42 m. The events upstream of the regenerattine vacuum signal.
position can no longer be used; this statistical loss, combined When we restrict the size of the neutral decay volume, the
with different weighting of the events, can lead to a sizableshift in Re'/¢) is +0.42x 10~ 4, within the expected range
shift in the result. This was estimated with ten differentfrom the change in statistics. This result is B0~ * higher
Monte Carlo samples the same size as the data statistics;than our preliminary result for Re(/¢) presented in 1991

1. Varying the fitting technique and fiducial cuts
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TABLE XXI. The measured regeneration phase and corresponding analyticity predictions in simultaneous
fits to thew " 7~ and 27 data. Numbers in parentheses are the statistical errors to the least significant figure.

Am d’pred d’f*fi

(10%% s~ 1) a (analyticity) (measurejl bt- T bpred
0.5286 —0.5922(25) —126.70°+0.23° —125.92°+0.45° 0.78%¢0.51°
0.535F —0.5912(24) —126.79°+0.23° —127.56°+0.45° —0.77°+0.51°
0.5275(47) —0.5925(26)  —126.68°+0.23°  —125.6° +1.3° 1.1°+1.3°
Fixed.

[57] with the same fiducial regions. That shift is dominateddominated by regeneratdt decays, this beam tail is sup-

by the increase in Monte Carlo statistics for determining theyressed by a factor df/7|? (i.e., by 100—20p There is no

acceptance. The statistical uncertainty in the older, smallegch suppression of this tail in the vacuum beam; the Monte

Monte Carlo sample corresponded to a one-standard-gylg simulation mimics this small effect well.

deviation uncertainty of 1810 “ in Re(e'/e). With the looser ring-number cut, we probe the region
The final check involved a change in the fitting procedure,ynere the regenerator and vacuum beam shapes deviate.

by relaxing the assumption of analyticity to obtain the regenince the Monte Carlo simulation reproduces this deviation,

eration phase. Instead, the regeneration phase was set to {jg do not expect to observe any significant bias. We observe

previously measured phase for carlieae Sec. IXC)IL The 4 change in Re('/¢) of 0.46x 10~%, consistent with statis-

shift of —0.22x 10 4, was expected, given the dependenceyjcs.

of Re(e'/¢) on the phas¢Table XVIIl). If we turn now to studies with different2® mass cuts,

we do not expect as clean a situation because of the residual

nonlinearities which shift 2° mass distributions of data
The stability of Re¢’/e) under changes in the back- relative to the Monte Carlo simulation. Since we collect the

ground subtraction is discussed here. Some of the differencédss andK decays simultaneously, the resolutions for the two

between the data and Monte Carlo simulation are also relsamples are very close, as shown in Fig. 107. However, the

evant. vacuum beam 2° mass is somewhat wider than the regen-
For the first study, we have relaxed the ring-number cuerator beam; this is from the contribution of the lower-energy

from 112 to 128. This increases the noncoherent kaon backaons in the vacuum beam downstream of the HDRA.

2. Trial analysis cuts

ground (see Fig. 4% by 12.6%(13.3% in the vacuum(re- With our standard mass cut of (4984) MeV/c?, the
generator beam, while the signal increases by only 1.2%number of signal events is small at the cut position. If we
(1.3%. tighten the cut to (49818) MeV/c?, the signal size in-

There are other important issues related to this cut. As thereases by an order of magnitude at the cut boundary. The
plots of the background subtracted ring-number distributiongxpected bias due to72 mass shift and tighter mass cut is
in Fig. 106 show, the regenerator beam is overall marginallyf the order of+0.8x 10 4. When we reanalyze with this
wider than the vacuum beam because of kaons scattering tighter mass cut, we observe a shift f1.28< 10 4. The
the shadow absorber. In the bottom beam, the broadening ehange in statistics allows a fluctuation of 0:3P0 * so that
the vacuum beyond the regenerator beam at high ring nunthe observed shift is consistent with expectations.
ber is due to kaons which scatter in the common absorber. When we broaden the mass cut, we increase the back-
This is the tail of kaons that can miss the regenerator when ground, particularly in the vacuum beafsee Figs. 51 and
is in the lower beam—the “sneak-by” kaons discussed in52). For example, with a mass cut of (4888) MeV/c? in
the Sec. VIII. Since the regenerator bearmr samples are Fig. 107, the 2-° vacuum event total increases by 200 while

TABLE XXII. Shifts in Re(¢'/¢) for changes in the fitting technique and for changes in the fiducial cuts.
For the studies involving the change of a cut, the “allowed” shifts are the one-standard-deviation shifts
expected from the change in statistics alone. For a change in methodology, the shift was predicted using
Monte Carlo studies. The shift observed with the mass cut is discussed in the text.

ARe(e'/e) “Allowed”

Analysis change or fit modification X104 shift
Bin 27° data in 3 mx 10 GeVt pzbins —2.48 2.21
Reduce momentum range to 40—150 GeV/ +0.21 0.27
Reduce neutrat range to 110-137 m +0.42 2.65
Relax analyticity assumption -0.22 —
Loosen ring cut from 112 to 128 +0.46 0.47
Tighten mass cut from:24 MeV/c? to + 18 MeV/c? +1.28 0.32
Loosen mass cut front 24 MeV/c? to +28 MeV/c? -0.30 0.19

Loosen charged mode cuts —-0.25 1.01
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105 . . residual nonlinearity are more than adequate to account for
T v ] this shift.

1 As a final check of the sensitivity of Re(/¢) to the
410* analysis cuts, we made the track quality cuts &g cut
. significantly looser. The cut on the tragk was increased
from 30 to 100. This quantit{Fig. 27 has as-ray tail in the
data but we expect this to cancel in the single charged ratio.
q10° Cuts on the segment matching at the madgRég. 28 and
] the distance of closest approaéhg. 29 were loosened by a
; : o factor of 2. TheE/p cut was relaxed from 0.80 to 0.84,
L ana b byoyl Lo |L',. bt increasing the semileptonic background in the beam by

e Noee 0 gt 25%. The new backgrounds levels were determined using the
procedure described in Sec. V B.

The change in statistics with these relaxed cuts was 8% in
each beam, dominated by the relaxation of gfecut. A
one-standard-deviation statistical fluctuation would be
1.01x 10" * and we observe 0.2510 “.
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CollectingKg andK, decays simultaneously from nearly
identical beams results in a cancellation of many of the ef-
ECH fects of the detector. This section examines two studies

|J~ | © E lJN | @ 15 where the benefits of simultaneously collectikg and K
T T —— e 20 300 decays to a particular final state are very apparent. The re-
Ring Number Ring Number sults of the fits used in these studies are summarized in Table

XXIII.
FIG. 106. Regenerator beam and vacuum beam ring-number

distributions in the top and bottom beams for the background-
subtracted 2° data sample and the coherent Monte Carlo sample.
In all plots, the histogram shows the distribution for the regenerator In the first of these studies, we introduced a 10% ineffi-
beam(left scalé and the dots show the distribution for the vacuum ciency into the Monte Carlo response of two of the B hodo-
beam. The solid arrow indicates the cut for the standard analysiscope counters which form a vertical stripe near the center of
while the dashed arrow indicates the looser cut used in the systenthe beam, and four drift chamber wires were assigned zero
atic study.(a) Data, top beam(b) Data, bottom beam(c) Monte  efficiency. Because of the differeatdistributions, the illu-
Carlo simulation, top beamd) Monte Carlo simulation, bottom minations of the doctored counters and wires by decays from
beam. the vacuum and regenerator beams are not identical. How-
ever, when we use the doctored Monte Carlo simulation for
the 37° and beam interaction backgrounds increase by 180Ghe acceptance corrections, Ré&e) is shifted by only
The allowed statistical fluctuations are dominated by the new-1.5x 10~ 4.
background events, though there is a small contribution from This situation is certainly artificial. The counter efficien-
the signal statistics. A statistical fluctuation of 0480 *is  cies were determined with muons and the wire efficiencies
expected where we observed—£0.30x 10 * shift. The er-  with the K3 sample at the subpercent level. Such efficiency
rors assigned for either the background subtraction or thenismatches are also obvious, as shown in Fig. 108.
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erator beam mass distributions for the totat®2
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Coherent Monte Carlo simulation. The full
Monte Carlo sample is plotted, but it has been
scaled to the same total area is the data. For both

103 the data and Monte Carlo simulation, the histo-
gram is the regenerator beam distributideft-
hand scalg and the dots show the vacuum beam
distribution (right-hand. The innermost and out-

102 ermost pair of arrows indicate the mass cuts used
in two of the systematic studies. The dashed pair
of arrows show the standard mass cut.
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TABLE XXIII. Shifts in Re(e'/¢) for studies demonstrating the stability of Ré(e) due to the simul-
taneous collection oKg andK, decays.

ARe(e'/g) “Allowed”

Study (X104 shift
Introduce 90% efficiency into tw8 bank trigger counters, —1.50 —
and 0% efficiency into four drift chamber wires,
in the 7"~ Monte Carlo simulation
Loosen maximum photon energy cut inr2 analysis +2.00 1.16
from 60 GeV to 90 GeV
Loosen maximum photon energy cut inr2 analysis +0.10 0.27

from 90 GeV to 120 GeV

The next study probes the one issue which was not fullyis what affects the experiment, and would not have been flat
resolved—loss of high-energy clusters in the Monte Carlchad we not collected thiKs andK, decays simultaneously.
simulation that is not observed in the data. This problem is Since we accept only events where the data and Monte
discussed previously in Sec. VIID 1. The disagreement i<arlo simulation agree, we are not significantly affected by
limited mainly to the 24 blocks surrounding the beam pipesthis problem. To gauge the effect, we have relaxed the cut on
though there is a hint of the problem in the next ring ofthe maximum cluster energy from 60 GeV to 90 GeV and
blocks. The pipe blocks were the blocks most seriously af120 GeV, where the mismatch is much more severe. The
fected by radiation damage in the high-intensity runs. change in the data sample siadout 7%, as seen in Fig. 77

There is an apparent time dependence in the maximurallows fluctuations in Re('/¢) at the level of 1.X10 *.
cluster-energy distributions for then? subsets with and The observed shift is just 1.7 standard deviations for the
without the lead sheet, as shown in Fig. @9 The lead case of a 90 GeV cut on the maximum cluster energy, but in
sheet data were collected in the earlier high-intensity runsthe direction expected if the problem were a result of a high-
Most of the data collection for the subset without the leadenergy cluster acceptance problésince the distribution in
sheet occurred in the later lower-intensity runs after a longluster energy is slightly different for the two sampleas
shutdown during which the calorimeter underwent a longshown in Table XXIII.
cure. After the results of E731 were published, the source of the

However, each beam is affected identically. The ratios otluster-energy mismatch problem was discovered in the
the data to Monte Carlo simulation in the maximum cluster-course of the analysis of Fermilab experiment ET38].
energy distributions for the entire data set are similar for therhe effect was due to accidental energy deposited in the
two beamgFig. 109b)], and the bias as a function of energy calorimeter. A cut based on the amount and fraction of en-
disappears in the ratio of rati¢ig. 109c)]. The latter ratio  ergy outside the 8 3 nominal cluster size was used. This cut
(called the “cluster fusion cut"—see Table)Xvas applied
to both the data and Monte Carlo samples. Data events were
lost due to accidental energy near to a clusteamf energy
and also occasionally due to fluctuationsigh energy clus-
ters. However, Monte Carlo events were lost only by the
latter mechanism, since for the E731 acceptance determina-
tion these did not have accidental events overlaid. Thus a
mismatch in the energy spectrum was introduced. The higher
the intensity of the data subset, the greater the mismatch is as
seen in Fig. 10&). Even so, no significant bias was intro-
duced.
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2. Time dependence: Individual subsets

08 We now turn to a useful property of our technique which

L \ L allows us to check both time and intensity dependences.
04 0 04 08 08 04 0 04 03 Since the same regenerator is used throughout the experi-
X Track Projection rack Projection ment, we should measure a consistent regeneration ampli-

FIG. 108. Ratio of the data and Monte Carlo track illumination {Ud€ in each data subset of each decay mode. -
at the lead glass when a 10% inefficiency is introduced into the 1h€ Subsets span a range of configurations. Intensities
response of two of the B hodoscope counters in the Monte Carlo/@ry by a factor of 3 between subsesee Table IV, the lead
The two counters form a vertical stripe in the hodoscope bank. Théheet is only present in somen2 subsets, and radiation
data and Monte Carlo simulation are from thé =~ subset C4(a) ~ damage in the array varies substantially. Note that the aver-
Regenerator beam ratih) Vacuum beam ratio. Additional struc- age nonlinearities measured in the pipe blocks in different
ture in the plots is due to the left-right™ =~ trigger requirement  Subsets vary up to 40%. In spite of these very different con-
coupled with the inefficiency. ditions, the regeneration amplitudes measured in each subset
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agree well, as shown in Fig. 110, within each decay mode.idly in either beam so that the smearing of events upstream
Systematic studies of the time dependence give confiand downstream of the cut tends to cancel.
dence in the stability of the result. In most tests, the observed We have introduced additional smearing in the recon-
shifts in Reg'/e) are consistent with expected statistical structed photon energy to study possible resolution system-
fluctuations. In the cases where there may be shifts beyongtics. The 2r° z distribution in Fig. 111 with 2% additional
statistics, a regime affected by known problems was pursmearing shows a glaring mismatch between the data and the
posely entered, and the shifts are compatible with the exstandard Monte Carlo simulation. However, refitting for
pected behavior. Re(e'/e) using the smeared data and standard acceptance
corrections yields a shift of only 1:610 #. By studying this
C. Neutral energy reconstruction distribution, we limit the resolution mismatch to 0.5% which

L iel i . 4,
The photon energy reconstruction in ther2decay has yields a shift of 03610

o For the constrained fits, the choice to begin the fiducial
severa! pot(_ent|al biases. For example, the lead glass energgnge inz downstream of the regenerat@ec. IX B gives a
resolution yields & resolution of about 1 m, and a resolution

) ) . relative insensitivity to resolution effects. A 0.5% smearin
mismatch between the data and Monte Carlo simulatio y 0 9

. ; . “V'gives a 0.000410'% s ! uncertainty in Am and
could bias the acceptance. We investigate the systematic 0003% 10~ 1% to 7 in the 27° data. and less than 0.01° in
fects from both linear and nonlinear biases in the energy,’ s ' '

)/
reconstruction. A¢.

1. Resolution 2. Energy scale and nonlinearity

We would be most sensitive to the resolution if we began A large effort has gone into the refinement of calibration
our z fiducial region just upstream of the regenerator whereand simulation of the lead glass calorimeter. This is because
events smearing upstream are not compensated by onesbias in the photon energy scale moves events past both the
smearing downstream. For both our previous refllf and  energy andz fiducial boundaries. The electron response in
this result, the upstreara cut completely contained the K. decays and the photon responserifiz~ 7° decays are
(smearef regenerator edge. At the downstream end of themimicked well by the Monte Carlo simulatiofsee Sec.
fiducial z region, the event distribution does not change rapVIl D 1); nevertheless shifts in the reconstructeei®2mass
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59 59 TABLE XXIV. Shift in Re(g'/¢e) induced by some of the sys-
L (a) (") i tematic biases introduced into the photon energy reconstruction pro-
cedure. The resolution bias was discussed in the previous section.
58 - - — 585
E 1 3 |ARe(e'/€)|
E 5 SRRy \‘lﬁ\ S | L R Reconstruction bias (X104
§ ! T I jasd /?//// )T/ : % 0.5% energy smearing 0.36
- s b 1 1 50 0.03% average energy scale change 0.93
(AE=3X10 “E)
Quadratic energy scale change 1.57
57 . L L L L 1 L L L L L L 57 (AE:qEZ)
Nt N2 N3 N4 NCa NCb Cl c2 C3 C4 NCa NCb .
00 . “Pedestal” shift (20 MeV per cluster 0.46
n R Subset ' Subset

FIG. 110. The regeneration amplitude measured in individual
data subsets. Ther® measurements are plotted {n) and the When we introduced nonlinear biases into the photon re-
"~ measurements itb). The one-standard-deviation bands from construction, we indeed found that taeedge matching did
the fits to the entire 2° or 7* 7~ sample described in Sec. IXA not completely compensate. To study pedestal shifts, we uni-
have been plotted as well. The highe@owest) intensity data for  formly shifted the energy of every cluster by 20 MeV, which
each mode is plotted with solitbper) symbols. In part(@, the  resulted in a shift in Re('/¢) of 0.46x 10" *. We have mea-
subsets witifwithout) the lead sheet are indicated by solid triangles g|;red pedestal shifts using data with no minimum readout
(solid symbol$. Small accidental correctiorisee Secs. IXA 1 and threshold, and determined them irr8data with a threshold
X H) have been made. by a study of the invariant mass vs cluster energy. The ped-
estals measured with these two techniques agreed well, giv-
(see Table VII} imply residual nonlinearities in the recon- ing confidence in the pedestals measured using the de-
structed photon energy. This section evaluates the sensitivilyays in data sets with a readout threshold. Typical pedestal
to the energy scale. shifts were of the order of 40-50 MeV per cluster, and these
Results from some of the studies related to the photorould be determined to 10 MeV or better. Corrections for the
energy scale are summarized in Table XXIV. Most followedshifts are applied in the standard analysis.
the same procedure. A bias was introduced into the recon- To estimate the effect of remaining nonlinearities, we in-
struction of photons in the data, while that in the Montetroduced a quadratic correction to the cluster energy,
Carlo simulation was unmodified. The regenerator edge ifE— (1+gE)E. The value ofg was chosen to shift the mean
the biased data was rematched to the regenerator edge in the° mass in the data to match the Monte Carlo simulation.
Monte Carlo simulation(see Sec. VID as a function of  Typical values ofy were 0.000 35slightly higher for events
kaon energy, giving a new energy scale correction. The dat@ith pipe block clusters
ere then analyzed a second time with both the bias and the After reanalyzing the data with the quadratic biases ap-
new compensating scale correction. We finally fit the reanaplied, Reg'/¢) shifted by —1.57x 10" 4. While the mean
lyzed data to determine the effect on Réfg). mass is correct, the shape is distorted with large asymmetries
When an average energy scale bias of 0.03% was intraappearing. We believe that a distortion as severe as the qua-
duced, we did not rematch the edge since this would fullydratic bias applied is not favored by the data. However, we
compensate for this bias. The 0.03% scale change resulted ike the full shift as an estimate of the residual bias in the
a shift of 0.93<10™*. However, the most troublesome ef- energy reconstruction.
fects come from nonlinear biases in the reconstruction. Combining the nonlinear bias with the bias from smear-
ing, we have a total systematic contribution from photon
energy reconstruction of 1.6&110™“. This is the largest sys-

e B tematic contribution to Re('/¢).
28000 £ - 1154/ 70 7 Data, smeared 2% The cluster-energy reconstruction uncertainties also domi-
24000 |- " Monte Carlo nate the systematic uncertainty in the other measurements
E 20000 E which use the 2° sample. We have contributions of
3 g 0.0012<10 % s in 75, 0.0014x10'% s ! in Am, and
g 16000 F 0.52° inA¢.
& 12000 B
8000 D. Acceptance
w00 £ .
R ——n L 1. Acceptance biases and R&(€)
1o us 1200 125 130 I35 140 145130 As discussed in Sec. VI, the acceptance is largely gov-

Distance from Target (m)

erned by a few limiting apertures. The active mask and the
FIG. 111. Thez location of 27° decays in the regenerator beam collar anticounter were the most important since there was a
for the data and the Monte Carlo simulation after the photon enersignificant rate at their boundaries. The lead glass, trigger
gies in the data were smeared by an additional 2%. Only the subséounters(T and V), and other outer edges had low enough
with the lead sheet is shown here. illuminations to make Re('/¢) insensitive to their precise
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TABLE XXV. Change in the single ratios and in R€( ) when the size of a limiting aperture is changed
in the Monte Carlo simulatiom Ry andAR, _ are the changes in the vacuum to regenerator beam ratios in
the charged and neutral mode samples. In each case, the sizes of the aperturgsaindipevere simulta-
neously changed by 7@m in order to maximize the effect.

ARy AR, _ |ARe(e'/€)|
Aperture adjustment (percent (percent (X104
Change mask size by 70m —-0.013 —-0.014 0.02
Change HDRA size by 7@m —0.002 Negligible 0.03
Change CA size by 7@m —0.021 Negligible 0.35

sizes and locations. For example, if one decreases the raditeys, detector resolutions, etc., all have relevance to the ac-

of the vacuum window by 1 mm, the single ratios change byceptance.

less than 0.001%. The same is true if the lead glass edge To estimate the systematic error from the acceptance, we

were smaller by 1 mm. turn to the high-statistics vacuum sampIeSKQf—>37-r° and
Most important is the average effective size of an aperturé_.— 7mev which we use to limit an acceptance bias as a

rather than its exact placement. To keep the systematic uunction of z, to which the Re¢’'/e) measurement is most

certainty in Reg&’/e) from the acceptance correction within Sensitive. As with thers decay modes¢Sec. V), we have

the 1074 level requires knowing the average effective size ofchecked the track and cluster aperture iIIuminations, tra}ck

the apertures at the level of 2Q0n or better. The effective and _cluster separations, etc., in t_he Monte Carlo simulation

size of the apertures was determined directly with electron&elative to the data, with no surprises.

from K.z decays(Sec. VII C 3 to compensate for counter For the charged mode,_ we have spot checked thecep- .

thickness, small dead regions, etc. Our systematic estimal nce withK e supsets, W'th. results similar to that_sh_own In

on the position of each edge was ffh, and so the average Ig. 85. As we discussed in Sec. VI, we have limited the

o i -
aperture size is measured at the gt level, well under the bllas n a;cr:]cept?nc?tfhor (tjhei ;)T . mo?ce b%’ ddetermmtljnl\g/l the
limit we wished to achieve. Size changes due to thermaf:oﬁe n elra_l 10 OW e f|s n utrllqnslort € ar;[a an onte
expansion are well within this systematic estimate. arlo simulation. We refer to this slope as the “acceptance

The value of Ref’/z) is less sensitive to an aperture bias” for the remainder of this discussion. In the charged

offset since the loss on one side is largely compensated mede’ we usgd a fractic;n Of thee st.atis_tic_s to limit the_
the gain on the other. However, if the aperture is too |arge3/cceptance bias to 0.03% per meter; this induces a shift of

—4 ’
(smal) in the Monte Carlo simulation, we over estimatm- 0.65<10 " in Re(e'/¢). ) )
der estimatethe acceptance. The longer neutral decay region and mean separation be-

There is an uncertainty in projecting tracks back to thef€€nKsandK, decays makes the neutral mode much more

aperture due to chamber misalignment. In addition, there iSENSitive to & bias. To limit the acceptance bias we have

0
uncertainty in the chamber positions relative to the productSed the full sample of 87 decays. The lower average pho-

tion target and calorimeter. The latter is at the 10.@0 tOn energy for 3r° decays means a greater illumination at
level (see Sec. IY. Since we track the relative locations of the detector edges than forr2. Also six photons probe the
two chambers to 1@m, the systematic uncertainty in the photon identification in the lead glass better than four _pho—
track projection is 62m at the mask, 3Bm at the HDRA, tons. Thus the use of therd ;ample should be conservative.
and 15:m at the collar anti. These uncertainties, as well as We find an acceptance bias of less than 0.007% per meter

those from thermal expansion of the vacuum pipe stands, al€19- 89- [The uncertainty introduced by the lead sheet is
within an uncertainty of approximately Zon. evaluated later(Sec. X B.] This shifts Re¢’/e) by

—4
We have estimated the effects of the aperture sizes antt00% 10, :
positions by noting the event gain or loss when the aperture COMPining the charged and neutral mode values, we have

. — 4
edges in the Monte Carlo simulation are adjusted. Tabl& total acceptance uncertainty on R&f) of 1.19<10"".

XXV outlines the effect on Re{'/¢) for the most important
of these studies. We note that Réfe) is insensitive, for
example, to the size of the mask, which affects only the Because the acceptance bias is strictly limited by the
vacuum beam, but has similar effects arf 7~ and 27°  3#° sample, the uncertainty in the constrained fit results
acceptances. In the end, the result was most sensitive to thehich use the 2° sample is small. For the neutrAim mea-
size of the collar anti, where a simultaneous decrdase surement, there is a 0.0081.0'%s ™! contribution and, for
increasg of both thex andy sizes by 7@m induced a shift the neutralrs measurement, 0.008210° 1° s. These include

2. Acceptance biases and the constrained fit results

of order 0.3< 10 * in Re(e'/s). uncertainties from accidental effedtsee Sec. X W The ef-
Regarding aperture positions, the largest change occurrddct onA ¢ is negligible.

when the mask was shifted in neutral moder Bol mm Because the acceptance was not as crucial fog Rej in

shift, however, the bias was only 1.0~ . A shift of this  the charged mode as it was in the neutral mode, we did not

size would have been clearly observafdee Fig. 62 push as hard on limiting the acceptance bias as was possible

Apertures do not solely determine the acceptance. Energyith the K¢3; sample. One unfortunate side effect of this is a
thresholds, the minimal separation of two tracks or two clusdarge contribution to the systematic uncertainty in the results
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TABLE XXVI. Contribution to the systematic uncertainty in Ré(e) from backgrounds.

Uncertainty
Background source ata 270
Incoherent regeneratioiin regenerator 0.18<10°4 0.84x 104
Semileptonic decays 0.x310°4 —
370 Decays and beam interactions — 06004
Total 0.29<10°* 1.03x10°*

from the constrained fits using the™ 7~ sample. For the This structure was put into the Monte Carlo simulation; we

Am and g measurements in the* 7~ sample, we have then compared the size of the acceptance step(see, for

systematic contributions of 0.00890'% s ! and example, the lead sheet® plot in Fig. 89 in both top and

0.0020< 10 °s. These include contributions from the shift- bottom vacuum beams in7& decays. This gives a direct

ing of the results as thebin size was varied. Similar studies measurement of the six-photon transmission probability, and

for A¢ and¢ . _ give 0.35° for the systematic error on each. we found it to be underestimated in the bottom beam by
1.1%=+0.2% (corresponding to roughly 1am). The Monte

3. Regenerator anticounters Carlo simulation was adjusted accordingly.

One acceptance detail which affects only the measure- The accuracy of the six-photon conversion probabilit.y
ment of Re¢'/¢) is the location of the last regenerator an- corresponds to an accuracy on the four-photon conversion

ticounter relative to the regenerator. The anticounter IntrOprObablllty of 0.16% for each beam. We take this value for

i 0
duces a small asymmetry between thé7~ and 27° decay thg a\qerageu.r;certfa;.mty_ fotrhthteh% K S&:mﬂﬁ to r?norv_lt?]r re—l
modes sincert 7~ decays upstream dfnd inside of the sidual nonuniformities in the thickest of the sheet. 1he value

' : H —4 H
anticounter are vetoed. The uncertainty in the number of de(—)f Re(s'/#) varies accordingly by 0.9610 . The varia-

cays vetoed by this anticounter depends on its position rel tlo??hm b?clggrotunds a.nd.cohderer)t r(tageneratlon are included,
tive to the regenerator. From direct measurements, we kno ut the photon transmission dominates.

this distance to about 1.2 mm. This geometrical uncertaint)( tThe blélk. oft:]he_ltemzln\|/ng ma:erla}l Q/r\:a's ttr;? t mm scintil-
corresponds to a systematic error of OBE * in ator used In the 1 an counters, their thicknesses were

Re(s'/s). known to 25um. We used the equivalent of 50m of scin-
tillator uncertainty to cover the remaining membrarisse
. Table 1l); Re(e'/e) changes by 0.4610 %, again domi-
E. HDRA and regenerator lead piece nated by uncertainty in photon transmission.
The thickness of the materials in the HDRA and the re- Regarding background, the errors quoted in Sec. VIE 2
generation amplitudes are not perfectly known. To accoun€orrespond to an uncertainty in Ré(e) of 0.23x107*
for systematic uncertainty, the background level, acceptanc&om the diffractive statistical uncertainty and 0:420"*

etc., are modified simultaneously for a given change in mafrom the inelastic background.
terial thickness or regeneration amplitude. Combining all of the errors associated with the HDRA,

we have a total uncertainty in R€(e) of 1.22x10 4, one
1. Contribution of the HDRA to the systematic uncertainty of the larger sources in this measurement.

on ReE'/g)
The regeneration amplitudes from lead and carbon have 2. Effect of the HDRA on the constrained fit results
been measured at the 1.4% ley46,47,49. The regenera- In the constrained fits, the vacuum beam was used to pre-

tion amplitudes for oxygen and nitrogen were scaled frondict the number of kaons incident on the regenerator; this
that of carbon(also scaled to the modern value fgr._)  depends mostly on the acceptance and background level for
using the measured dependencg49] of the regeneration the vacuum beam, and on absorption in the shadow absorber
amplitude. When the regeneration amplitude for I¢edr- and regenerator; the uncertainties in the vacuum beam from
bon) was varied within the uncertainty given above, the shiftthe HDRA have negligible effect.
in Re(e'/e) observed was 0.3110 4 (0.15<10 %); these In the regenerator beam, the dominant uncertainty comes
are dominated by the change in the diffractive background.from the HDRA inelastic background. This is a small frac-
Chemical analysis shows the sheet to have beetion of the regenerator beams® sample, and even with the
99.9793% pure, with bismuth as the dominant impurg].  40% uncertainty(see Sec. VIER it plays a minor role in
When we varied the lead regeneration parameters, the cothe Reg'/e) measurement. The constrained fits, however,
tribution to the regenerator beam rate from the lead in thelepend on the shape of the decay distribution and hence on
regenerator was treated simultaneously; however, its effe¢he relative numbers of events upstream and downstream of
was less than 02410 4. the HDRA. The HDRA inelastic background is about 0.2%
Uncertainty in the thickness of the material in the HDRA (0.9%9 of the downstream events in ther2 sample without
was most important. The lead sheet had an average thicknegsith) the lead sheet. The uncertainty in this background
of 518 um, and was initially measurecha 5 cmgrid to an  contributes 0.000% 10 % and 0.0008 10'%s™! to the
accuracy of 1Qum. The sheet was flat horizontally within 10 neutralrg andAm measurements, and 0.2° to the uncertainty
um but vertically had a taper of order 56m over 62 cm. in A¢. The photon conversion probability and regeneration
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TABLE XXVII. Change in Reg'/¢) for different modifications to the kaon flux shapes assumed in the
fitting program. Note that these changa® notmade in determining the acceptance; they only affect the
relative contribution of theredicted rateof a 1 GeVE momentum bite to the total predicted rate in a 10

GeVlc bin.
SRe(e'/e)

Modification to beam spectrum (16)
Flat incident spectruriF ,(p) = consj —-1.21
Quadratic distortion, both2° and =" 7~ samples +0.12
(F,(p)=F,(p){1+0.1(p—60)/100%})
Quadratic distortionz™ 7~ sample only +0.04
Increase average regenerator beam transmissiorrby 1 -0.13
(t—1.00%)
No shadow absorber scattering correction to regenerator —-0.36
beam flux
Use shadow absorber scattering correction determined for -0.27
the 7" 7~ sample for all data séts
Use shadow absorber scattering correction determined for -0.27
the 27° lead sheet sample for all data sets
Change dilution factor used to calculate change in the +0.04
relative flux shape between the regenerator and vacuum beam
from regeneration in the shadow absorber
Ignore “sneak-by” rat8 —-0.76
Correct for “sneak-by” kaons, but ignore the rate Kf -0.26
decay from these kaons
Use the “sneak-by” rate determined for the" 7~ set —-0.47
for all of the subsets
Use the “sneak-by” rate determined for the lead sheet —0.46

20 set for all of the subsets

aSee Sec. VIIIA 2.
®That is, assume the entire flux of kaons observed in the vacuum beam passes through the regenerator.

amplitudes are known well enough to give negligible uncerfrom the acceptance correction is less than*>l&hen the
tainty. regeneration or kaon decay parameters are varied within sev-
eral percent of their nominal values. The only other inputs,
F. Backgrounds apart from the decay rate distribution, are the vacuum mo-

Sections V B and VI E have already discussed the systeninentum spectruriF,(p)], the average transmissianand
atic and statistical uncertainties on the background levels foits energy dependenaxp) for the regenerator beam in Eq.
the #* 7~ and 27° data samples. The contributions are (83). We now discuss the sensitivity to these input spectra
summarized in Table XXVI. The uncertainty from the and to the assumption of analyticity for the regeneration
HDRA backgrounds has been included in the overall HDRAphase.
systematic contribution. The total background uncertainty in
the 27° (7" 7~) sample gives a systematic error of 1. Incident kaon flux F,(p)

— 4 — 4 ’
1.03<107" (0.29x10°") to Refe'/¢). The measurement of Re(/¢) is insensitive to the shape
9f the momentum spectrum in the fitting routine. In Table
vacuum and regenerator beams as independent; in fact, th VII, the variation of Reg'/e) with modifications to the
are largely correlated and tend to cancel. Hence, our trea?%S<
X is given. Even dlat kaon spectrunfcompare with Fig.

ment is conservatl\{e ' , 3) introduces a bias in Re(/¢) of only 1.21x 10" 4. Note

For the constrained fits, the largest uncertainty come . '. : .
from the level of noncoherent background from the regen- at this chan_ge affef:t_s only the calculatu_)n of the rate in a
erator in the regenerator beam; however, this contributepa?;r?]gte?;n II'? Jggsﬁratg:gcrzgﬂggenge?)tgrz\::galscﬁa(:{o;eSt

0 o1 —10 _ . .

only 0.000 0% 10% s™* and 0.000 0& 10" to the neu Introducing a 10% bowing resulted in a 0420 * shift

tral Am and rg measurements, and under 0.02° to the 4 T 0
measurement. when applied to both ther™ 7~ and 27" data sets, and a

0.04x 10 * shift when applied to ther™ 7~ set only. Fig-
ures 57 and 58 demonstrate that the spectrum has at most a
few percent bowing.

Some systematic issues in the fitting technique have al- The constrained fit quantities are also insensitive to the
ready been discussed. For example, the bias incRe]  spectrum shape; a flat spectrum induces of ordesfifts in

G. Uncertainties from the fitting procedure
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TABLE XXVIII. Change in Am, 75, A¢, and ¢, _ for different distortions of the vacuum and regen-
erator beam kaon momentum spectra.

Modification to vacuum or regenerator beam | SAm| | 674 | 5A ¢ |6, |
spectrum 18r s71) (10709

Flat incident spectrurfiF ,(p) = consi 0.0038 0.0007 1.3° 1.2°

Quadratic distortion 0.0001 0.0001 0.3° 0.5°

(F,(p)=F,(p){1+0.1(p—60)/100°})

Change average regenerator beam 0.0004 0.0002 <0.1° 0.3°

transmission by one standard deviation

(t—1.008)

No shadow absorber scattering correction 0.0007 0.0002 0.1° 0.3°

to regenerator beam flux

Use the shadow absorber scattering correction ~ <0.0001 <0.0001 <0.1° <0.1°

determined for ther* 7~ sample

for all data sets

Ignore “sneak-by” rate 0.0003 0.0002 0.5° 0.3°
Use the “sneak-by” rate determined for the <0.0001 <0.0001 <0.1° <0.1°
«* o~ set for all of the subsets

the measured quantiti€¥able XXVIII). These arise mostly rection, to which the result is most sensitive. As we can see
from kaons under 40 Ge¥w/in the 7" 7~ sample: The ac- in Table XXVII, no matter which data set we chose from for
ceptance in this region changes more rapidly across the bithe correction, the bias we observed in Rég) was the

than at higher momentum. Since much of the informa-  same. The changes for globally applying thé 7~ correc-

tion in the " 7~ fits comes from these low bins, the result tions and the 2° lead sheet corrections are listed in the

is more sensitive to a change in the momentum distributiortable. The uncertainty in the shadow absorber scattering and
across the bin. Theam and 75 measurements usingm®  sneak-by corrections were dominated by uncertainties in
decaydqkaons in the 40-160 Ge¥fange shift at most 10% kaon-nucleon elastic cross sections. Cross sections reported

of the (average shift shown in the table. in [52] yield an uncertainty of 20%, depending mostly on
When a 10% bowing was introduced, the shiftsAim  how the values reported i52] are interpreted.
and 75 were completely negligible, and the shiftsAnp and The change in the correction from data set to data set is
¢, _ were small; by this technique, an uncertainty of 0.2° isdominated by changes in beam collimation, primarily from
assigned to theb, _ and A ¢ measurements. sinking of the target pile. These changes were tracked well,
but as a conservative estimate we have assigned the uncer-
2. Regenerator beam flux corrections tainty on the corrections to be 50% of the difference between

. the most disparate pair of data sets. This corresponds to an
The corrections to the regenerator beam flux—the averag&ncertainty in Re¢’ /=) of 0.14x 10 4 (0.23< 10" %) for the

transmission, the shadow absorber corrections, and the cor-

; . o . Scattering(sneak-by correction.
rection for kaons “sneak-bys” which miss the regenerator— .
. . T d Because these corrections vary slowly across the 10 GeV/
also introduce systematic uncertainties into the fits. Some of

N ; - : isted bins, they do not contribute significantly to the uncertainty
the studies involving variations of these corrections are liste 1. the other measurements. as seen in Table XXVIII. lanor-
in Tables XXVII and XXVIII. ' 9

As mentioned previously, we measured the average kaoif?g the corrsctioggytr%dqce?f small bihases, but s_;in%ef'_[hey are
transmission through the shadow absorber to 0.5% for the own to about 20%, their effect on the constrained fit mea-
. Surements is negligible.
regenerator beam. At this level, all of the parameters we
measured are reasonably insensitive. In the two measure-
ments[Re(s'/e) andA ¢] where charged and neutral modes
are compared, the absorption uncertainty almost exactly can- We now investigate the systematics associated with the
cels: Re€'/¢) is affected at the 0.2810 “ level andA¢  analyticity assumption used to obtain the regeneration phase.
negligibly. The quantity most affected is, _ , which shifts  If the regeneration amplitude deviated from a pure power
0.3°. The values ofAm and 75 receive contributions of behavior, then a bias in the phase extracted from the analy-
0.0004x 10'% s * and 0.000x 10 *° s, with a strong cor- ticity relationship could be introduced. Such could result
relation between the two modes. from kaon rescattering, where there can be a Pomeron along
For the remaining corrections—shadow absorber scattewith w or p exchange. The Pomeron affects the regeneration
ing and sneak-bys—Re(/¢) is most sensitive to thdiffer- ~ amplitude, contributing logarithmic terms that disrupt the
encebetween the charged and neutral data set correctiorpure power-law behavior; it also has a small real part. Since
rather than to the overall flux shape. The difference in theéhere would be no longer a pure power-law behavior, the use
correction for the various data sets is small relative to theof analyticity to determine the regeneration phase from the
overall correction, but it is that difference, not the total cor-“best-fit” power could lead to a small bias in this phase. We

3. Analyticity assumption
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originally argued that this could be limited t60.5° in fits TABLE XXIX. Sequential change in observedr? vacuum-to-
which use the full momentum range down to 20 Ge\8ub-  regenerator beam ratio due to accidental event loss as each analysis
sequent to the publication of these results, a far more comfut is applied. Events which would not have passed cuts except for
plete analysis by two of U85] showed that this rescattering the presence of the accidental activity aret included in these
together with several other effects was limited4@®.35°.  numbers.

This paper also addresses the criticism of our technique in
[60]. The key feature is that the scattering amplitudes are

Change in ratio

well enough behaved that the local power law gives an ex-  Analysis cut (0
cellent approximation to the local phase even in the presence oy clusters +0.065+0.021
of multiple-trajectory exchange, multl_ple element§ inthe tar-  gagt pairingy?<4 —0.137+0.013
get (regenerator and e_Iectromagn_enc regeneration. None- ster fusion +0.234+0.048
thellesi r}gre wehdescrébgz thebo?gmiloagalyts;]s. Second besg? cuts —0.017+-0.005
n the fits to charged data below evthe accuracy Chamber, BC hodoscope hits +0.099+0.028
of the measured power-law slopecorresponds to an uncer- .
. o . Collar anti —0.055-0.012
tainty of 0.3° in the regeneration phase and the measured
. . o Cluster energy cuts —0.002£0.001
parameters already reflect this uncertainty. In addition to Rina number — 0.001:0.003
this, we included an uncertainty of 0.5° for a nonpure power 5 Og _0'032t0'004
law, commensurate with both the limit on the Pomeron con- TW lmass 00355 0.002
tribution and the change in the slope when the fits are otal energy IPoseee
limited to momenta above 40 GeM/The contribution to the Z fiducial cut —0.051+0.002
uncertainty on the chargeds fit is 0.0003<10 %, The Total +0.085+=0.062

Am measurement is more sensitive to the regeneratioR

phase; its uncertainty contributes 0.061B0'%s !, since

«a is floating in these fits. Accidental effects are largest for the highest-intensity data
The ¢._ measurement is directly correlated with the re-samples. Forr" o, this is the NC subset; the study of the

generation phase,, since what is measured is the differ- accidental effects in this data set has been detaild@1h

ence of phases,— ¢ _ [see Eq(85)]. Thus¢, _ has the  For an average proton intensity of &0, the vacuum-to-

0.5° uncertainty, the dominant systematic. The regeneratioregenerator ratio changes by0.04%* 0.07%, requiring no

phase cancels in the measuremenidf. correction. This statistical error, scaled to the remainder of
For the neutrabh m and s measurements, the uncertainty the data(a factor of 2.7 lower in intensily yields a total

in the regeneration phase due to the statistical uncertainty amcertainty on Re{’/¢) of 0.67x10 *.

« already corresponds to 0.7°. The additional uncertainty For the higher-intensity 2° data subsets, we have deter-

from nonpure power-law behavior is negligible. This is alsomined the effect on the single ratio. We used the random

true in the Re¢’'/e) measurement, where both the" 7~ triggers collected simultaneously withr; these sampled

and 27° samples are restricted to the momentum rangehe same ambient environment of kaon decays and had the

above 40 Ge\. same intensity distribution. A trigger was formed when a

charged particle produced in the interaction of a proton in the

target or dump hit a telescope located at a large angle about

50 m upstream of the regenerator. Detector activity in acci-
The measurements we make are not greatly dependent gfunta| events was overlaid on Monte Carlo coherent
the shape of the kaon flux in the vacuum and regeneratQiyents where it was important that the regenerator position
beams. For Re{'/¢), the combination of errors due to ab- oy the event was determined by the overlayed accidental. A
sorption, scattering in the movable apsorber, and §neak-b3ﬂ"ead time effectas in single-hit drift chamber TDCjswvas
amounts to 0.3810™. For A¢ there is an uncertainty of fy|ly simulated. Each event was analyzed both with and
0.2° from the kaon spectrum; fap.. _, there is an uncer- yjthout the overlay to measure the effect on the accepted
tainty of 0.4° from the spectrum and transmission in thegyent samples.
regenerator beam. These effects dm and 75 are negli- The analysis of the overlaid Monte Carlo sample com-
gible. . _ o pletely paralleled that of the data. For example, the®?2
The uncertainty from the assumption of analyticity con-energy scale corrections based on matching the regenerator
tributes only to fits using the charged mode data below 4Qedge were applied.
GeVic. This gives a 0.5° uncertainty o, . The corre- What is important is the change in the vacuum-to-
sponding uncertainty for the chargeddm measurement is regenerator ratio from accidental activity. The changes after
0.0019< 10'% s™*, and for the chargeds measurement itis every cut which resulted in any logafter the accidental is
0.0003< 10 '%s. overlaid are listed in Table XXIX. A positive change means
a smaller fraction of events is lost in the vacuum than in the
regenerator beam.
The accidental activity in the calorimeter tends to center
The final systematic results from uncertainties in how ac-around the more intense vacuum beam, resulting in an asym-
cidental activity alters the vacuum-to-regenerator ratios fometry for an accidental cluster to merge with a photon from
the two modes. The corrections were given in Sec. IX A 1;27°. The asymmetry is apparent: For cuts that eliminate
here, we describe the method and the uncertainty. events where extra photons are apparent—the four-cluster

4. Summary of uncertainties in the fits

H. Accidental activity
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Shift in Reconstructed z (m) ceptance in the high-intensityr® data due to accidental activity.

The line drawn is the best linear fit, which has the slope listed.
FIG. 112. Shift in the reconstructedposition in 27° decays as

a result of accidental activity in the detector. A negative value cor-

. X round, tended to remove events where activity in the lead
responds to an upstream shift away from the lead glass calorlmeteg1

lass was nearbgor on) a photon cluster. Systematically, it

. . was worthwhile to tighten the cuts to reduce the®3ack-
and cluster fusion cuts—there is a greater loss of regeneratQr

. : . . ground, which was much larger in the vacuum beam, and
events. For cuts that discard events where a hidden acciden- " ". . ; : .

) S, : survive with the increased loss of events. With the final cuts,
tal cluster affects the kinematicsy= mass, etc.—there is a

the change in the sample from accidental activity was about
greater loss of vacuum events. These losses almost compeps o ; ; .
; . % for the high-intensity running. The dominant losses
sate and the total asymmetry is quite small.

. o came from the combination of the four-cluster requirement
The losses are not the whole story. Accidental activity can . )
nd the fusion and pairing~ cuts.

cause events just outside of analysis cuts to satisfy those cuts Th | ch in the ob d
after the overlay. The most important effect is a sraaghift € to_ta change In the observe va_cuur_n-to-rggenerator
: beam ratio is 0.169%:0.060% for the high intensity data

introduced by the accidental _overlay(st;lg. 112; it is with the lead sheet present. This means the requicecec-
strongly peaked at zero, but with asymmetry between up:

) o . tionis —0.169%. The correction without the sheet is slightly
stream and downstreamshifts. This is expected since extra . . .
smaller at—0.154%. Scaling the latter value to the intensity
energy tends to push the reconstructeaivay from the calo-

i . . of the NC set yields a low-intensity correction consistent
rimeter. Since the fraction of decays near the downstream _ . : L .
with the previous study. After weighting according to the

cut s larger in the vacuum beam, this asymmetry can Char]gf'(?action of data at high intensityabout 80% and at low
the vacuum-to-regenerator ratio. When both gains and losses,

were considered, the total change in the vacuum tomtensity, the total correction fo Re(/e) was
’ - - — 4 - - — 4
regenerator beam ratio was 0.169%.060%. This particu- +2.51x10 “ with an uncertainty of 0.8410 .

. i ; . The measurements using constrained fits are not sensitive
lar study was with the lead sheet data; results without it were . . L
similar. o the level of the accidental correction. The uncertainty in

The absolute fraction of 2° events lost in the vacuum the vacuum-to-regenerator beam ratio is almost an order of

and regenerator beam samples because of accidental actiwrpagmtUde lower than that in the kaon absorption in the re-

depended on cuts. For example, the event selection criter Enerator beam and, hence, is negligible. Of more impor-
pen 0 s mple, A nce are biases in the vacuum-to-regenerator ratio vs energy
used in 27° analysis, designed to minimizen8 back-

(this can bias the power lgvand in the regenerator beam
distribution. These are plotted in Fig. 113 and Fig. 114.

The power-law shift associated with the energy depen-
dence changesA¢ by about 0.1° and Am by
0.0004x10'% s !. The other quantities, including
Ree'le), are affected negligibly.

The bias in the regenerataiacceptance is consistent with
zero. Its uncertainty is included in the acceptance systematic

1.06

1.04

1.02

Vacuum/Regenerator Ratio Bias

008 E given previously.
0% Slope: (-0.0065+0.0026)% / GeVic I. Conclusion on systematics
ooa Eii ol L e In general, the measurement of the Reég) with the
Ty 60 80 100 120 140 160 double-beam technique is robust. The combination of two

Kaon Momentum {(GeV/c) . .
possible cancellations—between the vacuum and regenerator

FIG. 113. Bias as a function of energy of the observed vacuumbeam within a decay mode, and between the regenerator
to-regenerator beam ratio in the high-intensity®2data due to ac- samples of the two modes—tends to limit systematics from a
cidental activity. The line drawn is the best linear fit, which has thevariety of effects, such as beam absorption, accidental activ-
slope listed. ity, possible aperture mismeasurements, etc. The contribu-
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TABLE XXX. Summary of systematic uncertainties on Ré&(e), Am, and 75 measured in ther* 7~
and 27° decay moded ¢ and ¢, _ .

Systematic Re{' /) 75 (107 %) Am (10'%s™ 1) A b
source (10% 270 ata” 270 ata

v energy 1.61 0.0012 — 0.0014 — 0.5° —
77~ acceptance 0.65 — 0.0020 — 0.0009 0.4° 0.35°
27° acceptance 1.00 0.0002 — 0.0001 — — —
RA4 position 0.59 — — — — — —
HDRA material 1.22 0.0001 — 0.0008 — 0.2° —
27° backgrounds 1.03 — — — — — —
=+ 7~ backgrounds 0.29 — — — — — —
Kaon flux 0.30 0.0002 0.0002 0.0004 0.0004 0.2° 0.4°
Analyticity — — 0.0003 — 0.0019 — 0.5°
Accidentals 1.07 — — 0.0004 — 0.1° —
Totals 2.87 0.0012 0.0020 0.0017 0.0021 0.7° 0.7°

aThis error is completely correlated between therr~ and 2r%samples, and is not included in the total error
listed here.

tions to the systematic uncertainty on R&(e) are summa- This result is compared to previously published measure-

rized in Table XXX; the total is 2.8% 10 4, ments of Re¢'/¢) in Fig. 115. After the initial publication
The systematic uncertainties&m andrgand inA¢ and  of this resul{22], a final result from CERN NA31 was pub-
¢, _ are also summarized in Table XXX. lished [23]. Their result, Ref'/e)=(23=6.5)x10 4, is
more than & from zero and does not agree very well with
X|. CONCLUSION ours. Though the central value of the NA31 result has de-
creased, there is still a discrepancy at the 1.8-standard-
A. Re(e'l¢e) deviation level between their result and our final result.
Combining the results of our fits for Re(/e) from Sec.
IX A with the systematic estimate from the previous section, 1. Standard model predictions
we have The great experimental effort by both groups to improve
Re(z'/c)=(7.4+5.2+2.9 %104, 97) the precision in the measurement of R&) has been par-

alleled by attempts to improve the precision in the calcula-
tion of Re(e'/¢) in the standard model. The calculation of

where the first error is the statistical uncertainty and the sec= e(e'/2) is quite difficult, particularly since the matrix ele-

ond error is the systematic uncertainty. A brief discussion o
; X . ; ents{(7m),|Qi(x)|K) for the decay of the neutral kaon
E)hL:‘:’ ;ZSrlLijgrhausblti)gaetri]ozg%lsl)haéi% &ngig?(?nfgilregggtgf into the 1 =0,2 77 final states receive contributions from
P PP y 0 long-distance effects in QCD where perturbative approaches

the accumulated data, this is an improvement in the statistiy = applicable. The calculation uncertainties are exacer-
cal accuracy by a factor of 2.7 and in the systematic unce

I T )
tainty by a factor of 2.1. We have improved our statisticalbatGd by uncertainties in many of the physical parameters

uncertainty beyond the expected factor@& by extending

the fiducialz regions of 2:° mode 15 m downstream. This a3 Yale-BNL
was not possible in ther™ 7~ mode, which causes the 100 - s
K. — 7"« decay to be the statistically limiting decay mode s ET31A
with a total of 328 980 decays after background subtraction. ™ | (9]
The dominant systematic contribution came from the uncer- £ ool
tainty in the energy scale of the lead glass calorimeter. g E617 # A
Combining the statistical and systematic uncertainties in ~ = 1181 | R &
quadrature, we have 2k | ’
w F E731
Re(e'/e)=(7.4+5.9 X 10 4, (99 “ s L This Resul
which is not significantly different from zero. This result is a 3
consistent with no direc€ P violation in K, — 77 decays, s |
and the superweak hypothesis cannot yet be excluded based "
on this measurement. At the 95% confidence level, we can "¢, ' | 4
place an Upper I|m|t on the Value Of Ré(s) Of 1983 1984 1985 1986 1987Pu;?iﬂczti0]:8§at61990 1991 1992 1993 1994

Re(e'/e)<17x10 % (99 FIG. 115. The publication history of Re(/e) measurements.
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needed for the final evaluation, such as the top quark andew detector will be a new pure cesium-iodi@sl) electro-
strange quark mass@s, and mg, the size of CKM matrix magnetic calorimeter that will replace the current lead glass
elements|V,| and |V, and the QCD scaléys- While  calorimeter. Compared to our current lead glass calorimeter,
the strong penguin diagram dominates the contribution tdhe new calorimeter is expected to have much better electron
CP violation for low top quark mass, Flynn and Rand&ll]  and photon resolution®f order 1%, much smaller nonlin-
noticed that for higher top quark masses, the electroweakarities, better light yields, faster timing, atgince the crys-
penguin diagram could provide a significant cancellation oftals are 27 radiation lengths lonittle difference in response
the effect of the strong penguin. New evidence for the togo electrons and photons. With this new calorimeter, it
quark (m=176+13 GeVt? from CDF [62] and should be straightfoward to reduce the contribution of the
m,= 199+ 30 GeVLt? from DO [63]) implies that this cancel- systematic uncertainty on Re{(/e) from the 27° energy
lation could be quite important. For top quark masses abovecale, which is the largest systematic contribution in our cur-
200 GeVt?, the cancellation could be nearly complete, mak-rent measurement.
ing Re(’'/e) hard to distinguish between the superweak Many other areas of the experiment are also being im-
models and the standard model. proved. The regenerator will be fully active and hence will
In spite of the difficulties, two groups have recently fin- be able to suppress the inelastic backgrounds further. Such a
ished calculations at the next-to-leading order in QCD: aregenerator has already been used successfully by this group
Rome group which used lattice methddt,65 and a Mu- in an experimeniFermilab E773 dedicated to measuring
nich group using renormalization techniqUés]. It is very ~ A¢. In addition, the 3r° background will be highly sup-
heartening that the two groups obtain fairly compatible reressed by an improved photon veto system and the finer
sults using different techniques. A recent summary of both ofjranularity of the Csl calorimeter. All fourrr decay modes
these new calculations was presented by Pel@&di who  will be detected simultaneously in this experiment, as they

makes a “representative prediction” of were in the 20% subsample used for our first re$Rit].
L ) While collecting all four modes simultaneously allows some
e [(11x4)X107°A%y  (m=140 GeVL?), convenient cross-checks, it is not crucial for the success of
= | (3x4)x107 %A%y (m=200 GeVk?), the double-beam technique.

The new experiment, slated to run in 1996, hopes to col-

(100 lect several 10 K, —7°7° and K, —«" 7~ decays, and
. reach an ultimate precision of order 0on Reg'/«).
whereA and 5 are parameters of the CKM matrix. From the 1o cErN NA3F?L experimeri68] also has a(sne\(/gv)experi-
information on# andA that we have fronje|, B>-B® mix-  ment(CERN NA48, and they too are now using a double-
ing, and recentV|/|Vcp| measurements, it would appear beam method. Rather than use a regenerator to produce the
that thes_e calculations favor values for R&() of order K s decays, however, the CERN group will be employing two
several times 10", separate targets. They are also switching from a calorimetry-

The Rome group has calculated the allowed range obpased charged mode detection system to a magnetic spec-

Re(e'/e) versus cos, wheres is theCP-violating phase in  trometer. They hope to achieve a sensitivity approaching
the CKM matrix. The central values and range for®&) 104 on Reg’'/¢) as well.

do not change greatly d¥%,,| decreases, but the allowed
regions in cog (or p) tend to coalesce and favor the first
guadrant. The top quark mass assumed [6b] was

174+17 GeVE?. The Munich results are for a top quark 1. Am, 7, and the superweak phase

— 2 T
mass ofm,=130 GeVL", presented as a function dfys. With the systematic contributions to them and 75 now

Both of these results are very compatible with our new Measstimated, we can compare the results from #ffer— and

surement, and somewhat lower than the NA31 results. Uns 0 modes. and combine the results from the two modes to
fortunately, current measurements do not have the sensitivité( '

- ompare to the current world averages. The resultsda@re
needed to limit the range of values allowed for parameters P ) W verag ults4
like Aysandm;. If the theoretical uncertainty continues to [(0 8952+ 0.0015+0.0020 X100 s (7" 7)

B. Other kaon parameters

diminish, the next experimental efforts may well be able to Ts=

provide a test of the CKM paradigm. Note that the impor- (0.8912£0.0017-0.0012%x 10710 s ( #°79).

tance ofestablishingan unambiguous signal for dire€P (101

violation should not be diminished even if the theoretical . ) o )

uncertainties remain at their current level. Combining the systematic and statistical errors in quadrature
gives

2. Future for Re('/€)

The technique we have employed to measuresRe()
still holds much promise for future refinements in precision.
Our current result is statistically limited, and many of the
dominant contributions to the systematic uncertainty are adFhese numbers are in agreement with the difference at the
dressable in the design of a new detector in a straightforwart¢vel of 1.2 standard deviations. We therefore combine these
fashion. Our group will run a new experimefffermilab  two results, and our new measurementrgbbecomeg31]

E832 at Fermilab, again using the double-beam technique,
with a much improved beam and detector. The heart of the 7s=(0.8929+0.0016x 10 10 s, (103

(0.8952£0.0025x10 ° s (7 7"),
5= (102

(0.8912£0.002)x10 % s ( #9#9).
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which is in good agreement with previous measurements of he accuracy of our final result is a substantial improvement
75 and 25% better in precision than the PDG92 average odver that of the PDG92 average. Note that the PDG92 aver-

(0.8922+0.0020)x 10'% s~ * [30]. age forA ¢ includes our previous result based on 20% of the
For Am, the results from the two modes are data sample included in this analysis. The limit of 95% con-
fidence level obtained from our result|i& ¢|<3.6°.
_ [(0.5311£0.0044-0.0020 X 10'% st (@' 7"), Let us consider the case where we h&VBT violation
m= (0.5274+0.0030-0.0019x 10'% s ' ( #%%9), directly in K— 77 decays. Following Barmiet al.[4], this

(104 can be accomplished by explicitly incorporating manifestly
CPT-violating termsB, into thel =0 andl =2 decay am-

and combining the errors in quadrature gives plitudes:
M= (0531&00048X1010ﬁ st ( ’7T+7Ti), <||Heff| KO>:(A|+B|)GI5', (110
(0.5274:0.0034 x10!% s % ( #%79). o
(109 (HHel K%)= (A} —BF)e'. (111

These two results are also in agreement. Th(_e consistengyfter making the same isospin decomposition as in Sec. I,
both of theAm and of therg measurements, which depend the definition ofe’ in Eq. (16) is slightly modified:

on the shape of the decay distributions and hence are sensi-

tive to biases in the acceptance, in the two different decay | 5 IMA,— IReB,
modes makes a powerful cross-check for ourdRé&f) mea- g'——e ) A .
surement. When we combine tidem results from the two V2 0
decay modes, our final result fam is

(112

In this expression, we have assumed @B, <A,, since
Am=(0.5286-0.0029 X 10'% s 1. (106) Ao determines the rate for the dominat— 7w (1=0)
decay rate, and it is very unlikely that@P T-violating rate
Note that this value oAm is the first new measure of this is this large. TheC P T-violating component adds a term that
guantity in almost 20 years. While our result is in reasonablés 90° out of phase with the previouS P-violating but
agreement with the previous two measurements, it is incon€ P T-conserving term. Since the final stater phase shifts
sistent with earliest measurements used in calculating thplace ¢’ so close to parallel withe and sinceA ¢ is so
PDG92 averagg30]. As a result, our new value is two stan- small, we can use the above expression in conjunction with
dard deviations lower than the PDG92 average ofEqgs.(17) and(18) to give
(0.5351-0.0024)x 10'% s~ 1. Our precision is comparable
to that of the PDG92 world average.
The systematic errors common to both the charged and ReB, = i ReB, ~ \/_E ﬂ(¢+7_ d00),
the neutral modéSec. X ) have been included in the total ReA; o] Ag 3 |ol

errors for bothAm and r5. Even though ouAm result is where w~1/22 is the measured violation of thsl = 1/2

shifted lower than the PDGQZ average, the value for the SU- e, Using the PDG92 valugo] for |, _| as the value of
perweak phase we obtain using our nAm and 7 results

does not change significantly. We find |e] and our new result foa ¢, we get

(113

¢,=tan }(2Am/[Tg—T ])=43.4°£0.1°. (107 ReB,
ReA,

=(6.524.9)x10 *. (114
Recall that theAm value was obtained assuming the super-
weak phase forp, _ . The dependence afm to ¢, _ is
0.0031X (¢, _—43.3%h s~ L.

With ¢, _ floating, we get Am=(0.5257 0.0049)
x10'% s ! (see Secs. IX B and IX CThis is still signifi-
cantly lower than previous values although with larger error. B
Note that the PDG94 averag0] has included this result. T T ReB,

=08k (115

This allows us to compare the strength of @B T test based
1. Testing CPT symmetry on this result relative to the direct comparison of the life-
The first test ofCPT symmetry rests on the direct com- times and place tha ¢ CPT test in a more intuitive frame-
parison of the phases. _ and ¢ of the CP-violating pa-  Work:
rametersy, _ and nq. We have found

With some reasonable assumptions about isospin, Barmin
et al. [4] relate theK™ and K~ lifetime difference to the
above ratio:

C. A¢ and ¢, _ measurements

=7 [(=5x4)x107* (ourA¢),

Ap=—1.6°+1.0°+0.7°, (108 T °,
7 (11+9)x 104 (from PDG [30]).

and when the statistical and systematic errors are combined .
in quadrature the result becomes The first result was obtained from ofirp measurement and

the second from the experimental measurements of the
Ap=-1.6°£1.2°. (109 charged kaon lifetimes. In this framework, we see that the
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TABLE XXXI. Our result for and previous best measurementspaf_ . We have corrected the previ-
ously reported value o, _ for the change in the assumeédn to our current result fodm using the
reported experimental dependences.

Internal A¢,_for by
by error Assumedim +1% SAm (our Am)
Experiment (deg) (deg) (X10%s™ 1) (deg) (deg)
Gjesdalet al.[28] 45.6 1.0 0.5338 3.05 43.0
Caritherset al. [29] 455 2.8 0.5348 1.20 44.1
Carosiet al. [27] 46.9 1.6 0.5351 3.10 43.4
This experimen{31] 42.2 1.4 Floatell — 42.2
aSee Sec. IX C.
curren'FAqb lmeasurement places stronger _bounc_is on possible (M —Myp)+ 3T~ Tp)
CPT violation than those placed by the direct lifetime mea- —
surements. 2[1Am—3(I's—T')]
2. ¢~ measurement e (M= M) +3(F 13— T'5))
The final measurement we have made is the measurement e 2k\2Am '
of ¢, _ itself, and we have found (119
b, =42.2°+1.3°+0.7°, (116  wherex=[1+1/(2Amr¢)?]*%\2=1.03. Since we assumed

M andI’ were HermitianM; andM,, are real, and if their

where, as usual, the first error is statistical and the secongifference is nonzer¢hat is, if thek © andK® masses are not
error is systematic. Combining the errors in quadrature, wequa), thenz adds a term common tboth 7. _ and 7,
have that is 90° out of phase with the contribution from If
we suppose that the=0 77 decays saturat®' [67,69,
b, =42.2°+15°. (117  then applying our current results for|7ge/ 7 |
~[1—-3Re'/e)] and for A¢ to the argument in Barmin
This is in excellent agreement with the superweak phaset al. [4] implies one would not expect the second term to
¢.=43.4° (43.7°) found using oufPDG92 values for change the component of parallel toe beyond a limit of
Am andrg. On the other hand, this result disagrees with theroughly 5%. For our purposes here, we therefore simply ig-
previous PDG92 averagi80] for ¢, _ of 46.5°+1.2° at nore this possibl& P T-violating contribution.
slightly over the two-standard-deviation level. The value for ~Since theCP T-violating term frome that arises from the
&, _ extracted from each of the previous experiments, howsmixing matrix is perpendicular to th€ P-violating term,
ever, depends on the value &fn assumedthe PDG92 av- they form a right triangle withy along the hypotenuse, and

erage, in this cage we therefore have
Since ourAm result is lower than the previous measure-
ments, it is interesting to compare results of different phase 1 mgo—mgko
experiments after correcting the experiments using our value an ¢, —¢:)=— 2 V2kAm (120

of Am. The results of the individual corrections #, _ are

listed in Ta_ble XXXI, and the previous measurements agregyith our adjusted world average fér, ~ and our new value
very WeII_Wlth our own. When_we now average the previous ¢ i superweak phase, ta(_ — ¢,)=—0.010+ 0.019.
results with our own, we obtain a new world average of Combining this result with the world average of., _| for
|e|, the world average value of the neutral kaon mass, and
¢, _=42.8°+1.1°, (118  our new value forAm of (3.479+0.018)x 10 *? MeV/c?,
we can limit
which agrees very well with the superweak phase.

Note that no conclusions of this argument are significantly M go— Mo
altered when we use the value Afm which we obtained T meo
with ¢, _ floating.

We can again try to relate this measurement to othegt the 95% confidence level. This limit is about a factor of 2
physical parameters of the kaon. Of particular interest is thetter than the limit based on the PDG92 average value of
difference between the masses of #& and K°, which ¢, _ [30], with the improvement coming mainly from the
should be equal I€PTis a good symmetry of nature. Let us shift in ¢ _ towards the superweak phase.
consider for theC P T-violating quantitye defined similarly In all, the combination of our nedm, A¢, and ¢, _
to Eq.(5) as measurements further improves the limits@R T violation.

<2.0x10° 18 (121
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D. Other recent measurements E. Summary remarks
Since the initial publication of these result81], two Experiment E731 was designed to measure sRi).
experiments have published results concernig, g, The final error quoted is a factor of 10 improvement over the

¢+, andA¢. The measurements of Fermilab E7[7®)],  best result prior to this effort, E617, a predecessor to this
were made using essentially the same equipment describegfort. In addition, the phase differencke¢ has been im-
here, and a detailed article on E773 is in preparalith.  proved from an error of 6°—1.2°, and the best valuesgf
They find 782(0-8941t0-001%0-09?9><10710 S:and¢,  have been reported. The first measurmentofin
Am=(9.5297_:0.0030t0.0022>0<10 ﬁo S ff’+—:43-53 20 years has also been made, and correcting previous deter-
+0.58°£0.49°, and A¢=0.62"+0.71°£0.75°, where the inations of,  for this new value brings all experiments
first errors quoted are statistical and the second systematig,; agreement with each other and wi@PT symmetry.

The CERN CPLEAR experiment has measuteth using  aAqgitional rare decay modes have been studied with this data
semileptonic neutrek decays, which frees this measurementgq; The question of dire€ P violation remains open.

of the correlation with¢, _ that one has with this measu-
ment in the @7 decay mode. They find
Am=(0.5274+0.0029+ 0.0005)x 10'% s ! [72]. They
have also measureg, _ [73], finding ¢, _=42.7°+0.9° We wish to thank all the technical staffs of Fermilab for
+0.6°+£0.9°, where again the first and second errors are stahe operation of the Tevatron and the MC beam line, as well
tistical and systematic, and the third error is from the unceras assisting in the processing of the data. This work was
tainty in theirAm measurement. supported in part by the Department of Energy, the National

These measurements are consistent with the findings @cience Foundation, and the French Atomic Energy Com-
E731. In particular, they confirm the supposition put forwardmission. Especially, we acknowledge R. Armstrong, E.
in [31] that the disagreement between _ and ¢, arose  Beck, K. Nishikawa, H. Sanders, and R. Stefanski for their
simply because of the bias in thg, _ resulting from too  contributions in the early stages of this experiment. Two of
high an experimental value faxm. Note that the E731 re- us(G.D.G. and Y.W.W).would like to acknowledge the sup-
sults are competitive with these later results, even though theort of the Department of Energy Outstanding Junior Inves-
experiment was not optimized for these particular measuretigator program. One of uéA.R.B.) acknowledges the sup-
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