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The branching fractions for—evv,_, uvv,., andhv_ are measured using data collected with the CLEO
detector at the CESRe'e™ collider: B,=0.1776-0.0006-0.0017, B,=0.1737£0.0008-0.0018, and
B,=0.1152+0.0005+ 0.0012, where the first error is statistical, the second systematid) eefers to either a
chargedrm or K. Also measured is the massm_=(1778.2t 1.4 MeV. Lepton universality is affirmed by the
relative branching fractions ,/8,=0.9777-0.0063- 0.0087, B,/B.=0.6484-0.0041+0.0060 and the
charged-current gauge coupling-constant ratigg /¢.=1.0026=0.0055, g,/g,=0.9990+ 0.0099. The 7
mass result may be recast as aeutrino mass limitm, <60 MeV at 95% C.L[S0556-282197)06305-4

PACS numbse(s): 13.35.Dx, 14.60.Fg, 14.60.Lm, 14.60.Pq

I. INTRODUCTION physics beyond our present understanding. This article de-
scribes measurements of themass, its branching fractions
Understanding the origin of electroweak symmetry break+o e, u, and 7/K, their relationships to the lifetime, and
ing and the hierarchy of quark and lepton masses is a fundaompares the results with predictions.
mental goal of elementary particle physieslepton decays In what follows, the symboB, signifies ther branching

provide a laboratory in which to engage this pursuit. Theor¥ 4 ction o the indicated particle, plus one or two neutrinos

predicts unambiguous and quite simple relationships beénd radiative photons. In particula, =B, + B¢ does not

tween ther lifetime, mass, and several of its branching frac-. lud d ithK 0" hich licitly treated
tions. Therefore experimental determination of these para —nClIJ( € modes with®,'s, which are explicitly treated as
eters to the highest possible precision is essential; deviatioi“f‘C grounds.

from the predictions at any level could signal the presence of Predicted dependencies among thiepton decay param-
eters are most conveniently expressed in terms of the

charged-current gauge coupling strengths g,,, andg,.
*Permanent address: BINP, RU-630090 Novosibirsk, Russia.  Lepton universality, a basic ingredient in the minimal stan-

'Permanent address: Lawrence Livermore National Laboratorydard model, requires that these couplings be identgak
Livermore, CA 94551. 9,=9,. In 7 decaysu-e universality is tested in the ratio of

*permanent address: University of Texas, Austin, TX 78712, muonic to electronic branching fractions
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(%)2 f(Xe) B(7— uvv) 1 B, analysis uses nine-pair decay modesee, uu, hh, eu,

9 f(x,) B(roew) _ 097268, 1) eh, ph, pe, pu, andph, whereh is a charged pion or kaon,
and p signifies anh accompanied by at least one’. Ini-

where B denotes a branching fractions,=(m,/m.)?, tially, carefully chosen selection criteria cull the desired

f(x)=1-8x+8x3—x*—12¢%Inx, andm, represents a par- events from the data set. Then efficiencies and backgrounds

ticle mass. Comparing the electronic decay of theith that ~ are determined using subsets of the data as well as Monte

of the muon probes-u universality: Carlo simulations. The background-subtracted, efficiency-
5 5 corrected event tallies are normalized to the number of
9r|"_ Tu My B(r—evv) 14 8,)(1+5.) 7-pairs produced. The resulting nine product branching frac-
g, o7, \m, B(,u—>€'vv)( w)( Y tions are then fit for individual branching fractions. For the
5 7 mass measurement, the minimum parent mass kinemati-
_ e cally allowed is computed for eadhh event. The shape of
28924 1 GE\?TT m° 2 the resulting distribution is fit fom, and then combined with

a similar previous analysi’], which employedpp andhp
where 8y=—2.9x10 % and §,=8.6x10 ° are the weak events.

and electromagnetic radiative correctigrlg, respectively,

and 7, denotes a particle lifetime. A second measurer-of Il. APPARATUS

M universality is obtained by comparing the muonic decays

of the pion and kaon with the pionic and kaonic decays of CLEO Il [8] is a general purpose detector. A set of three

the - concentric drift chambers in a 1.5 T axial magnetic field
measures charged particle trajectories with momentum reso-
(&)2_ Emi B(r—@wv)+B(7—Kv) lution o, /p(%)= (0.150)%+ (0.5)%, p in GeVlc. These
9. T, Hf H,+Hg chambers have 67 cylindrical drift-cell layers centered on the

beam line, with radii from 4.7—90 cm. Trackcoordinates

[9] are measured with eleven stereo layers and four planes of

cathode strips. The beam pipe, chamber walls, gas, and wires

together constitute 0.028 radiation lengths of material at nor-

where mal incidence between the nominal interaction péiR} and

5 last drift chamber layer. Surrounding the drift chambers, but

inside the superconducting magnet coil, a calorimeter of

) B(h—uv) 4 7800 Cs(Tl) crystals with silicon photodiode readout mea-
sures the energy and position of photons and electrons. The

and 6,=0.0016 335 and 6,=0.0099 5503; are electro- 6144 barrel crystals, arranged in a projective geometry, sur-

magnetic radiative correction,3]. A consequence of Egs. round the tracking chambers & m radius, coveringcosy|

(2) and(3), independent of-x universality, is the predicted <0.82. Two identical endcaps, each containing 828 rectan-
ratio gular crystals, occupy 0.80/cos9|<0.98, and complete the
hermetic coverage over 98% of the solid angle. For electro-
By  B(r—mv)+B(r—Kv) magnetic showers, the barrel calorimeter achieves energy
Ee_ B(7—evv) and angular resolutions, respectively, afg/E(%)=
, 0.35E%7°+1.9-0.1E and o 4(mrad=2.8/JE+2.5, E in
T,M, GeV. A photon candidate is defined as any calorimeter
T o (Hz+H)(1+6w)(1+35,) shower unassociated with a charged track; a shower is asso-
T ciated with a track if that track’s trajectory projects to within
1.436 Ge\[? 8 cm of any crystal in that shower. Muons are identified by
(—\j . ®)  their penetration through the calorimeter, coil, and one or
more of three 36-cm-thick slabs of magnet iron; three layers
One or more of the ratios in Eq$l)—(3) will deviate  of larocci tube chambers instrument the gap behind each
from unity in many extensions of the minimal standardslab. Fast trigger signals and particle time-of-flighE) are
model [4]. The masses, lifetimes, and leptonic branchingprovided by 5-cm-thick scintillation counters located just in-
fractions of the muon, pion, and kaon have all been measide the calorimeter in the barrel and endcap. The 64 barrel
sured[5] with relative precisions<0.1%, whiler properties TF counters are 279 cm long by 10 cm wide, are aligned
remain uncertain at the 1% level. Hence continued refineparallel to the beams, and are read out by photomultiplier
ment of 7 lifetime, mass, and branching fraction measure-tubes at both ends.
ments will constrain such extensions. A three-tier hardware trigger systdri0] takes input from
The approach taken here is to determine the relevarthe calorimeter, tracking chambers, and TF counters to form
branching fractions of the and its mass using-pair decays different combinations of requirements that force readout of
produced bye* e~ collisions nearn/s=10.6 GeV at the Cor- the entire detector. At the lowest level trigger, LO, simple
nell Electron Storage RINgCESR and measured in the and fast criteria reduce the 2.7 MHz beam-crossing fre-
CLEO detector. These results are then combined with guency to a manageable ratE0 kHz). The more complex
CLEO measurement of the lifetime [6] for the lepton uni- logical conditions that are input at the next level, L1, are
versality tests described above. The branching fractiotieady for interrogation about is later, and reduce the rate

B
=14025 fs GeV—, 3)
7.m’

1+ 6, [ 1—mi/m?

ThMpy

2 2
1-my/my

m

T
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much further(50 H2). The readiness time for the third level, maxd..|<10 mm, wherel.. is the signed distance of closest
L2, is approximately 5Qus, eliminating about half the L1 approach to the IP in the plane transverse to the beam. This
triggers. A fourth-level trigge(L3) implemented in software requirement allows photon conversions, knock-on electrons,
processes information assembled from the entire detector twr “junk” tracks (most of which occur at lowp.. and/or
reject about half the L2 triggers as uninteresting cosmic raytarge |d.|) to be present, and henceforth ignored. The two
or interactions of the beam particles with gas or vacuungood tracks are subsequently required to be of opposite
chamber walls. Every 200th event failing L2 and everycharge, have momenta scaled to the beam energy
eighth failing L3 criteria are tagged, but retained in the datax. =p. /E, satisfying 0.Kx.<0.9, impact parameters
stream for subsequent monitoring of trigger performance. |d.|<2 mm, and/cosd.|<0.7. If we define the acoplanarity
Every trigger must fire either a "2TF” or “TF*VD” at  ¢=||¢, —¢_|—m| as the two-track acollinearity in azi-
L0, the former requiring two nonadjacent barrel TF countersmuth, x,=p,/E,, as the component of missing momentum
and the latter a single TF counter accompanied by a fastransverse to the beam, scaled to the beam energy, and
hardware-track found in CLEO’s 10-layer intermediate drift |coss,,{ as the direction of this missing momentum, the two
chamber(VD). At L1 and L2, there are two hardware trig- tracks must have 0.85¢<1.5, x,>0.1, and|cosf,J <0.8.
gers directly relevant to this analysis. The first, ELTRK, is  The “p-tag” is defined to have an energetie in the
designed to select events with a moderately energetic showeg e hemisphere as a track not identified as a lepton. To

and at least ;)nhe t(;ack. ELTRK requri]r(ejs_fonﬁ TFbCOLr‘]_mer ensure a high trigger efficiency, at least one of the photons in
two, in part of the data sampleenough drift chamber hits to the 7% must have scaled energy=E,/E,>0.2. The other

satisfy a hardware track-finder, and a “Crystal-Barrel-High” . ) .
, ; ) L hoton must satisfix,>0.01, and the two-photon invariant
(CBHI) calorimeter signal: at least 0.5 GeV deposited in on(%ass must lie in the range 0.10M , <0.160 GeV. Both

or more 4<4 grouping of calorimeter crystals. The second, :
2TRK, is designed to fire for events with two or more tracksphOtonS must s_atlsftcosay|<0.7. The momentum of the
(not the track is used to computes; and |cosf,d; for

leaving minimum-ionizing showers in the calorimeter, which i d triction i de up@oss, 4 th
typically deposit 0.220 GeV. 2TRK requires two struck TF P~ ag modes, no restriction 1S made Up@oip;g, and the

counters, two hardware-track-finder tracks, and two nonadjamiz%gs t[?n(sjyers_e .m‘;me”“.‘m trequgrerln(ent IS dloosened to
cent “Crystal-Barrel-Low” (CBLO) calorimeter signalgan Xi~U.Uo. 10 discriminaté against nanbackgrounds, we re-

energy deposition exceeding 0.1 GeV in &4 crystal quire M;<1.8 GeV on thep-side of the event, where the

grouping. A third trigger, known as ENERGY, is useful for variable Mg is defined as_the invgriant mass of one side of
efficiency studies: it requires two CBHI calorimeter signalsthe eyent: a trackassuming a pion massplus all phqton
in oppositez hemispheres separated by at least 90° in azi¢andidates nearer tha’F track Fhan the other and Wh'.Ch have
muth. |cos9,|<0.9. Events with additional neutrals on tpeside
are included in the signal, so that severalecay modes can
contribute to the ‘p” tag: p—ww°, a;— w20,
K* - K0 K* - 7K g(—270), etc.
Radiative QED backgrounds anddecay modes with en-
We choose events with two charged particles in the barre¢rgetic 7%s are discriminated against by requiring any de-
region of the detector, where the precision for charged trackected photons, excluding those in an identifiethg, to have
measurement and lepton identification is optimal. To supscaled energy,<0.10. To exclude events in which a photon
press backgrounds with photons suchvaéy (/=e/u) and hides in a track’'s calorimeter shower, each track’s
7 decays containing extra”’s, calorimeter activity unre- calorimeter-energy-to-momentum  ratio  must  satisfy
lated to the charged particles is restricted. Fofy and  E./p.<Z1.1. This requirement eliminates Bhabha evéitts
ee// backgrounds, the momentum of any unseen parwhich one track radiates a photamnd 7-pair feed-acrosén
ticle(s) frequently points parallel to the beam direction, un-which a photon from an unwanted® randomly overlaps a
like the neutrinos inr-pair events. Therefore requiring a non- track’s showey.
zero missing momentum that points into the detector Further limitations on extra showers depends upon the
enhancesr-pair events relative to these backgrounds. Cosspecies of the nearest charged particle. Any shower nearest
mic rays are almost completely eliminated by requiring thein angle to an identified lepton must satisfy<0.01 if it is
two charged tracks to be acollinear and to originate near thikely to be a true, event-related photon, which is defined as
IP. Stringent particle identification and limitations upon ob-|cos€7|<0.8, shower location more than 20 cm from both
served photons are imposed to minimizgair feed-across charged tracks’ projected entry points into the calorimeter,
subtractions. Specific hardware trigger criteria with high andand a lateral profile consistent with that of a photon shower.
measurable efficiencies are chosen for each mode. To reduce dependence upon the simulation of hadronic inter-
We do not distinguish between charged pions and kaonactions in the calorimeter, which affects the population of
to eliminate the systematic error that would result from ex-photon candidates, a different strategy is employed on the
plicit identification. Thep-tagged modes are included to ob- h side of an event: we requifé! ;<0.4 GeV. This tends to
tain more statistics foe, u, and h decays; ther—h#%»  eliminate backgrounds from decays to higher mass states
branching fraction has been measuféd] previously using  with at least oner® accompanying thé (p, a;, K*, etc)
the CLEO dataset and is not updated here. and is well modeled by the Monte Carlo simulation.
Selected events must have exactly two good charged par- Electron and muon identification criteria establish for
ticle tracks. At this stage a good track is defined as havingach charged track, with some probability, its identity as an
momentum p.>0.15 GeVEt or impact parameter e, u, or h. The symbolh representsr or K, and is defined

IIl. EVENT SELECTION
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TABLE I. Product branching fractions and their components for eaphir decay mode.

ab n A (%) P (%) T (%) f(%) BaX By (1072)

ee 11019 11.3040.123 95.5&0.30 97.510.52 1.62-0.48 3.166-0.030+0.062
o 3846 5.443 0.060 86.010.57 79.06-1.23 4.10-0.63 3.0690.049+0.078
hh 4970 9.90@-0.129 95.290.65 86.20-0.93 27.68-0.87 1.366-0.019+0.035
e 17364 9.706:0.104 90.75:0.33 96.29-0.63 2.38-0.38 3.075-0.023+0.060
eh 14880 10.102-0.109 95.45 0.36 97.03-0.66 17.430.68 2.021-0.017+0.043
uh 9739 7.868 0.090 90.62-0.43 83.6@-1.00 20.011.12 2.011-0.020+0.053
pe 15314 3.9090.043 96.42-0.25 97.35-0.63 1.68-0.12 6.3130.051+0.122
pi 11505 3.1480.035 91.6%0.35 97.44-0.66 3.09-0.28 6.099-0.057+0.121
ph 9846 3.259-0.038 96.340.46 97.510.71 18.28-0.52 4.043 0.041+0.086

operationally as “not identified a lepton.” The criteria are the x,, andx’, limitations forces unseen particles to traverse

chosen to have high efficiencies for signal modes and smathe calorimeter without a significant energy deposition,

backgrounds from nonsignal-decay modes. Electrons are which for a hermetic, efficient detector means they cannot be

identified with scaled momenta. >0.1; muons and hadrons energetic electrons or photons.

with  x.>0.285. Electron criteria require that

E. /p.>0.85, and that its drift chamber specific-ionization IV. BRANCHING FRACTION ANALYSIS

(dE/dX) be no lower than two standard deviations below

that expected for an electron. Muon criteria demand that the Product branching fractions far-pair decays to the final

track depositE.<0.6 GeV in the calorimeter, consistent Stateab are computed as

with a minimum-ionizing particle, and that there be hits in

the muon detection system matched to the projected trajec- B.X B.= nx(1-f)

tory of the track. The muon chamber hits must be consistent AT (TXPXAYXN X (2— )

with a penetration of at least three hadronic interaction

lengths forp. <2.0 GeVt and five interaction lengths for wheren is the total number of events in the specified mode,

p.>2.0 GeVt. The two depths correspond to the first and f is the fractional background in the sample frerand non-

second Super|ayers of muon chambers. A||OW|ng a smallef sources, inClUding those due to partiCIe miSidentiﬁcation;

penetration depth for lower momentum avoids a rapid reducthe efficiency AXPX T for selecting the final statab in-

tion in efficiency and the associated larger uncertainty.  cludes effects of triggeringX(), particle identification ),
Additional criteria address differing mode-specific needsand acceptanceA); N, is the total number of pairs pro-

For high efficiency triggering on calorimeter energyep ~ duced by ee collisions during data taking; and the

and eh events, the electron scaled momentum must satisfikroneckers accounts for the case when=b (i.e., theee,

X.>0.235. To suppreseey and uuy contamination, the #u, andhh modes. The measured event tallies, efficiencies,

scaled energy must satisfx(+x_)<1.5 for theee and  backgrounds, and resulting product branching fractions are

o modes. For reliable triggering, the two tracks /j(r‘u, shown in Table | along with their errors. The two errors on

wh, andhh events must be in opposiehemispheres; i.e., each product branching fraction represent, first, the statistical

cos. Xcos9_<0. The hardware trigger known as ELTRK error due to the num_ber of events found in the data, and

must have fired foee, eu, eh, and allp-tag modes; each of sgconq, the systematic error, due to all other sources com-

these modes features at least one energetic shower neafiped in quadrature. The methods used to determine the en-

guaranteed to satisfy the calorimeter portion of this triggeriries in Table | are explained below.

For the uu mode, the trigger known as 2TRK is required.

Events in thexuh and hh modes must have fired either A. Normalization

ELTRK or 2TRK.

Y

P o/ , The number ofr pairs is computed as the product of the
The 7/ yy andee// processes can survive the above i cross section and the integrated luminosity, summed
selection criteria if the unseen pair of radiative photons or ar all runs

electrons combine to yield a missing momentum pointing
into the detector. To eliminate this possibility we define a
new variable as the missing transverse momentum divided NTTZEi {oo(s) X (1+ )} X L 8
by the missing energy:
in which o(s;) is the point cross section evaluated at the
: Xt square of the center-of-mass ene
Slrl@)mmE m . (6) q By
X
_ 86.856 nb GeV
Energy-momentum conservation mak@s,, the minimum o(Si)= S; '
polar angle of any unseen particles. For the and pwu
modes, we requir® ;,>0.18 because calorimeter coveragethe integrated luminosity’; is measured12] using wide
extends to this polar angle. Combining this requirement withangle Bhabhau-pair, and yy final states with a relative

©)
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TABLE Il. Trigger efficiency component&%b) for eachr-pair decay mode.

ab TF-ctr TF-edge Crystal Track L3
ee 99.70+0.15 99.44- 0.40 99.8:0.15 98.55-0.28 100
en 99.70+0.15 99.04-0.32 99.8x0.15 98.3:0.48 99.4:0.18
eh 99.70+0.15 99.710.38 99.8x0.15 98.3:0.48 99.49-0.18
pe 99.70+0.15 99.530.36 99.8x0.15 98.30.48 100
P 99.70+0.15 99.830.41 99.8(-0.15 98.18-0.48 99.92-0.08
ph 99.70+0.15 99.82-0.49 99.8(-0.15 98.18-0.48 100
M 89.05+0.80 93.32-0.48 95.06-1.10
ph 92.10+0.87 93.32-0.48 97.270.52
hh 93.62+0.75 93.32-0.48 98.66-0.51

error of 1%, and the theoretical factor adjusting the pointaligns with the borders between crystal groupings, causing a
cross section for nonzeromass effects and initial and final correlation precluding direcfand unnecessarydetermina-

state radiative correctiod3] is (1+ 6,)=1.1732, also with  tion of the separate factors.

a relative error of 1%. Hence the total integrated luminosity The 2TF counter efficiency when both tracks are away
of 3.555 fb™*, accumulated near two beam energies, 68.05%rom counter edges can be measured using the subset of each
at Ep=5.29 GeV and the balance at 5.26 GeV, correspondgnode that satisfies a 1TF criterion. This amounts to an inef-
to N, =(3.250+0.046 X 10°. Theoretical uncertainties in ra- ficiency of 0.3% for the ELTRK trigger modes, as shown in
diative corrections foryy, ee, uu, andrr final states domi-  the “TF-ctr” column of Table Il. The remaining TF ineffi-

nate the error il .. ciency is attributable to loss of pulse height for tracks enter-
ing a counter near its azimuthal edges. It is calculated mode-
B. Monte Carlo samples by-mode by examining the distributions of the projected

For efficiencies and-pair feed-across, I{0Monte Carlo  charged particle’s azimuthal intercept, modulo a half-TF
7 pairs were generated and decayed with tomLag [13]  counter width, and quantifying the deficit near the counter
program coupled to a detector simulation basedeaant  €dge relative to its center. The inefficiency due to TF counter
[14], equivalent to 3.318 times the luminosity of the acquirededge effects is 0.2—1.0 %, as shown in the “TF-edge” col-
data. Ther branching fractions used in this Monte Carlo Umn in Table Il. Thus defined, the two TF efficiencies are
generation are consistent with world-average measuremenigdependent.
[5]. Additional events were generated in some modes ( The CBHI efficiency as a function of shower energy is

eu, eh, anduu) to reduce the statistical error on the accep-calculated usinguuy events triggering on 2TRK. In this
tance. study the muons are restricted to energy depositions below

0.3 GeV so they could not fire CBHI. For shower energies
abovex,=0.2 (1 GeV), the efficiency is constant 99.80
. ) ] . +0.03%; belowx,=0.2 it falls off rapidly. This result is
The efficiency with which events are found and classifiederified by lower statistics studies using the photons from
as one of the chosenpair decay modes is expressed as the_.0:5 i, pe and pu events. All the ELTRK trigger modes
product of three distinct factors, which separately account fofaature at least one calorimeter shower on the plateau, i.e.
the trigger efficiency, particle identification, and acceptanceygith energy in excess of 1 GeV. A systematic error of
Acceptance includes the effect of all selection criteria other+ g 1504 is assigned to this efficiency for ELTRK trigger
than trigger and particle identification. The particle identifi- modes, as shown in the “Crystal” column in Table II.
cation and trigger efficiencies are determined from data Tracking-trigger efficiencies are determined by measuring
(folded with s_lmula_ted kinematic dlstrl_butlo)]sx\_/hereas the \what fraction ofee, pe, or pp events that fire the ENERGY
acceptance is estimated almost entirely using the Montgigger also satisfy the relevant tracking-trigger criteria. A
Carlo simulations. muon is assumed to have the same efficiency as a pion
within the errors; the efficiencies show that an electron only
has about 0.1% higher efficiency than a pion. The tracking-
The trigger efficiencyZ for each mode is calculated by trigger efficiency losses are about 2% for ELTRK require-
computing each of several independéatd therefore multi- ments and about 7% for 2TRK, as shown in the “Track”
plicative) subefficiencies using the data alone. These subefeolumn in Table Il. The momentum dependence of these
ficiencies separate naturally into factors accounting for TFefficiencies is small.
crystal, tracking, and L3 components relevant for each mode. The correlated TF*CBLO efficiency product fora (h)
Measured trigger efficiency components are shown in Tables determined by measuring the fraction of single-TF
I, in which the modes are grouped by trigger requirementsELTRK triggers that have 2TF*2CBLO oau (eh) events.
ELTRK (the top si¥, 2TRK (uu), and the inclusivesr of  The electron, restricted tg>0.25 to ensure firing a TF,
ELTRK and 2TRK (h, hh). For the 2TRK efficiencies has fired a CBLO by virtue of its deposited energy. The
only the product of the TF and crystal efficiencies is mea-additional efficiency in thech andhh samples from ELTRK
sured because the gaps between adjacent TF countdrgggers, where a single CBHI is required instead of 2CBLO,

C. Efficiencies

1. Trigger efficiency
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is due to events in which an interacts and showers in the TABLE Ill. Background fractionsf (%) by source for each
calorimeter, and is also computed from the data. The result=-pair decay mode. Relative systematic uncertainties efer,
ing 2TF*2CBLO efficiencies, shown in the “Crystal” col- 7/, andee// entries are 100%. Here/'=eeor uu.
umn of Table II, range from 89 to 94%. : ) /

The L3 efficiency is computed by counting the number of2b T Cosmic eerr // ee//
e\r/]ents in each mode that are tagg(.adh ?15 ]E)er:ng L3 reJ‘TCtée 0.83+0.13 024 032 0.23
fo clminadon a L3, but were retained in the data stream fof - 202:0%8 015007 011 022

’ h 27.16:0.81 0.16:0.05 0.29 0.06 0.07

only 74% of the total data set. Hence for each such L

. . 2.1 .34 12 A
tagged event found in each mode, there were an addmon%f; 16 72?8 go 832 832
7/0.74=9.5 events eliminated at L3. L3 efficiency losses ' ' ' '
range from nonede) to 5% (). ph 18.51+0.56 0.13:0.07 0.12 0.34 0.90
The efficiencies shown in Table Il are averages over the® 1.57+0.06 0.10 0.01
entire data set used for this analysis, but are not constant ov&f* 3.09-0.28
18.08+0.49 0.0x0.01 0.16 0.03

all run periods. Variations of several percent in the hardwaré
tracking and TF*CBLO efficiencies have been observed for

several contiguous subsets of the data. These variations ha\r!neodes. The high-side tail of tH. /p. distribution for elec-

been found to correspond to changes in the trigger compQq- ; : : . .
X ns is also underestimated by the simulation, as determined

nents themselves or in the response of detectors to CESR.. ; .
beam conditions. using ew and pe events for which there are no high-
E./p. (i.e., Bhabha backgrounds. A momentum-
dependent correction is applied, and amounts (€2
+0.1)% per electron. The acceptance is reduced by an addi-

All particle identification probabilities are measured usingtional (0.20+0.15% of itself to account for a slight overes-
subsets of the CLEO dataset with tracks tagged as leptons timate of track reconstruction efficiencies in the simulation.
hadrons(see Appendix The efficienciesP(e—e)~(97.7 The total error assigned to the acceptance for each mode
+0.19% andP(u— u)~(93.0+0.30% are measured with is the quadrature sum of the Monte Carlo statistical error, the
radiative lepton pairs and two-photon events from the datasystematic errors from the three corrections mentioned
Lepton efficiencies are determined in bins of momentum anébove, and an additional 1.0% relative error to account for
polar angle. A by-product of these efficiencies are the leptonpossible systematic effects of the detector simulation or
faking-hadron rate®(/—h)=1—-P(/— /), which are, av- event generator that are beneath the statistical power of the
eraged over momentum, approximatd®.3+0.15% and data to probe. Half of the latter error is assumed to be mode-
(7.0+0.30% for e’s and u’s, respectively. The fake rates specific and half common to all modes: this error comprises
P(h—e)~0.1-0.5% andP(h—u)~1-5%, both with the quadrature sum of 0.7% independent of all other product
relative errors of+15%, are measured with—h#%» de-  branching fractions and 0.7% common to all others. Depend-
cays in the data and binned in momentum and charge. Hendeg upon mode, the value od ranges from 3 to 11%, with
the hadron identification probability, averaged over momentotal relative errors of about 1.2%.
tum, isP(h—h)=1-P(h—e)—P(h— u)~(97.7+0.3}%.

To determine the net two-particle identification efficiency D. Backgrounds
for a given r-pair decay mode, for each Monte Carlo signal
event we find the identification probabilities for both tracks,
as tabulated by particle species, momentum, polar angle, an
charge. The product of these probabilities is then average
over all generated signal events. The resulting valuéP of
varies with mode from 86—96 % with an error of 0.3-0.6 %.

2. Particle identification efficiency

Table Il shows the background fractions due to all
urces considered. Feed-across among the signal modes and
m other 7-pair decays constitute the dominant back-
rounds. These feed-across levels are computed from the
7-pair Monte Carlo sample using the particle identification
weights measured in the data, applying signal trigger effi-
ciencies, and normalizing to luminosity. Table IV shows the
3. Acceptance feed-across level in each mode attributable to the misidenti-
The acceptance is determined by dividing the number ofied 7 decay indicated in each column. The small fraction of
simulated signal events satisfying all the selection criteria bygvents with double misidentification are included in only one
the total number generated. Knowledge of the acceptance #f the columns. The uncertainties in total feed-across are
limited by Monte Carlo statistics and by the accuracy ofdominated by the errors on particle identification, which are
event generation and detector simulation. The latter effect i$5% for P(h—e) andP(h— u), 8% for P(e—h), and 4%
evaluated by varying the selection criteria over reasonabléor P(x—h), but also include contributions from trigger ef-
ranges and monitoring the resulting product branching fracficiency, luminosity, and branching fractions. Modes with
tions. The agreement between the data and simulation is ei&f’s are considered background and are explicitly subtracted
cellent in the relevant ranges of important varial{lese Sec. as feed-acrosgl5].
IV E). All other backgrounds are heavily suppressed by the se-
There are three small corrections obtained by comparisotection criteria, and total less than 1% for most modes. Tails
with data distributions. The detector simulation appears t®f the observed track impact parameter distributions yield
underestimate the width of the, distribution slightly, so estimates of the cosmic ray contamination. Remaining
the acceptance is reduced K9.1+-0.1)% of itself in all ~ sources rely upon Monte Carlo simulations eéee[16],
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TABLE 1V. r-pair feed-acros4%) into each selected-pair
decay mode, listed by true Monte Cartodecay modgneutrinos
omitted.
ab e o h ha® h=27° K’h K’h#® Other
ee 0.78 0.04 0.01
o 3.37 0.18 0.01 0.06
hh 4.25 14.36 6.12 0.10 2.12 0.15 0.06
eu 198 0.11 0.01 0.03
eh 258 9.02 0.36 3.61 0.04 1.03 0.10 0.04
puh 262 9.14 183 371 0.08 1.02 0.09 0.02
pe 0.32 0.03 0.10 0.78 0.34
pu 176 0.08 0.01 013 075 0.36
ph 260 896 0.10 381 0.10 1.16 0.87 048

PRI R S
0.5
|cos 0: |

eeuu [17], eerr [17], ee[18,19, anduw [20] final states.
Like-charge events seen in the data are negligibly small, ex-
cept for theeu mode, for which they indicate a 0.13% level

of eeupm contamination. Backgrounds fronee—qq

—hadrons ane¢te— Y (4S)—BB are negligible. (solid circles with error bajsand Monte Carlo simulatiofthisto-

The cross sections fae—ee, uu, eeegandeeup are  gram for the nine indicated-pair decay modes. The lightly shaded
quite large compared to those probed in this analysis. Thearea represents the contributions frampair feed-across. Vertical
selection criteria must suppress these processes by factors agpows indicate cut values on this variable.
to 10° to attain sub-1% contaminations. At this level, it is
difficult to verify accurate normalization of these processesgvents are located, the data and Monte Carlo distributions
their radiative corrections, and simulated detector respons@atch quite well.

Hence the Monte Carlo predictions for these final states are The product branching fractions are stable when divided
each normalized to the data in a region outside of, but adjanto eleven consecutive data sets of comparable size, which
cent to, the nominal allowed region for a given mode. Theseverifies the correct time-dependent trigger efficiency deter-
background processes dominate the event sample in thesgnations. The combineg? for all nine product branching
normalization regions, but pairs and other sources must be fractions to be constant for these eleven run periods is 89 for
accounted for as well. A scale factor for each process is thef0 degrees of freedom. The product branching fractions for
obtained which is applied to the predicted backgrounds iron-Y (4S) and belowY (4S) data are statistically consistent
each mode. The normalization regions axe ¢ x_)>1.5 in

max

FIG. 1. Distributions incosf- |y for data with statistical errors

the ee mode for Bhabhasx. >0.9 in the uh mode foru IR R
pairs, and®,,,;<0.18 for eeeeand eeup, in the ee and °'2:4
e modes, respectively. The resulting scale factors are 2.9
for Bhabhas, 1.6 fop pairs, 0.77 foreeee and 0.57 for 011
eeu . Total relative errors of- 100% conservatively allow i
for the approximate nature of this procedure. _ 01‘;__ i
A
E. Systematic checks S oo
Distributions in variables relevant to the selection process 3" 005}
are modeled well by the simulations, some examples of -~z of —
which are shown in Figs. 1-8. The histograms are normal- TRABERN
ized to unit area inside the nominal cuts. Variations of the 0.2f- .
product branching fractions with reasonably altered cuts are - ]
consistent with those expected from the assigned statistical 0111 T ]
and systematic errors. i bz i } }
Suppression of neutral activity in thie side of events °0 s 100 0. =10
reducesr-pair feed-across. HoweveGEANT modeling of X

hadronic showers in the calorimeter is imperfect in reproduc-
tion of every detail of these nuclear interactions. The selec-
tion criteria minimize the dependence upon tGEANT'S FIG. 2. Distributions inx.. , with symbols defined as in Fig. 1.
simulation of hadronic interactions by excluding only likely The 1ower momentum track is plotted fere, up, and hh, the

photons in the lepton side of the event and high invariankiectron's forex andeh, the muon's foruh, and thep’s charged
mass states on threside. Thex,, cut can be tightened to 0.05 track’s for thep-tag modes. The darkly shaded region in fhake

without excessive change, but not below. However, forplot at high momentum indicates the Monte Carlo prediction for
M¢>0.4 GeV, where the dominant portion of feed-acrossee— uu background.
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FIG. 3. Distributions inx. , with symbols defined as in Fig. 1. FIG. 5. Distributions in® ,;,, with symbols defined as in Fig. 1.
The higher momentum track is plotted fere, uu, and hh, the  The darkly shaded regions in tlee and uu plots at small® .,
muon’s foreu, the hadron’s foeh and wh, and the track’s oppo- indicate the Monte Carlo predictions foee—eeee and
site thep for the p-tag modes. ee—eeuu backgrounds, respectively. The first 7 bins in the
plot are scaled down by a factor of 8.

with each other, confirming the lack of beam energy depen-

dence and the absence of backgrounds fBahecay. systematic errors, except particle identification uncertainties,
which enter on a per track basis, and hence twice per event.
F. Results Also, some uncertainties cancel in ratios of product branch-

, ) ing fractions. These features can be observed in two simple
_ The measured product branching fractions can be cOMgyamples: measuring, with eeevents, in which one merely
bined to yield a single result for each of the desired abSOIUt?akes\/ﬁ or with ex and . events, in which one takes
e ’ 1

and relativer branching fractions. Because enough modesBeB /JB.B.. The latter case contrasts with the former in
I n=pr

are measured simultaneously, no other “tagging mode that the uncertainties of two modes, not one, are incurred, but

branching fraction, with its attendant uncertainty, must entellrS similar in that the error irN... is halved, and only the

the calculation from outside sources, as is sometimes th&ncertaint inP(e—e) enters[ P(u— u) cancels in the lat-
case with measurements of this kind. For the self-taggin y K= H

. ) : NYer casg

modes, this technique effectively halves most of the relative For each o5, B, By, B,/Be, andy/Be. there are six
combinations of product branching fractions that are inde-

] pendent (see Tables V-IX Five separatey? fits, or

weighted averages, of the six combinations are performed,
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(x4 +x_) indicate the Monte Carlo predictions fae—ee and
ee— uu background. FIG. 6. Distributions inx,,, with symbols defined as in Fig. 1.
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TABLE V. Fit result for B, with six independent product

branching fraction combinations ordered by their weights in the fit.

Method B (%) Wi.

NN 17.79+0.08+0.17 0.66
VBB, B,B.1B,5, 17.840.13+0.23 0.14
BBy B,B. 18,5y, 17.76+0.14+0.25 0.09
B.B,I\B,B, 17.55+0.19+0.29 0.04
BeBBn /BBy 17.33+0.19+0.32 0.04
VBB, - BB, 1B,By, 17.58+0.13+0.28 0.03

Fit: x?=2.8/MN g

17.76£0.06+:0.17

very sensitive to small changes in the weights. When the fits
are performed using only the first three methods in each case,
the weighted average and errors differ insignificantly from
those in the tables; due to correlations in the efficiencies,
backgrounds, and normalizations, adding the remaining
methods only marginally improves each fit's precision. Simi-
properly accounting for the many error correlations. The fit-|arly, when the first two methods are excluded from the fits,
ting procedure utilizes the full covariance matrix, correctly the resulting weighted averages are completely consistent
including the effects of all important statistical and system-with those in the tables, but with slightly larger errors.
atic correlations in the quantities of E(y), for all modes; An alternate procedure for extracting the branching frac-
the error on the weighted average is the weighted quadratutgns is to perform a globay? fit to the product branching
sum of the errors on the six input combinations, but adjustegractions simultaneously, again accounting for correlations.
for effects of correlations. Tables V—-IX also show the resultsThe global fit gives nearly identical resultsithin 0.1%,
of the fits, including the weighted average and error, theelative and errors(within 5%, relative as the weighted-
x°, and the fitting weight of each entry. The reasonaple average technique, and hasy3=2.9 for five degrees of
values reflect the internal consistency of the product branchireedom. This procedure has also been employed to explore
ing fractions, and that there are no significant underestimatege impact of omitting any single product branching fraction
of the uncorrelated systematic errors. from the fit. Table X shows how much the branching fraction
Several cross-checks of the fitting methodology and reerrors increase if any one of the nine modes is ignored.
sults have been performed. The fit values and errors are n@yhile most individual modes have a nontrivial impact on
one or more of the branching fractions, theand xh modes
being the extremes in this regard, no single mode so domi-

FIG. 7. Distributions inx; with symbols defined as in Fig. 1.
The plot includes photons from the lepton s&leof the event only.
This variable is undefined fdrh and ph modes.

= L ] LI &
0.2 eet nates the fit as to make the others irrelevant. There is some
i degree of balance among the modes.
0.1 Each of B, B,, By, B,/Be, and B,/B,, is measured
L with a total relative error of about 1%. Sources of uncertainty
- OF LI ropeeeed are summarized in Table XI. Systematic errors dominate the
% o.2[ epT
S 1 TABLE VI. Fit result for B,,, with six independent product
< o1 branching fraction combinations ordered by their weights in the fit.
ZE"’ 3
it
- " Mo Method B, (%) Wt
pe T
0.2 T VBB, 17.52+0.14+0.22 0.35
0.1f VBB, -B,B, /8,5, 17.24-0.12+0.21 0.34
. i BB, BB, 17.28+0.15+0.26 0.14
R L 10 20 VB,B,-B,B,1B,B 17.42+0.15+0.27 0.11
M_(GeV) wERTEpEul Eph
VBB, B,B,IB.B, 17.49+0.13+0.27 0.04
FIG. 8. Distributions inM for one side of the event, with sym- B Bh/m 17.24+0.21+ 0.39 0.02

bols defined as in Fig. 1. The higher momentum track side’s mass is*

plotted foree, uu, andhh, the muon’s foreu, the hadron’s for
eh and ih, and the track’s opposite thefor the p-tag modes.

Fit: x?=2.8/MN g

17.37+0.08+0.18
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TABLE VII. Fit result for 5,,, with six independent product TABLE IX. Fit result for By/Be, with six independent product
branching fraction combinations ordered by their weights in the fitbranching fraction combinations ordered by their weights in the fit.

Method By, (%) Wt. Method BB, (%) Wt.
VBB, 11.66+0.08+0.15 0.42 VBB 1 BeBe 65.54+0.56+0.77 0.43
e T B,B.18,5 64.04-0.83+-1.11 0.25
. . . — . . 4 h d €
Bebn- B,Bn 1B, Be 11.38:0.09=0.15 0.29 BB/ BeBe 63.83:0.80+1.12 0.17
VBB, B,B,1B,B, 11.55+0.10+0.18 0.12 B,ByIBB, 65.40+0.83+1.54 0.13
— BBy B,B, BB, B,Be 63.50+ 1.06+ 1.42 0.02
Bebin/ VBB 11.36-0.110.19 0.11 B,By-B,B,.B,Be BB, 63.31-1.44+1.85  <0.01
VBB, B, B, 188, 11.50+0.09+0.18 0.04 Fit: x?=2.8/MNgof 64.84+0.41+0.60
B,B,I\B,B, 11.48£0.15+0.26 0.02
Fit: %= 2.8/MNgf 11.52+ 0.05+0.12 this strategy retains sensitivity ta,, provides a statistically

independent sample, and eliminates dependence upon calo-
rimeter calibration because ne° reconstruction is neces-
sary- The tradeoffs are that the branching fractions are
Smaller, more emphasis is placed upon accurate momentum
determinations, and special attention must be paid to elimi-
nating QED backgrounds. This analysis is described in more
detail in Ref.[25].
The method for extractingn{,) i, from dihadron events

) . can be described several ways. Energy-momentum conserva-
oi =V are the variances. _ tion allows each hadronic daughter's momentum vector to

_This measured value oB, is correlated to, consistent getermine a cone on which the parerdirection lies, assum-
with, and supercedes the CLEO result in R&l], which  jng no initial or final state radiation and a single massless
utilized theee mode on a fraction of the data set used hereynobserved neutrino in each decay. The opening angle of
The CLEO value reported in Reff22], which was based on these two cones depends on the value of the parent mass,
e-vs-3 events taken with a different detector configuration, iSmT. Reflecting one of the two cones through the origin then

absolute branching fraction uncertainties, largely due to th
error in the normalizatioM ... Statistical errors matter more
for B,,/B, and By/Be, for which the normalization cancels.
The five fitted quantities are correlated with each other
with Table XII showing the correlation coefficients
rij=Vij/(ojo;j), whereV is the covariance matrix and the

independent of the present determination. gives two cones that intersect, in general on more than one
ray. The parent mass can be varied until the cones have only
V. 7 MASS one common line of intersection; this then i) ., the
. smallest kinematically allowed value of the parent mass for
The most precise measurement of thmass comes from h
*e~ data taken atr-pair threshold by BESmSES= that event. , o -
€€ v Another interpretation of the technique is shown in Fig. 9.

0.18+0.2 : :
(1776.96 551 517 MeV [23]. This result has previously the aigorithm for finding n.),, uses the acollinearity of
been corroborated by CLEO and ARGUS, both operating ifhe two hadrons, making its calculation under the assumption
theY regime. ARGUS used decays to three charged hadrongat the momentum vectors of the two hadrons lie in the
to obtainm,=(1776.3- 2.4+ 1.4) MeV [24]. The published  same plane as those of the two parest The figure shows
CLEO resulf7] selectechp andpp events, and by fitting the  eyents with various rotations of the dihadron plane with re-
distribution of a minimum kinematically allowable mass spect to ther-pair axis. In(a), the two pions are in the same
(M;)min for each event, obtaineth,=(1777.8-0.7-1.7)  plane as the parent directions and the algorithm will cor-
MeV. The largest contribution to the systematic error WaSrectly obtain fn.),,=m.. In (b) and (c) there are nonzero
attributable to uncertainty inr® energy as measured in the
eIeCtromagnetlc_calorlmleterh fitt hni TABLE X. Mode sensitivity of the branching fraction errors
Her_e we again employ t GT(_T)min' itting technique t_)Ut from studies using the simultaneous global fit. Relative incré#ge
apply it tohh events. In comparison to otp, pp analysis,  of the absolute error for each branching fraction when a single
mode is omitted.

TABLE VIII. Fit result for B,/B,, with six independent product

branching fraction combinations ordered by their weights in the fitMode Be B, By B,/Be B/ Be
Method BM/Be (%) W ee 28.6 0.9 0.7 35.6 314
m 02 138 0.1 183 0.1
VB, B, BB 98.46:0.92+-1.13 0.39 hh 0.1 0.1 13.3 <0.1 16.5
B,B,, 18,8, 96.61+1.19+1.53 0.29 eu 2.4 8.9 0.1 2.7 2.8
BoB,, BB, 97.13+1.18+153 021  eh 16 0.1 9.7 2.0 43
BBy BB, 99.51+1.30+2.47  0.11 h 0.1 19 23 2.9 34
(BB, - B,B:)(BBy- B,Be) 97.44+1.66+228 <001  pe 26 3.2 28 118 10.4
(B.By B,Bo)/ (B,Be- BrBr) 94.70:2.05:2.91 <001  pu 08 5.6 0.7 114 <01

Fit: x2=2.8/MNgof 97.77+0.63£0.87 ph 0.5 0.5 69 <01 11.4




2570

TABLE XI. Relative errors(%) by source.

A. ANASTASSOV et al. 55

1600696-001

Source Be B, By B,Be  BylBe Kd’
Statistics ) 0.36 047 0.46 0.65 0.63 ™, ,
Normalization N,,) 0.71 0.71 0.71 True Event, ¢p=0°
Acceptance 4) 048 054 054 0.56 0.56 ~ 5 ~ o
Trigger (7) 028 040 0.37 051 0.48 6 =107 /\ 6,= 169
Background 0.19 023 0.39 0.32 0.43
Part'c?le Id (P()) 016 0.32 0.31 036 0.34 Reconstructed Event, (m_) .. =1.777 GeV

| . . . . . (a)
Quadrature sum 1.00 1.15 1.18 1.10 1.12

rotations and the algorithm will produce a value ofi § i,

that is less tham_. Measurement errors, initial state radia-
tion, and nons backgrounds can vyield events with
(m,)min=>m,, but proper selection criteria can minimize
these sources, thereby maintaining a sharp dropoff, or
“edge,” in the (m,), distribution near the true value of

True Event, ¢ =45°
g _ o / \ g — o
01 =99 92 =15.7

= 1.648 GeV

Reconstructed Event, (m_)

(b)

min

m, . Events fromr-pair feed-across, such as those containing
a lepton faking a hadron or @m7° where ther® has gone
undetected, tend to have low values of §,,, and there-
fore do not significantly alter the shape or position of the
edge.

The selection criteria are slightly different from those
used for the branching fractidmh sample to increase statis-
tics and to reduce backgrounds and feed-across. The allowed
polar angle region is enlarged toosf.|<0.8, and the mo-
mentum restriction loosened on the lower endkto>0.25.

QED and two-photon processes are suppressed by the addi-
tional requirement tha® ,;,>0.105. Cosmic rays are re-
moved from the data sample by requiring that the time dif-

fer_en_ce of _the _tracks’ S|g<nals in_the tlme—_of-fllght a5, which in all three cases have fixed potr, 6, with respect to
scintillators, if available, bes<4 ns. Tracks heading for the true r-pair direction. The angle is here defined as angle be-

octant boundaries in the muon system, where most MUOReen ther, andr, momenta when projected on a plane normal to

veto inefficiency occurs, are rejected unless both the energye 7 direction. For eachs, also shown are the corresponding val-

and lateral shape of the shower in the calorimeter are Unchafips of ¢ ), ., as defined in the text, and,, 0,, angles of the
mins : , 02,

acteristic of muon$26,27). _ _ pions with respect to theeconstructedr-pair direction.
The baseline Monte Carlo sample is generated with

m,=1777.0 MeV. Unlike ouhp, pp analysis, a closed-form oq 1ting mass shift and associated statistical uncertainty is
few-term function is not used to compare the data to theAm=(+1.5i 1.6) MeV. An investigation of systematic ef-
simulation. To avoid binning effects, instead we use the acgoqg attributes errorn MeV) to simulation statistic$0.8),

tual shape of the simulation distribution by fitting it to a non-r backgrounds and feed-acro&s7), momentum scale
cubic spline with eight knots. This spline shape is then f|t(0_4), fit linearity (0.3, momentum resolutiof0.2), radiative

with roating normalization to the data distr_ibution fo_r correctiong(0.2), and beam energy uncertair(@.1). Several
(m,)min, With the only other free parameter being the Shlftof these are discussed further below.

Am (relative to 1777.0 MeYalong the mass axis. The fit of When the spline fit is made to the baseline Monte Carlo
the spline to the data distribution fom() i, is shown in - gampje the shift, which should be exactly zero for an unbi-
Fig. 10. The fitting range of 1.54-1.86 GeV is chosen 10,464 technique, i4m=(+0.0+0.8) MeV, where the uncer-
minimize sensitivity to small shifts in the range limits. The (ainy from Monte Carlo statistics is retained as a systematic
error onm,_. The assumption that the shift in the spline is
linear in mass with unit coefficient is tested by creating a
second Monte Carlo sample, complete with full detector
simulation, but with an input- mass of 1784.0 MeV. This

True Event, ¢b=95°
~ _ o / \
01 =75

Reconstructed Event, (m T)

(c)

s o
02=11.7
min = 1:238 GeV

FIG. 9. A r-pair event in which each decays into a charged
pion (7, and m,) and a neutrino(not shown. (a), (b), and (c)
depict three possible directions a 4 GeVt 7, and a 3 Ge\We

TABLE XIl. Correlation coefficients between branching frac-
tion measurements.

By Bn B,/Be Bu/Be sample yieldsAm=(+8.5*1.7) MeV, where again the error
B 0.75 0.71 0.48 0.46 is from Monte Carlo statistics. A higher statistics test, but
B, 0.64 0.62 0.30 one with different systematics, is conducted by using simple
B, 0.28 0.64 smearing functions to simulate the detector response: a
B,/1Be 0.59 sample with7 mass input of 1772.0 MeV is fit to one gen-

erated with 1777.0 MeV, yielding Am=(—5.9+0.2) MeV.
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60 =TT conflict on the sign of an effect, no offsetAam is made, but

a systematic error is assigned that includes the effect of the
observed differences in resolution between data and Monte
Carlo samples. The momenta of the hadrons in each data
hh event are smeared with a Gaussian by an amount compa-

fg 40 rable to the discrepancy in tH2's and muon pairs, and the

) (m,)min Plot again fit to find a mass shift. This procedure
s results in the assignment of a systematic uncertainty of
° +0.2 MeV.

g 0 The effect of uncertain levels of nonbackgrounds and

w

7-pair feed-across is evaluated by varying selection criteria,
including those relevant for particle identification, over rea-
sonable ranges. The observed changes leadt®.& MeV
systematic error assignment.
T : Adding the net systematic offset and error to the spline fit
1.4 15 1.6 17 1.8 1.9 result for Am and the baseline mass vyields,=(1778.7
(M )iy (GeV) +1.6+1.2) MeV for the hh analysis. This result can be
o . combined with that of our publisheldp, pp analysis, with
FIG. 10. Distribution of n)mi, for the data(histogram over- — \hjch it is consistent. When common and independent errors
layed with the shifted and renormalized spline curve derived fromy e treated properly, the two results receive comparable
the simulation. The two fit parameters, i.e., the horizontal shift an eight and give a combined measurementnof=(1778.2
normalization, were determined only over the solid portion of thei0.8i 1.0+0.7) MeV=(1778.2+ 1.4 MeV, where the three
curve(1.54-1.86 Gey. listed uncertainties are statistical, independent systematics,
and correlated systematics, and have been combined in
These tests of linearity allow the possibility that the Coefﬁ-quadrature_ Common sources of error include momentum
cient of linearity is 5.9/5.6:8.5/7.6=1.2 instead of unity. scale, momentum resolution, beam energy, and radiative cor-
Conversely, it is also possible that for smaller shifts the corections.
efficient is unity, but for larger shifts nonlinear effects be-  The algebraic equation employed in this analysis for ex-
come noticeable. To account for both these possibilities, n@actingm, involves the mass of the neutrino,mVT, which

correction is made for this effect, but a systematic unceryaq heretofore been assumed to be zero. The fittethss

tainty in Am of £0.3 MeV is assigned. _ from this analysis can be expressed in terms of the neutrino
To evaluate the accuracy of the momentum scaleill  1ass and the true mass, for which we takenES because it
data and Monte Carlo samples, we examine both the momeq-< o dependence on, , as 4

tum spectrum of the muons i@me— uwu events and the re-
constructed massem() of several charmed meson systems. 2
The muon pair study givesép/p),,=(—1.0=0.5+3.2)

X 10~4, where the largest contribution to the systematic er-
ror is due to uncertainty in the beam energy. Thehannels
analyzed(along with charge conjugatesre D°—K 7+,  wheremg is a mass parameter which adjusts the equation for
D—K 7 m*7 ", D*"=K 77", and D—K*K* 7™, several approximations. Using both the data and simulations,
The resulting limit on the accuracy of the momentum scaleMo has been determined to be (+.8.3) GeV. Equatiori10)
averaged over the measurdmodes, is 6p/p)p=(—0.8 then yields m? =(—1.9+2.4x10° MeV? Taking the
+0.8+3.6 X104, where the second error arises from un-Bayesian approacks] to limit the result to physical masses
certainty in the trueD masses[5]. No dependence on (mi =0) givesm, <60 MeV at 95% C.L.

charmed meson parent momentum, pseudoscalar decay prod- ~ !
uct momenta, or data collection period is observed. Averag-
ing (ép/p),, and (Bp/p)p yields an offset of §p/p)=
(—0.92.4x 10" “. To convert the momentum scale offset The CLEO branching fractions, mass, and- lifetime [6]

and error to a corresponding offset and error in mass shift;_ =289+ 2.8+ 4.0 fs measurements can be inserted into Egs.
the hadron momenta in the data are varied and new spline fit3)—(3), yielding, respectively, the ratios of coupling con-
performed, yieldingdm/m=1.04x ép/p. The mass shift off-  stants

set and error to be applied to the data due to momentum

. v
mit=mBES— (10)
My

VI. CONCLUSIONS

scale is then(+0.2+0.4) MeV. Ju .
Differences between data and simulation in the momen- _921'0026": 0.0055 (using B, /Be), (1D
tum resolution could also affect the shape of the edge of the
(m,) min distribution nearm_. The pu final states and the g,
four charmed hadron channels are again examined, this time —=0.9999+0.0100 (using Bg,7,,m,), (12
focusing on the widths of the reconstructed momentum and #
mass distributions, respectively. For tlwgu (D) analysis,
the data distributions are slightly narrowgvider) than the &:0_99724_— 0.0103 (using B,,7,.m,), (13

corresponding Monte Carlo simulation. As the two measures Iu
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each of which is consistent with unity, and hence with lepton(e, w, or h) is identified as particle speciéq e, u, orh). Of
universality. Theu-e universality ratio in Eq(11) is abouta the nine possible probabilities, twoP(e—u) and
factor of 3 less precise than that obtained from leptonic piorP(u—e€), are trivially zero because the muon minimum mo-
decay[28,29. However, ther decay result relates to the mentum p.>1.5 GeVE) and maximum calorimeter energy
coupling of a transvers@/, whereas the pion decay test ap- criteria (E.<0.6 Ge\j cannot be satisfied by a track which
plies to longitudinaM/ coupling[2—4]. The lifetime uncer- passes the electron requiremeii.(/p->0.89, and vice
tainty dominates the error in both i universality measure- versa. Of the remaining seven probabilities, only four are
ments; they are almost completely correlated due to theimdependent:. P(e—h)=1—-P(e—e¢), P(u—h)=
similar dependence upar}, N,,, andm,. Combining them 1-P(u—u), andP(h—h)=1-P(h—e)—P(h—u). The
yields g,/g9,=0.9990+0.0098. If instead the world-average probabilities P(e—e) and P(u— u) are the electron and
lifetime 7,=(291.0+1.5) fs [5] and massn,=1777.00"53%  muon “efficiencies;” P(h—e) andP(h— u) are commonly
[5] are used, we obtaig, /g, =0.9981+0.0056 using3. and  referred to as lepton “fake rates.”
9./9,=0.9948:0.0064 using By, or, combining them,
9./9,=0.9970+ 0.0053. Here the branching fraction uncer-
tainties dominate the errors. o . .
The 7-u universality test of Eq(2) sometimes assumes Lepton efflcu_anmes_, are determined from_ four (_j|fferent
w-€ universality, using a combined resu, in place of datg s_amples with pairs of leptons dgte_cted in the fmal_state:
B, thereby improving the error due to branching fractionf@diative Bhabhas ee—eey), radiative muon pairs
uncertainty. However, the weighted average of CLEB;s (€€—upuy), and the two-photon processes—eeeeand
and B,/0.9726,8,=(17.79-0.18%, differs insignificantly €&~ &euu. These samples are isolated primarily on the ba-
in precision fromB, because of strong correlations betweensiS Of kinematics, and hence the resulting efficiencies are
the measurements. minimally biased by the selection criteria. Each sample has a
The branching fractions and coupling-constant ratios mea¢harged particle topology similar to thepair events under
sured here are consistent with and compare favorably in prédvestigation: two well-separated tracks in an event with
cision to other measuremer|ts]. In particular, theB,, and I|t.tle other detector activity. The efficiencies are tabulated in
B./B, values presented here are the most precise publishdins of momentum and polar angle.
measurements, and are consistent with the prediction of Eq, The majority of//'y events have tracks of moderate to
(5), which is B,/B,=0.652+0.001 when the CLEO value of high momentum. To increase statistics, particularly at low
m., is used. momentum, dilepton events with no other detected particles

In summary, we have measured absolute branching fra@ré also used for the effigi?ncy /‘calc.ulatio_n. TheseX
tions for r—evv,, r—puvv,, 7—hv_, and their ratios to €Vents originate as eithere” /" or /"y in which the scat-

one another, with relative errors of 1%. Thenass has been tered beam electrons or radiative photon escape detection at
measured with a relative error of 0.08%. The results show néPW angles to the beam. Such events are copiously produced
indication for deviations from the standard model predic-2nd enhance the momentum spectrum at lee/() and
tions. CLEO has measured thelifetime, mass, an@/u/h  high (//'y) momenta.

branching fractions, providing all the ingredients for lepton ~Radiative lepton events/y are selected to have exactly
universality tests inr decay: u-e and 7-u universality are  tWwo drift chamber tracks and one photon, defined as a calo-
verified at the 0.5% and 1% levels, respectively. rimeter shower, not associated with a track, of energy
E,>0.1E,. The tracks and photon are required to be in the
barrel region of the detectdigoss..|<0.707. The tracks must
have opposite charge, momemga>0.5 GeVE, acoplanar-

We gratefully acknowledge the effort of the CESR staff inity 0.1<£<1.6, and impact parametdr. <5 mm. Calorim-
providing us with excellent luminosity and running condi- €ter showers not associated with the tracks or photon candi-
tions. J.P.A., J.R.P., and I.P.J.S. thank the NYI program oflate must sum t&.,,s<0.2 GeV. To avoid overlap of track
the NSF, M.S. thanks the PFF program of the NSF, G.Eand photon calorimeter showers, which could bias the effi-
thanks the Heisenberg Foundation, K.K.G., M.S., H.N.N. ciency, the photon should be separated from the nearest
T.S., and H.Y. thank the OJI program of DOE, J.R.P., K.H.,shower associated with a track by space angl&his sepa-
and M.S. thank the A.P. Sloan Foundation, and A.W. andation must be larger foeey events (>0.28 than for
R.W. thank the Alexander von Humboldt Stiftung for sup- uuy events (p>0.17) because electron showers spread lat-
port. M.S. thanks Research Corporation for support. Thigrally more than muon showers. Event kinematics are re-
work was supported by the National Science Foundation, thguired to be loosely consistent with energy-momentum con-
U.S. Department of Energy, and the Natural Sciences angervation: definingr as the space angle between the photon
Engineering Research Council of Canada. and the vector sum of the two track momenta, and
Siot=(P+ +p-+E,)/Ey to be the total scaled visible energy,
we requiree<<0.17 and 1.75:5,,<2.2. Vector meson pro-
duction and decayge— yV, V—a* 7~ is suppressed by the
acoplanarity restriction for light states such as phe

The lepton and hadron identification probabilities are Further restrictions are imposed to isolatey and .y
measured in subsamples of the CLEO dataset with tracksvent samples from each other. Radiative Bhabha events are
which can be reliably tagged as leptons or nonleptons. Derot allowed to have any muon system hits matching projec-
fine P(a—b) to be the probability that particle specias tions of charged tracks. The calorimeter eneEjy associ-

1. Efficiencies
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FIG. 11. Momentum spectra for tracks in candidate leptons in
/7y (solid histogramsand/~/X (dashed histogramsamples, for
(a) electrons, andb) muons.

FIG. 12. Measured electron identification probabilRye— e)
as a function of track momentum for polar angle bins
0.0<|cos)-.|<0.3 (open squargs0.3<|cos-|<0.6 (solid circles,
and 0.6<|cosd.|<0.7 (open triangles Errors bars show statistical
ated with a track is required to satisfy.>0.3 GeV for errors only.
eey and E.<1.0 GeV for uuy. While these restrictions

can, in principle, bias the resulting efficiencies, in practicephotOn has been emitted nearly parallel to the beam and

any such effect is found to be negligible. To within 0.1%, hence is undetected. The” X samples significantly enhance

eleqtrons always havE.. /p.>0.6, and muons always de- giatistics below 2.5 GeYe/ particularly for electrons. The

p03|tEi<;.Q Gev. i enhancement is not as great for muons primarily because of
An ee// event will typically have two tracks nearly hew>3 Gev requirement.

back-to-back in azimuth, nonzero net missing momentum  gyents from/ /X and// y samples are combined for the

Pmis that has polar anglEosf ~ 1, and no other detected fing) efficiencies shown in Fig. 12 for electrons and Fig. 13

particles. Hence, events with two tracks in the momentunt,r muons. both binned in momentum ajubss, |. Momen-

and polar angle regions of interesfc¢sf.[<0.707 and  m and polar angle bin sizes are chosen to adequately rep-

p.>0.5 GeVk) are selected for the’/X sample if they  regent the efficiency variations in these variables. For elec-
have small acoplanarity ££0.05, substantially nonzero

missing momentump,,is>0.1E.) pointing in the beam di-
rection (co,d>0.99, missing energy g, +p_<8

L

T
GeV), and no significant calorimeter activity unassociated 0.96 |- 8? ]
with the tracks Eqz<0.1 Ge\j. For the eeX sample . 4 A

E. /p+>0.5 is required for both tracks, which effectively .04l %3 ﬂ; E'; A ]
eliminates nonelectron backgrounds. Harsher criteria for the é? fr'l 4@;

uuX sample are necessary to eliminate cosmic rays and i % % ?
other two-photon processes. Cosmic rays are suppressed to 3 092} +

3
below the 0.1% level by tightening the acoplanarity restric- 4
tion to £<0.01, and by imposing new requirements: the track Ii

impact parameters must satisfy <1 mm, the acollinearity 0.901 ® 0<lcosd,| <02 ]
of the two tracks in three dimensions must exceed 0.1, the - O 02<|cosd,| <04 ]
position on each track closest to the IP along the beam di- 0.88| B 04 <|cosd,| <05 i
rection must satisfg. <40 mm, and, if available, the time- [ O os <|cos9_| <06 1
of-flight scintillation counters must yield times consistent, s ) + ) ]
within 1 ns, with an event originating at the IP. The two- 0.86 - )f A 06 <lcost,| <07 ]

photon procesee—eehhis suppressed in the uX sample — ""A"
to below 0.10/9.by requiring each muon to.have calorimeter ! 2 Mom:“um (GeVic)
energy depositiofe. <1 GeV and the invariant mass of the

two-track system to satisfW>3 GeV[26,27). FIG. 13. Measured muon identification probabilRyu— u) as

About 24k eey, 4k ppy, 25K eeX and 3& uuX a function of track momentum for polar angle bins
events constitute the tagged lepton samples for efficiency,k\cosgiko_z (solid circles, 0.2<|cosf.|<0.4 (open circley
measurements. The momentum spectra for the tracks in thegei<|coss..|<0.5 (solid squarels 0.5<|cosd.|<0.6 (open squards
events are shown in Fig. 11. The peaks at large momenta i#nd 0.6<|coss.|<0.7 (open triangles Errors bars show statistical
the //X samples correspond 6/ y in which the radiated errors only.

(3]



2574 A. ANASTASSOV et al. 55

—
@ ]

A
Tracks / (20 MeV)

0.2 0.4 0.6 0.8 1.0

10°F
w10'F
c 10 é‘
§10 3

F10 E

Tracks / (20 MeV)

E, (GeV)

FIG. 14. Distributions inE. /p. for tracks ineey and eeX FIG. 15_' Distributions irE.. for tracl_<s inuuyandupX events
events for(a) p.-=1.0-1.5 GeW and(b) p.=3.0-3.5 Ge\¢ . for (&) p.=1.5-2.5 GeW¢ and(b) p. =2.5-3.5 GeW.

trons, P(e—e)~98%, and shows only modest momentum 2. Fake rates

and polar angle dependence. The efficiency drop-off at low The hadron-faking-lepton probabilitie®(h—e) and
momentum neafcosd.|=0.7 is due to the energy loss that P(h—u) are determined from a sample of tracks with a
the electron experiences as it traverses support material nel@pton recoiling against ah#® system ¢'—h=°). The se-
the outer radius of the main drift chamber endplate. Fotection criteria are similar to but looser than those gerand
muons, theP(u— u)=~93% efficiency also declines at low pu events described in Sec. Il the leptons are identified as
momentum for largecosd.|; at increasingly nonnormal in- e or wx, and the opposite track “tagged” by requiring a
cidence to the magnet iron, lower momentum muons haveearby reconstructed® (without regard to its identity as a
difficulty penetrating more absorber. The separate efficienleptorn). To obtain more statistics, the minimum scaled en-
cies from/ /'y and/ /X are everywhere statistically consis- ergy for the higher energy photon in the is relaxed from
tent with each other. x,>0.2 tox,>0.015. Some care has been taken to suppress
In the eey and eeX samples, there are no signs in the multi-#° events in which a photon could overlap the hadron
E. /p- distributions of hadronic background, which would calorimeter shower, boosting its.. /p. above that for a
fall with increasingE.. /p.. Figure 14 show<. /p. for  single pion or kaonE.. /p.<1.1 for theh is required, and
tracks from theeey sample in two momentum bins. Distri- showers not associated with the two charged tracks or the
butions in all momentum bins, including those shown, arer® must have energ§,<0.05 GeV. Fakes are then ob-
well-behaved folE.. /p.=0.5-0.7, showing no sign of sig- tained by applying the lepton identification criteria to the
nificant hadronic contamination. These plots also verify thahadronic track.
negligible bias is introduced by the requiremeits>0.3 Events with two leptons and a fake® in this sample
GeV for eey andE.. /p.>0.5 foreeX The E.. distribu-  could potentially bias the fake probabilities. However, radia-
tions for uuy and uuX events, shown for two momentum tive lepton pairs are heavily suppressed by the selection cri-
bins in Fig. 15, also exhibit no indication of hadronic back- teria, and remaining small fake? backgroundgabout 2%
ground, which would show up as enhancements foof the samplg are explicitly removed with ar®-sideband
E.>0.4 GeV. These distributions verify negligible bias subtraction of the probabilities. The-tag ande-tag samples
from theE..<1.0 GeV cut onuuy and uuX events. have statistically compatible fake rates after this subtraction,
When the binned lepton identification probabilities from yielding no indication of any residual lepton contamination
Figs. 12 and 13 are applied to the lepton momentum anéh the hadron sample.
angular distributions expected fromdecay, the error from The two identification criteria for electrong. /p. and
efficiency statistics on the integrated lepton efficiency isdE/dx, are independent. Therefore the probability for a had-
0.03% for electrons and 0.12% for muons. Systematic errorson to pass each requirement separately is measured, and the
on (e,u) probabilities comprise potential effects from biasedtwo resulting probabilities multiplied together for each mo-
event selection (0.05%, 0.10% backgrounds (0.05%, mentum bin. Since th®(h—e€) probabilities are small, this
0.10%, and variations of the efficiencies with momentum, procedure efficiently utilizes the limited statistics available in
polar and azimuthal angle, charge, and time inside the binthe /—h#° sample.
of momentum and polar angl@®.12%, 0.24% Thus, for The resulting faking probabilities are shown, with statis-
leptons fromr decay, the total error from statistics and sys-tical errors only, in Fig. 16 for electrons and Fig. 17 for
tematics combined in quadrature is estimated to bemuons, as a function of hadron charge and momentum. Had-
+0.15% for electrons and 0.30% for muons. rons fake electrons and muons with probabilities 0.1-0.5 %
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FIG. 16. Probability for a hadron to be identified as an electron  FIG. 17. Probability for a hadron to be identified as a muon as a
as a function of momentum for positiveolid circle$ or negative  function of momentum for positivesolid circles or negative(open
(open circley charge. Errors bars show statistical errors only. circleg charge. Errors bars show statistical errors only.

and 1-5 %, respectively, depending upon charge and mand nons backgrounds are explicitly subtracted; mui-
mentum. The muon fake rate is much higher foreffects are estimated from Monte Carlo studies efvents to
p-=1.5-2.0 GeW because, in order to keep the muon de-increase the measur&{h— e) fake rate by only 2.5%rela-
tection efficiency P(u— ) approximately constant, the tive) and are ignored. The fake probabilities are nearly con-
number of interaction lengths required for muon identifica-stant in polar angle. Studies of tagged kaons fPdecays
tion steps down from five to three in that bin. Positive had-show that kaons fake leptons at a somewhat different rate
rons fake electrons much more often than negative below 2.than pions. However, Monte Carlo studies indicate that the
GeVlc due to a higher probability for positive hadrons to hadrons in the”—h#° sample consist of 2% kaons, close to
shower in the cesium iodide and thereby satisfy Ehe/p.. the kaon fraction of fake leptons in the signal samples.
criterion. Hence ther/K mix is a negligible effect. The relative error

Systematic effects can arise from QED amdback- on the fake probabilities, from statistics and systematics
grounds, variations of rate with angle, aadK content rela- combined in quadrature and integrated over momentum, is
tive to that of fake leptons in the signal samples. Nh+  estimated to ber 15% for bothP(h—e) andP(h— u).
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