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Precise measurement of Bhabha scattering at a center-of-mass energy of 57.77 GeV
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Bhabha scattering at a center-of-mass energy of 57.77 GeV has been measured using the VENUS detector
at KEK TRISTAN. The precision is better than 1% in scattering angle regionsca®|<0.743 and
0.822<c099<0.968. A model-independent scattering-angle distribution is extracted from the measurement.
The distribution is in good agreement with the prediction of the standard electroweak theory. The sensitivity to
underlying theories is examined, after unfolding the photon-radiation effectqHependence of the photon
vacuum polarization, frequently interpreted as a running of the QED fine-structure constant, is directly ob-
served with a significance of three standard deviations. Zhexchange effect is clearly seen when the
distribution is compared with the prediction from QEPhoton exchanges onlyThe agreement with the
standard theory leads us to constraints on extensions of the standard theory. In all quantitative discussions,
correlations in the systematic error between angular bins are taken into account by employing an error matrix
technique[S0556-282(97)00801-1
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[. INTRODUCTION tion from the standard electroweak theory, by using com-

puter programg$9,10].
In order to proceed to further discussions, the model-
has been extensively studied by experiments’a™ collid- independent _result IS con\_/(_arted 0 a form which is m_depen—
dent of experimental conditions, being based on certain theo-

ers[1-4]. Apart from the intrinsic interest concerning the = . S g ) .
underlying physics, the study is important since the Iuminos-.retlcal estimations of the_ radiative correcthn. If theoretlcal
. flg o : . . .~ improvements are made in the future, the discussions can be
ity of thee™e™ collisions is usually determined by using this

ised without biguity by starting f the pri
reaction. revised without any ambiguity by starting from the primary

model-independent result.
In the framework of the standard electroweak theidy A reliable estimation of systematic errors is crucial in

Bhabha scattering is described bghannel(spacelik¢ and  high-precision measurements. Corrections for the detection
s-channel(timelike) exchanges of the photon and B&bo-  inefficiency and the background contamination frequently
son between the electrons. The validity of this picture hagjive systematic errors having a certain correlation between
been precisely demonstrated at collision energies far belowhe measurements. In the present analysis, error correlations
the Z° resonanc¢3] and on the resonangd]. In the former  petween angular bins are treated in the form of an uor

the reaction is dominated by the photon exchange. The convariance matrix. The correlation matrix, the nondimensional
tribution of theZ® exchange has been marginal in the obsercomponent of the error matrix, is explicitly presented as a
vations. On the other hand, t#8 contribution is obvious on  result of the measurement.

the resonance. The validity of theoretical predictions con- The layout of this work is as follows. The experimental
cerning the coupling betweer® and the electron has been apparatus is described in Sec. Il. Relevant features of the
precisely examined. However, since the direct production off RISTAN storage ring are briefly summarized, along with a
Z° dominates the contribution there, the measurements a@€tailed description about the VENUS detector and event

relatively insensitive to the interferences betweenzfiand  triggers. Event analyses in the barrel region and in the end-
photon exchanges. cap region are described in Secs. Ill and IV, separately. Cor-

Therefore, in order to complete the verification, it is nec-rections and associated systematic errors are described in de-
essary to carry out high-precision measurements at intermd@il- Section V is dedicated to discussions of underlying
diate energies where the interferences are expected to b hysms._The obtained experimental result is comp'a_n'eq with
come appreciable. In addition, such measurements afbe prediction from the standard theory; then, possibilities of

expected to have good sensitivity to unexpected new inter-> extension and new phy_sms are discussed. Finally, the con-
. . . . clusions are summarized in Sec. VI.
actions, to which experiments on the resonance are blinde
by the large contribution from the resonance.
In this work, we present results from a measurement of
Bhabha scattering, carried out using the VENUS detector at

the TRISTANe e™ collider at KEK. The measurement is A. TRISTAN MR

based on high-statistics data gt a center-of-n(asn.) en- The TRISTAN main ringMR) was ane*e~ storage ring
ergy of 57.77 Gev,lcorrespondmg to an integrated lumin0Sg¢ 46yt 3 km in circumferenciLd]. It was operated with
ity of about 290 pb*, accumulated from 1991 until the end {4, heam bunches, two electron bunches, and two positron
of the experiment in May 1995. The measurement has beegynches circulating in opposite directions. Collisions oc-
carried out with a precision of 0.5% in a centi@arre)  curred every 5us, at four interaction points on the ring. A
region, |cosf|<0.743, and 0.7% in a forwar(end-cap re-  typical beam current was about 15 mA at the start of the
gion, 0.822<cos9<0.968. collisions and fell thereafter with a typical lifetime of 200
In our previous reporfl] and all other reports from ex- min.
periments below th&° resonancd?2,3], the measurements During an upgrade in 1990, a pair of superconducting
were presented in the form of a tree-level cross section. Ajuadrupole magnets were installed at the four interaction re-
correction for radiative effects is indispensable in such analygions. The vertical beam size at the interaction points was
ses. The method relied on theoretical calculations of the firstsqueezed to one-half of the previous value, and a maximum
order QED[6] or electroweak7,8] corrections. On the other luminosity of 4<10** cm™2s™* was achieved. After the up-
hand, the real phenomena include radiative effects up to ingrade, the collision energy was fixed mostly at 58 GeV to
finite order, allowing an arbitrary number of photon emis-provide the experiments with high-statistics collision data,
sions. We are now aware that the second-order QED corree#til the end of the operation in May 1995.
tion amounts to a level of 1% of the tree-level cross section The beam energy of MR was measured by means of reso-
[9,10] so that the previous experimental results may be innant spin depolarizatiofi2]. Under a typical operation con-
correct at this level. Note that still-missing higher orders maydition, the actual beam energy was smaller than the nominal
alter the correction at a similar level. value by 114 MeV for the nominal beam energy of 29.0 GeV
In order to be free from such ambiguities irrelevant to the[13], i.e., the actual c.m. enerdy/s) was 57.77 GeV for the
experimental reliability, we present our primary result, anominal c.m. energy of 58.0 GeV. The uncertainty was esti-
scattering angle distribution, in a model-independent waymated to be a few MeV from the possible instability and
The result is dependent on the experimental conditionsuncertainties in the accelerator compondi#. The spread
However, since the condition is well defined, the result carof the beam energy was 48 MeV in rms, resulting in a c.m.
be compared with theoretical predictions, at least the predicenergy spread of 68 MeV13].

Bhabha scatteringg"e” —e*e ™, is the most fundamen-
tal reaction ine" e~ collisions. The reaction at high energies

Il. EXPERIMENTAL APPARATUS
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VENUS Detector Forward(end-cap regions, 0.7%|cos9|<0.99, were covered

(T) e c0s0= with a pair of lead-liquid argon sandwich calorimetélc#\)
07 Won tlel L 0743 [22]. Further small angles were covered with a pair of active
A o m'asks(.AM) '[23],. composed of lead cylinders interleaved

Muon Chamber = with scintillation fibers.
o Retirn Yotk 0.822 Plastic streamer tubg®ST) were placed in front of the

¢

T/ i lead glass array in order to provide photon-conversion infor-
Soamer 1 Courters mation. BST had a two-dimensional tracking capability uti-
B /,/// ‘ lizing both anode and cathode readouts. The muon chambers

“ SC Col 7 [24] were placed outside of the iron return yoke in order to
e T identify high-momentum muons. The chambers were divided
into four superlayers interleaved with iron filters.

The detector was so placed that the collisions should oc-
cur near its center. The observed offset of the average colli-
sion point was 5 mm and 0.3 mm along and transverse to the
beam direction, respectively. The movement of the average

= T position was withint=1 mm in both directions throughout the
[+ Active 1 2 3 4 (m) . . . . .
Mask data-taking period. The spread of the interaction point along
the beam direction was measured to be a Gaussian distribu-

FIG. 1. Quadrant cross section of the VENUS detector after thdion with a standard deviation of 1.0 cm. The present mea-
upgrade. The edges of the angular acceptance are indicated. ~ surement is insensitive to the transverse spreads ofu300

horizontally and 2Qum vertically.

The energy imbalance between the electron beams and the Detector components relevant to the present analysis are
positron beams may have been sizable, since the energy 1o6DC, LG, and LA. Relevant features of these devices and
of beam particles during the circulation was large. Such arvent triggers are described in the following subsections.
imbalance will cause a mismatch in the scattering angles of
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two back-to-back particles. A significant mismatch was ob- C. Central drift chamber
served in Bhabha scattering events in the 1987 runs. The ) i
mismatch corresponded to an imbalance, The central drift chambeXCDC) [19] was the main

[E(e")—E(e")]/[E(e”)+E(e")], at a level of 0.2%. charged-particle tracking device of the VENUS detector. It

Thanks to a careful operation of the accelerator, the imbalVas @ conventional cylindrical multiwire drift chamber with

ance was eliminated to an invisible levet0.05%, in data & length of 3 m. The inner and outer radii of the gas volume
relevant to the present analysis. were 25 and 126 cm, respectively. The chamber was filled

with a gas mixture of an Ar/C&methane(89/10/1, so-
called HRS gas, at atmospheric pressure.
The chamber consisted of 7104 almost identical single-hit
The VENUS detector was a general-purpose magnetidrift cells of 1.7 cm in the radial direction and typically 2 cm
spectrometer, covering almost the full solid angle around ongn full width. The cells were arranged in 29 cylindrical lay-
of the four interaction points of TRISTAN MR. The detector ers, coaxially surrounding the center axis of the chamber.
was upgraded in 1990, at the same time as the acceleratPhe innermost layer was at 28.65 cm in radius, and the out-
upgrade. The detector before the upgrade is described elsermost one was at 121.35 cm. The layers were grouped to
where[15]. In the upgrade, the beam pipe was reduced irform 10 superlayers. Each superlayer consisted of a pair of
radius from 10 to 5 cm, and an inner chamber, formerly usedxial layers staggered by a half cell and one small angle
for an event trigger, was replaced with a vertex chanmibéf  (about 39 stereo layer, except for the innermost superlayer.
and a new trigger chamber. Furthermore, a large transitio€harged particles emitted in the central regimoss|<0.75,
radiation detectof17] was installed in order to improve the penetrated the sensitive region of all layers.
capability of electron identification. A quadrant cross section  The momentum resolution of CDC in the 7.5 kG magnetic
of the upgraded VENUS detector is shown in Fig. 1. field was measured to be
Tracking devices placed inside a 7.5 kG axial magnetic
field, produced by a solenoidal superconducting magnet coil
[18], were the vertex chamber, the trigger chamber, the cen-
tral drift chamber(CDC) [19] and the outer drift tubes
(ODT), from inside to outside. The transition radiation de-
tector was placed between CDC and ODT. Time-of-flightin the central region, wherp, is the transverse momentum
counters(TOF) [20] were placed inside of the magnet coil, measured with respect to the beam axis. The polar afyle
providing time-of-flight and trigger information. The forward resolution was measured from the consistency between the
chambers were placed so as to enhance the tracking capalikattered angles of two electrons in Bhabha events. Compar-
ity in a small-angle region. ing the result with a simulation, as shown in Fig. 2, the
Calorimeters covered almost the full solid angle withoutresolution was found to be
any apparent gaps, down to 40 mrad of the af@lérom the
beam axis. A lead glass arrélyG) [21] placed outside of the
magnet coil covered a centrébarre) region, |coss<0.8. o(cotd)=(0.8+0.1)x 10 2. 2

B. Overview of the VENUS detector

%: J(0.0137+70.008< p,(GeVic) ]2 @
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5000 average resolution was 3.8% for 30 GeV electrons from
r Bhabha scattering.

4000 |- E. Liquid-argon calorimeter

i The liquid-argon calorimetefLA) [22] consisted of two

3000 1 independent lead-liquid argon sandwich counters. The
counters were placed at alidum from the interaction point,

i covering polar angles from 8° to 37°. Each counter consisted
2000 - of 480 tower-structure radiator modules, a stack of 71 lead
I plates of 1.5 mm in thickness with a plate gap of 3 mm. The
radiator plates served as electrodes. The modules were en-
closed in a Dewar filled with liquid argon. The total thick-
ness of the calorimeter corresponded to 20.3 radiation

1000

L

OL..H....l....|....m.‘.\....|..... ) Iengths*inCIUdingthe“qUidargon-
0.0 0075 005 0025 0 0025 005 0075 0l The modules were arranged in 10 concentric columns
Zcotd (rings). One module had a polar-angle coverage of 2.9°. The

gap between the modules was 2 mm. In order to reduce

FIG. 2. Sum of cof of the two electrons in Bhabha—scattering modu|e-gap effects’ the modules were arranged in a semi-
events, measured by CD(;. The spread of the distribution represenﬁgwer geometry, pointing towards 79 cm beyond the interac-
the polar angle(6) resolution of CDC. The measureme(plot) is  tjon point. Further, in the signal readout, each module was

compared with the result from a simulatidhistogram where the longitudinally subdivided into four segments of an approxi-
nominal value of the resolution is assumed. The long tails are an

effect of the photon radiation. mately (_equ_al .thICkneSS' .
The intrinsic energy resolution of LA was aboat/E

) " =10%//E(GeV). The resolution of the injection point,
The detection efficiency was better than 99.5% per samx,a5sured from energy sharing between the modules, was 6

pling on the average, including the ineffipiency dye to _deainm on the average. The resolutions were degraded by ma-
channels. We found 12 dead channels in total, including 4¢ ;5 placed in front of the calorimeter, such as the end-
channels in which the sense wires were known to be defec-

. . - ; - . plates and electronics components of CDC. The materials of
tive. The tracking capability was insensitive to this amount,[he vertex chamber. the triaaer chamber. and their readout
of small inefficiency. ' 99 )

electronics affected the resolution at small angles signifi-
cantly. Their effects were carefully investigated in the course
D. Lead glass calorimeter of the analysis. The calibration error was smaller than 1%

The lead glass calorimeter arréyG) [21] consisted of because the amplifiers had been carefully calibrated prior to

5160 lead glass counters of approximatelyxI2 cnf in the installation22].
cross section and 30 cm in length. The length corresponded .
to 18 radiation lengths. The counters were arranged in a cy- F. Event trigger

lindrical array surrounding the beam line, 120 counters in the The data acquisition was triggered by the coincidence be-
azimuth and 43 counters along the beam line, covering polagveen beam-crossing signals and signals issued by trigger-
angles(6) from 37° to 143°. All of the counters were ap- generation circuits. The inputs of the trigger-generation cir-
proximately pointing towards the interaction point with small cuits were analog-sum signals from calorimeters and track
tilts in both directiongsemitower geometjy patterns reconstructed from CDC and TOF hits.

The intrinsic energy resolution, measured by using elec- The analog signals from LG were added in every digitizer
tron beams prior to the installation, wasg/E=1.0%  module to provide segment-sum signals. The segment typi-
+3.0%/\JE(GeV) for counters in a central region, cally corresponded to a615 array of the LG modules. We
42°=<60<138° and og/E=1.25%+5.0%AE(GeV) for had 58 segments in total, 8 or 10 segments in azimuth and 7
other counters, because different types of photomultipliersegments along the beam direction. The segment-sum signals
were used. The resolution of the injection point, measuredvere further added to provide a total-sum signal.
from energy sharing between counters, was 1.2 cm on the LA was subdivided into 24 segments in each counter, 12
average. sectors in azimuth and 2 segments by the polar angle. Each

The resolutions were deteriorated by materials at smallesegment provided an analog segment-sum signal. The signals
radii at low energies, and by calibration errors at high enerwere further added to provide a total-sum signal in each
gies. The dominant material placed in front of the LG wascounter. AM was subdivided into four sectors in each side.
the solenoid magnet with a radial thickness of 0.5 radiation The axial-layer cells of CDC were grouped to form 64
length. The average resolution was degraded to 7% for 1.8igger-cells in each superlayer, divided in azimuth. Track-
GeV electrons from the two-photon process. The gain of thdinder modules recognized tracks by comparing the trigger-
counters had been calibrated using electron beams prior well hit pattern from inner seven superlayers with a preloaded
the installation, and tracked during the experiment by using éookup table[25]. The pattern of the lookup table was so
monitor system employing xenon flash tubes and optical fidefined that the track finders should have nearly full effi-
bers. After a correction based on the monitor results, theiency for high transverse momentum=1 GeVk) tracks.
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The trigger-generation circuits issued a trigger signala scattering-angle region dtosf|<0.743, (p2) for both
when at least one of the following conditions was satisfiedtracks, a high-energy LG clustéE=E,,43) was observed
(i) The pulse height of the LG total-sum signal exceeded avithin 10° around the production direction, arid3) the
threshold corresponding to an energy deposit of 3 Géya  acollinearity angle(f,,), the supplement of the opening
pair of coplanar(¢,.,;<10°) tracks were recognized by the angle, was not larger than 10°. _
track finder and TOF hits were found in a reasonable range (3) The selected track pair must have opposite charges.
around the tracks, wheg,ois the supplement of the open- When an event included multiple candidate pairs, the pair
ing angle in the projection onto the plane perpendicular tghat had the largest average momentdp), defined as
the beam direction(jii) a pair of coplanaf,.,;<30°) tracks 1Kp)=(1/p, + 1/p,)/2, was chosen. ,
were recognized by the track finder and TOF hits were found 'N€ requirements on the track qualititl)—(t4), were

in a reasonable range around the tracks) two or more chosen to be very loose, so as to avoid ambiguities arising
tracks were recognized by the track finder, and the puls&om the detailed performance of CDC. Bremsstrahlung in

height of at least one LG segment-sum signal exceeded detector materials was widely allowed by loose requirements
threshold of 0.7 GeV(v) the pulse height of at least one of ©N the track momenturit5) and the calorimeter-energy as-

the two LA total-sum signals exceeded a threshold of 4 GevSociation(p2). o
(vi) at least one back-to-back pair of AM segments had en- 1he constraint on the number of tracks, conditid,
ergy deposits consistent with Bhabha scattering events. allowed for the conversion of an ext.ra phot_on. The emission
Condition(ii) was totally contained in conditiofiii). The of Iow—ene_rgy photons was not .restrlcted, since no constraint
former was kept for a crosscheck because the generation cif@S applied to extra calorimeter energies and low-
cuits were independent of each other. A trigger-generatioﬁnomentum tracks. The angular constraints were determined
circuit using the LA segment-sum signals was turned off?y the track measuremen(pl) and (p3), while the energy
throughout the relevant period, in order to avoid a high trig-threshold was determined by the calorimeter measurement,
ger rate. Triggexvi) was mainly used for an on-line lumi- (P2). Condition(3) was required in order to uniquely deter-
nosity monitor. Additionally, trigger signals were generated™iNe the scattering angle. This condition discarded 1.4% of

at a frequency of 0.1 Hz, regardless of the detector signaldhe events.
These data provided bias-free information concerning the A total of 96 067 events were selected from 58-GeV data

data quality. accumulated from 1991 until the end of the experiment in

When the data acquisition was triggered, digitized datd“12y 1995. The selected sample was subdivided into 12 bins
were collected by &ASTBUS processor module prior to the according to the cosine of_the scattering angle of. the elec-
transfer to an on-line computer. Utilizing the data collectionton- The number of candidate events in each biy) (s
time, a software selection was applied in the processor modiSted in Table I.
ule to those events which were triggered by condititin
alone[26]. Tighter association between CDC tracks and TOF B. Corrections
hits was required in order to reduce events from beam-beam

ine int i 1. Definition of the signal
pipe interactions.

In order to allow comparisons with theoretical predic-

IIl. ANALYSIS IN THE BARREL REGION tl_ons, it is necessary to give an explicit deflmtlpn _of the
signal that the experiment measures. Such a definition must
A. Event selection be easily simulated in theoretical calculations without ambi-

The signature of Bhabha scattering events is an observ@Uity- In addition, it is desired to be as close to the experi-
tion of a pair of back-to-backcollineay electron and posi- mgr_ltal _condltlon as possible, S0 that we can minimize ambi-
tron, each having the beam enerBp..,). Such electrons 9uities irrelevant to the experiment. _
leave large deposits in electromagnetic calorimeters. The sig- !N the barrel region, we define the signal to be those
nature is diluted by radiative effects, resulting in extra pho€vents ~ from  the  reaction e'e —e'e +ny
ton emissions, and electromagnetic interactions of the scaf!=9:1.- . .,%), in which the final state consists of a pair of
tered electrons in detector materials. Besides, detectors ha¢@llinear (a=10°) e" and e, both scattered to large
finite resolutions. The selection criteria have to be appropri®ndles (cosfl<0.743 and carrying a large energy
ately relaxed, so as to minimize ambiguities in the detectior}E== Ebean{3)- N0 explicit constraint is imposed on any pho-
efficiency. ton emission. The d_etectlon eff|C|e_ncy and_ back_g_r(_)und con-

In the barrel region, we selected candidate events accord@mination were estimated according to this definition.
ing to the following criteria

(1) Events must comprise 2, 3, or 4 CDC tracks which
fulfilled the conditions that (t1) N (axia)l=8, (t2) Tracking failure: The tracking efficiency of CDC was
Npi(stereo=4, (t3) |Ryn/<2.0 cm, (t4) |Z,,is/<20 cm, and estimated using a Bhabha-event sample collected by apply-
(t5) p;=1.0 GeVE. Ny (axial) and N, (stereg are the num- ing tighter requirements on the LG energies and one of the
ber of axial-wire and stereo-wire hits composing the trackassociated CDC tracks. The quality of the other CDC track
respectively. The paramet&,,, is the closest approach to was then inspected. The study was carried out by two differ-
the center axis of CD@z axis) andZ,,;, is thez coordinate  ent methods. In the first, we relied on a good efficiency in the
at the closest approach. two-dimensional X—y) reconstruction using axial-layer

(2) Among these CDC tracks, at least one of the pairshits, and estimated the failure rate in theeconstruction. In
must satisfy the conditions thgd1) both tracks were within the second, we required that the two-track trigger was

2. Detection efficiency
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TABLE I. Primary results of this experiment. The number of candidates in the barrel region is divided to angular)hiasqording to
the scattering angle of the electron. Also listed are the number of signal ewntsdrrected for the detection inefficiency and the
background contamination, the angular distributi®&) (normalized to the signal yield in the end-cap region, and the predictioR; fisxom
the standard electroweak thedi®;(EW)] estimated by usingwLiBAaBA. The results from the measurement in the end-cap region are
presented at the bottom. The quoted errors are the quadratic sum of the statistical error and the systematic errors. The error correlation is
shown in Table IV. The error dR; does not include the normalization err@.7% from the measurement in the end-cap region.

Bin cosd n; N; (10% R; (1079 R(EW) (1079
1 —0.743~-0.619 1477 1.4720.045 1.42%:0.044 1.441
2 —0.619~-0.495 1623 1.5920.046 1.542-0.044 1.524
3 —0.495~-0.372 1720 1.70%0.047 1.654:0.045 1.618
4 —0.372--0.248 1894 1.88%0.047 1.82%0.046 1.795
5 —-0.248--0.124 2163 2.1820.052 2.113:0.051 2.079
6 —0.124~ 0.000 2523 2.5780.054 2.496-0.052 2.540
7 0.000~ 0.124 3311 3.3730.065 3.26%0.063 3.282
8 0.124- 0.248 4474 4.5920.077 4.44%0.074 4516
9 0.248- 0.371 6733 6.8650.091 6.6480.088 6.658
10 0.371 0.495 10878 11.050.12 10.76-0.12 10.76
11 0.495- 0.619 19 721 20.070.17 19.44-0.16 19.42
12 0.619- 0.743 39 550 40.810.26 39.52-0.26 39.65
EC 0.822- 0.968 1045.X10° 1032.6+7.3

issued. The tracking quality in inefficient events, in which (2) in the event selection. A connection of a very large LG
the examined track did not fulfill the requirements in theenergy deposit, more than 90% of the beam energy, was
event selection, was studied visually. required to one of the CDC tracks, in order to purify the
The two methods gave consistent results. The result fro,sample. Among these events, 1.2% of the events consisted of
the first method is listed in Table Il, where the scatteringa pair of same-charge tracks. The estimated inefficiency, the
angle was determined by the successfully reconstructeftaction of the same-charge events, in each angular bin is
track. The quoted errors are the quadratic sum of the statidisted in Table II.
tical error and a common systematic error of 0.1%, arising The forward and backward scattering could not be distin-
from an ambiguity in the event identification. The result cor-guished in this estimation. We assumed that the inefficiency
responds to a total inefficiency (9.4+0.1)%. From a visual was forward-backward symmetric. Since the events comprise
inspection we found that the main reason for the failure was pair of back-to-back electron and positron, asymmetry
electromagnetic interactions of electrons or associated phaould take place only if possible forward-backward asymme-
tons in the detector materials. try in the tracking capability of CDC had certain positive-
Charge misidentification: The signal events were re- negative charge asymmetry. We found no significant differ-
jected if the charge of either electron was misidentified. Theence between the numbers of positive- and negative-charge
corresponding inefficiency was estimated by using an everdgvents in the same-charge sample. The result on the tracking
sample selected from those events satisfying critdliaand  failure, which is an extreme case of bad quality in the track-

TABLE Il. Estimated detection inefficiency in the barrel region.

Inefficiency (%)

Tracking Charge Brems- Angular Angular Dead LG

Bin failure misident. strahlung resolution accuracy modules
1 0.54+0.23 1.22+1.23 1.46-0.23 0.77:0.29 +0 0.75+0.32
2 0.13+0.14 1.22+1.03 1.06-0.24 0.09-0.30 +0 0.45+0.29
3 0.63+0.22 1.36-0.92 0.93-0.25 —0.10+0.34 +0 0.98+0.46
4 0.41+0.18 1.210.63 0.89-0.28 —0.37+0.35 +0 1.33+0.27
5 0.36+0.17 1.20:0.43 0.88-0.30 —0.40+0.34 +0.09 2.28-0.75
6 0.56+0.18 1.40:0.30 1.06:0.34 0.84r0.32 +0.11 1.66:0.34
7 0.52+0.16 1.40:0.26 1.06:0.34 —0.34+0.27 +0.16 1.55-0.63
8 0.57+0.16 1.20:0.25 0.88:0.30 —0.05+0.23 +0.15 2.17#0.64
9 0.68+-0.14 1.21+0.23 0.89-0.28 —0.04+0.18 +0.24 1.210.24
10 0.34+0.12 1.36-0.20 0.93-0.25 —0.17+0.13 +0.28 0.82-0.22
11 0.370.11 1.22+0.15 1.06-0.24 0.16-0.09 +0.33 0.42-0.04
12 0.27-0.10 1.22+0.12 1.46-0.23 1.03:0.14 +0.27 0.59-0.07
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ing, indicates that the asymmetry would not be larger than avhere the systematic error arising from the uncertainty in the
factor of 2. resolution is added to the statistical error of the simulation.
Because there was no further evidence supporting the a3he inefficiency is significant only in the edge bins. The total
sumption, we assigned such a systematic error to the backaefficiency was(0.44+0.06%.
ward bins that increases in proportion|t@sf| and amounts Angular accuracy: The polar angle of CDC tracks was
to 100% of the estimated inefficiency in the most backwardmeasured from consistency between hits in the axial layers
bin. Accordingly, the forward bins also suffer from certain and the stereo layers. Errors in the wire-fix position along the
systematic errors, since the observed same-charge fractidmeam axis may have resulted in a systematic shift of the
was an average between the forward and backward bins. imeasured angles. From surveys during the construction, we
addition, we assigned an overall systematic error of 0.1%, smfer that the accuracy was better than 1 mm for the half
as to take account of an ambiguity due to small contaminalength of the wireg1.5 m. However, a confirmation using
tion of background events in the used sample. The errothe data is necessary since other unexpected errors may have
quoted in Table Il is the quadratic sum of the statistical errothad similar effects.
and these systematic errors. Position errors equivalent to systematic deformations of
Bremsstrahlung: The signal events may have been lostthe endplates would result in a mismatch in thmtercepts
if the momentum loss due to the bremsstrahlung in materialser a mismatch in the scattering angles of two back-to-back
at smaller radii was very large. We estimated the materiatracks. The mismatch in the scattering angles of this sort can
thickness from the population of low-momentum electronbe distinguished from the effect of the beam-energy imbal-
tracks,p;=<1 GeVk, in Bhabha scattering events. The eventance because of the different angular dependence. We found
sample was collected by requiring tighter constraints on th&o significant mismatch in Bhabha scattering events, and set
LG energies and one of the tracks. The contamination ofipper limits agAcoté/cotd|<10~* and |Acotg|<10~3. From
ete y events was subtracted statistically. The obtainedsimulations, we found that possible effects of the allowed
fraction of low-momentum tracks was compared with theshifts are very small, less than 0.05% in the total yield.
prediction from the formula for bremsstrahlufg7]. The On the other hand, those equivalent to the error in the
estimation was carried out separately in each angular bin. total length of CDC are inaccessible by analyses of CDC
A Monte Carlo sample of Bhabha scattering events waslone. A study was carried out utilizing information from the
used to estimate the inefficiency. The events were generatdzhrrel streamer tubedBST). The track positions measured
by the Tobimatsu-Shimiz(TS) program[7], which includes by BST were compared with the extrapolation of CDC
all first-order electroweak corrections. The statistics of theracks. The comparison was made for tracks in muon-pair
sample was about four times the real data. The momenturavents. We found no significant inconsistency and obtained
loss due to the bremsstrahlung was simulated according t@an upper limit of|Acoté/cotg|<1.3x103. The limit corre-
the formula that was used for the estimation of the materiabponds & a 2 mmuncertainty for the half-length of CDC.
thickness. The estimated inefficiency is listed in Table Il.The corresponding total uncertainty in the event yield was
The inefficiency is forward-backward symmetric since theestimated by the simulation to be 0.25%. The uncertainty in
events comprise both forward-going and backward-goingach angular bin is shown in Table Il. The results for the
tracks. backward four bins were ignored and set to zero, because
From the above study, the average radial thickness of thithey were fairly smaller than other errors and statistically
materials was estimated to be 11% of a radiation length. Omsignificant.
the other hand, counting of known detector materials gave a The tilt of CDC with respect to the beam axis was not
thickness of 9% of a radiation length. Since the differencdarger than 1 mrad, even if possible gradient of the beams
may be caused by faults in the estimation method, we aswith respect to the design orbit was taken into account. The
signed an overall systematic error of 15% to the estimate@ffect of a tilt of this size is very small, less than 0.02% in
thickness. The errors quoted in Table Il correspond to thighe total yield.
ambiguity. The total inefficiency due to the bremsstrahlung Other tracking-related inefficiencies:The effect of the
was estimated to bél.2+0.2)%. momentum resolution, Eq1), was very small because we
Multitrack production: The signal events may have been set the momentum threshold very low. Turning the resolution
discarded if more than two additional tracks were producean and off in the simulation altered the efficiency by only
by interactions of electrons or associated photons in the d€.02%. The effect of possible shifts of the momenta, which
tector materials. A study was carried out using a Bhabhanay have been caused by a systematic shift of the wire po-
sample, in which the requirement on the number of tracksitions or an error in the magnetic field, was also very small.
was relaxed, but a very large total energy in LG was re-The relative shiftAp,/p, was estimated to be smaller than
quired. We visually investigated multitrack events in the10 2 around the threshold. This estimate corresponds to an
sample, and found that the inefficiency due to the multitrackambiguity in the detection efficiency at a level of 0
production was smaller than 0.05%. Particle motion inside the beam bunches and a possible
Angular resolution: The finite resolution in the scatter- energy imbalance between the incoming electron and posi-
ing angle measurement reduces the efficiency near the edgg®n may have resulted in certain effects similar to the track-
of the acceptance. This effect was evaluated by a simulatioimg resolution and shifts. However, from the simulation, we
using the Monte Carlo sample. The scattering angles of théound that their influence on the detection efficiency was
electrons were smeared according to the measured angulsmaller than 0.01%.
resolution, Eq(2), and resultant decrease of the event yield Dead LG modules: Since the LG array had no obvious
(inefficiency was counted. The result is listed in Table Il, gap within the angular coverage, dead modules were the
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main source of the detection inefficiency in the calorimetry. TABLE Ill. Estimated background contamination in the barrel
We carried out light pulser tests employing xenon flash tubegegion.

(Xe test$ in order to monitor the response of the LG mod-
ules. Unrecoverable bad modules found in the tests were

Contamination(%)

removed in the off-line analyses. Bin Nonsignale®e™ +ny Yy ' Multihadron
An event analysis was carried out to confirm the Xe-test
results. A Bhabha event sample was selected by applying?! 1.40:0.20 0.66-0.66 2.92:0.49 0.0£0.09
tight requirements on CDC tracks and one of the associated? 1.36£0.20 0.410.41 2.98-0.49 0.130.14
LG energy clusters. Then, we inspected those events in3 1.34£0.19 0.3¢:0.30 2.72:0.45 0.18-0.20
which neither of the CDC tracks was connected to any high- 4 1.12+0.16 0.22:0.22 2.330.39 0.17:0.18
energy clusterdead-module searthAll 24 modules that S 1.21x0.17 0.12#0.17 1.780.30 0.2720.28
had been removed prior to the start of the 1991 runs were 6 1.50+0.19 0.14r0.14 1.50-0.25 0.21-0.22
found as candidates in this search. 7 1.22+0.15 0.1%*0.11 0.85-0.15 0.130.13
Inspecting the response of candidate modules in all 8 1.40+0.16 0.08:0.08 0.6%*0.11 0.05-0.05
events, we found eight dead modules and four low-gain 9 1.39+0.16 0.06-0.06 0.46-0.08 0.08-0.08
modules, in addition to the 24 removed modules. The eightl0 1.33-0.14 0.05-0.05 0.24-0.04 0.05-0.06
dead modules died during the period relevant to the present1 1.28+0.13 0.03-0.03 0.13-0.02 0.02-0.02
analysis. Among them, six modules were dead only for the12 1.31-0.13 0.02-0.02 0.05-0.01 0.0%0.01

last 12% of the data. Among the four low-gain modules, two
modules showed very small responses, less than 9 GeV,

throughout the experiment. The other two modules were Noftion was smaller than 0.01%. Namely, the effect of unknown
mal in earlier 25% of the data. low-gain LG modules was negligible, even if they existed.
The inefficiency due to the identified dead modules was  other calorimetry-related inefficiencies:The effect of
estimated by two methods. In the first method, we estimateghe energy resolution of LG was negligible. Even if the reso-
the contributions of single dead modules by using a rotatiofytion was degraded to twice the nominal value in the simu-
method, in which a normal module at an azimuthally rotatedation, the resultant change of the efficiency was only 0.02%.
position from a dead module was removed, and the resultarfhe effect of the error in the energy normalization was also
decrease of events in the Bhabha sample was counted. Thggligible. We know that this error was not larger than 3%,
inefficiency was evaluated by adding the contributions, acfrom the response to the Bhabha events and the invariant
cording to the time-dependent list of the dead modules.  mass of reconstructed neutral pions in multihadron events.
In the second method, the rotation method was applied t§he simulation showed that, even if there was a 10% error, it
all known dead modules simultaneously, so that the ineffiywould cause an uncertainty of only 0.01% in the efficiency.
ciency was directly evaluated. The estimation was carried Trigger: The trigger inefficiency was negligible, since
out for several rotation angles. The two methods gave resull§e event trigger was redundant for the Bhabha events in the
consistent with each other. The discrepancy was smaller thagrre| region. Triggersi), (i), (i), and (iv) were simulta-
0.1%. The total inefficiency was from 0.8% to 1.1%, dependyegysly issued in most of the events. We found that the
ing on the period. The inefficiency in each angle bin, esti-energy triggei) was issued in all selected events. The track
mated by the first method and averaged over the periods, igigger i ), which was independent of triggé, was issued
shown in Table II. in 98% of the selected events. From these facts, we can es-

We visually inspected inefficient events found in the {imate that the inefficiency of triggei) alone was already at
dead-module search. Though most of them were due to thg |evel of 10°° or smaller.

identified dead modules, a certain number of events re-
mained unidentified or ambiguous. The fraction of such
events gives us an estimation on the reliability of the search.
The errors quoted in Table Il are the quadratic sum of the Nonsignal €e” +ny: Consider those efe”+ny
statistical error and the systematic error evaluated from thevents in which the™e™ pair satisfied the angle and track-
90% confidence-level limit for the count of the ambiguousmomentum requirements in the selection but one of the elec-
events. The total inefficiency averaged over the periods wasons did not satisfy the energy requiremeBtz E, 3.
(0.8+0.12)%. They are not signal events, but may have been selected as the
Abnormal response of LG We were further concerned candidates, if a high-energy photon was emitted near to the
about the existence of unknown low-gain modules. A studylow-energy electron(cluster coalescengeThe contamina-
was carried out using a response function of LG extractedion of such events was estimated by using the Monte Carlo
from real data. We selected a purified Bhabha sample bgample. The estimated contamination is listed in Table III.
tightening the acollinearity angle cut and the momentum cut The uncertainty arising from ambiguities in the angular
in the event selection to 3° and 10 GeYrfespectively. The coverage and the angle measurement by LG was found to be
association of a very high energy, larger thanH) g, was  smaller than 0.01% from simulations. Whereas, a sizable am-
required with one of the tracks. The response function wasiguity is suspected in the theoretical calculation, since the
extracted from the spectrum of the LG energy associatedalculation was at the tree level fef e” y events. We as-
with the other track. The energies in the simulated eventsigned an overall error of 10% to the estimates. The errors
were then convoluted by the response function. Consequoted in Table Ill are the quadratic sum of the statistical
quently, the change of the efficiency caused by the convoluerror in the simulation and this systematic error. The total

3. Background contamination
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contamination was estimated to e31+0.13%. Multihadron events The contamination from the multi-
Even if the electron pair did not satisfy the angular re-hadron events was estimated to be 0.05% of the Bhabha

quirements, nonsigna*e” +ny events could be present if signal by using a Monte Carlo simulatiosETSET 7.3 with

a high-energy photon, emitted antiparallel to one of the elecpatron showef30] followed by a full detector simulation.

trons, converted in the detector materials. We estimated the For a confirmation, we studied the number of low-

production cross section of such events that would satisfy thexomentum tracks in the Bhabha candidate events. We se-

selection criteria if the photon energy was used instead of thiécted those events which had five or more tracks wifl a
momentum of one of the electrons. The estimation was cathréshold of 0.2 Ge\d. About 0.2% of the candidate events

ried out using the TS program and another TobimatsuWere such events, while more than 90% of the multihadron

Shimizu progran{28]. The latter generates those events incontamination was expected to remain. Among the selected
which one of the electrons escapes to small angles. events, one-half of the events had very large LG energies and

The cross section was estimated to be 4.6 pb. From thiwere apparently Bhabha scattering events with shower-like

result, we can roughly estimate the contamination to bdnteractions. . ,
0.14%, using the cross section of the signal of about 330 pb 1h€ remaining events, 0.1% of the Bhabha candidates,
and the average photon conversion probability of 10%. Th&ay have originated from multihadron production, though

i inat \ .
actual contamination must have been smaller, since the mdP€ 7 7 contribution seemed to be appreciable since the
menta of the conversion electrons are lower than the pareff/ents showed negative forward-backward charge asymme-

photons and the tracking capability would be bad for thelly- From these facts, we conservatively estimated the con-

conversion electrons. Therefore, we can expect the contamjgmination of the multihadron events to @ 05+0.05%.

nation of this type to be negligible, compared to the cluster- N€ contamination in each bin, estimated in the same way, is

coalescence background. shown in Table Ill. The errors are the quadratic sum of the

yy. The yy events could contaminate the Bhabha eventystematic error and the statistical error of the simulation.
sample if both photons converted. The total cross section of TWO-photon processes The contamination from two-
the yy events is about 40 pb withifcos|<0.743 at Photon processese'e —e'e e'e, e'e 77, and

ok > € 6 .
Js=58 GeV. Multiplying the cross section with the average® € dd. Was evaluated by using simulation samples gener-

double-conversion probability of 1%, we obtain a rough es-ated according to the Iowest-order QED cross sedi8#].
dAppIylng the Bhabha selection to the samples, we found the

0.12% of the signal. This must be an overestimation Sincé?;lalcontammanon was smaller than 0.05% of the Bhabha

the tracking capability would be bad for the conversion elec-
trons. Indeed, a simulation including the detector effects
gave an estimate of 0.03%. Conservatively, we estimated the C. Results

total contamination to b€0.06+0.06%. _ _ The errors associated with the corrections described
The contamination in each angular bin, estimated in theyhove have a certain correlation between angular bins. Such
same way, is listed in Table Ill. Although the average is verya correlation can be handled by means of the efgovari-

small, the contamination is not negligible in backward binsancg matrix technique. The error matrix is determined as
since the angular dependence is quite different from Bhabha

scattering events.
771 The contamination fromr*7  events was esti- CiJ:Ek AJOA, )
mated by using a Monte Carlo simulation, employing an
event generatd?9] followed by decays withETSET7.3[30]  wherek runs over all independent components of the error.
and a full detector simulation. The decay branching ratiosThe factorAi(k) is the nominalone standard-deviatiorshift
were updated to the Particle Data Gro@®DG) values[31].  of the result in theith bin, corresponding to thkth error
A total of 5000 events were generated and passed througfbmponent. If thekth component is relevant to th¢h bin
the Bhabha selection. The estimated contamination waglone, such as a statistical errm(,k) is nonzero for thath
0.43% of the Bhabha signal. bin only.
A possible error of the estimation was evaluated by The total error in theith bin is given by the diagonal
changing the branching ratios. When we changed thergomponent of the error matrix as
within twice the errors quoted by PDG, the maximum varia-
tion of the contamination was 0.05%. We found in the simu- A;=+Cj, (4
lation that most of the contaminating events included at least
one 7 decaying to theevv or pv final state. Therefore, the and the error of the total sum is given by
ambiguity in the calorimeter energy normalization may cause
a sizable error in the estimation. We estimated the uncer-
tainty by changing the normalization by3%, and found Atotal= \V, ; Cij.- ®)
that it resulted in a 0.03% change in the contamination. ’
Quadratically adding these uncertainties, we estimated thehe correlation matrixp;;) is defined as
total contamination to bé0.43+0.06%. The estimated con-
tamination in each angle bin is shown in Table Ill, where the Cij=pijAi4;. (6)
statistical error of the simulation is added in quadrature. The
contamination is as much as a few percent in backward bingy the definition, diagonal elements pf are all unity and
while it is negligible in the most forward bin. Piji = Pij -
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TABLE IV. Nondiagonal elements of the correlation mat(py;) for the errors ofN; andR; in Table I.
This is valid also for the errors d®®™® anddRFB/dQ) in Table V.

Bin 1 2 3 4 5 6 7 8 9 10 11
2 0.065

3 0.056 0.053

4 0.051 0.049 0.046

5 0.044 0.044 0.043 0.042

6 0.046 0.044 0.043 0.040 0.043

7 0.035 0.035 0.035 0.034 0.038 0.052

8 0.034 0.033 0.032 0.031 0.032 0.038 0.038

9 0.038 0.038 0.038 0.023 0.046 0.051 0.053 0.056

10 0.038 0.039 0.008 0.039 0.051 0.057 0.064 0.069 0.104

11  0.043 0.017 0.042 0.042 0.058 0.071 0.080 0.090 0.138 0.182
12 0.035 0.050 0.048 0.047 0.063 0.091 0.090 0.105 0.159 0.206 0.293

The number of signal eventdl() corrected for the detec- momentum resolution is not an issue at low momenta near
tion inefficiency and the background contamination is listedthe threshold. The good agreement at low momenta shows
in Table I. The errors are the sum of the statistical erram;of that the applied simulation of the bremsstrahlung, which
and the systematic errors shown in Table Il and Table lll,played an important role in the estimation of the efficiency,
evaluated from the error matrix according to E4). Note s reliable.
that one item of the correction often contained several inde- We can see apparent discrepancies in the LG energy dis-
pendent sources of the error, as described in previous sulrbutions. The discrepancies at high energies are due to an
sections. Estimated nondiagonal elements of the correlationnrealistic energy resolution assumed in the simulation; e.g.,
matrix are presented in Table IV. The correlation is signifi-non-Gaussian tails are not taken into consideration. The dis-
cant between forward bins. The elemepis;, p,11, 310  @greement at medium energies in Figo)Ss mainly due to
and p, o are relatively small because of the presence of an inaccurate simulation of shower overlaps.
negative correlation in the error of the charge mis- Inthe simulation, we assumed that deposits having open-
identification probability. ing angles smaller than 5°, which is comparable with a typi-

Using Eq.(5), the total inefficiency was estimated to be cal size of one LG module, were merged to one energy clus-
(4.06+0.36% and the total background contamination waster. The result from another simulation, in which the merge
(1.86+0.17%. These corrections lead to a total number ofangle was narrowed to 1°, is shown with dotted histograms
signal events 0f(9.818+0.050x10%, where the error in- for a comparison. We can see that the population of Bhabha
cludes the statistical errdgd.3% as well. events steeply decreases at small enerdgs.e<Epeand2:

The distributions of the acollinearity angle, track mo- regardless of the details of the simulation. This is the reason
menta and associated LG energies of the candidate events are
shown in Figs. 3—-5. The corresponding results from simula-
tions, Bhabha scattering events including the cluster-
coalescence background plus the and multihadron con- 104
tamination, are overwritten with histograms. The and g
multihadron contamination, which is separately shown with
hatched histograms, is the result of a full detector simulation 103}
and normalized to the approximate luminosity. The Bhabha
events generated by the TS program were smeared according [
to the bremsstrahlung formula and detector resolutions, and o2
are normalized to the total number of events. F

In the acollinearity angle distributiofig. 3), a disagree-
ment can be seen at very small angles. This is attributed to an ,
effect of the multiple photon emission, ignored in the simu-
lation. This is not a problem since the agreement is satisfac-
tory at large angles near the cut value.

. . . ‘ . .
The measurement and simulation are in good agreement  ° ! 2 3 45 6 7 8 9 10

in the momentum distributiotFig. 4). Discrepancies are ob- B,cq (deg)

served only in high-momentum regions, far away from the

threshold. The shift of the peak position in Figbjis due to FIG. 3. Acollinearity angle distribution of the candidate events

a non-Gaussian behavior of the momentum resolution in th@ the barrel region. The histogram shows the expectation from a
data. The peak position depends on such details because tigulation, including both the signal and the background. The esti-
distributions in Fig. 4 are biased by the selection of the lowelmated contamination from ther and multihadron events is shown
and higher momentum tracks. Unbiased distributions, e.gwith the hatched histogram. The simulation for the Bhabha-
p/Epeamdo not exhibit such a shift. On the other hand, thescattering events is normalized to the total yield.
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FIG. 4. Momentum distribution of the CDC tracks of the can-  FIG. 5. Distribution of the LG energies of the candidate events
didate events in the barrel region. The distribution is showr(dpr in the barrel region. The distribution is shown f@ the higher-
the higher-momentum track ang) the lower-momentum track, energy cluster andb) the lower-energy cluster, separately. The
separately. The definition of the histograms is the same as Fig. 3definition of the solid histograms is the same as Fig. 3. The dashed

histograms show the result from another simulation, where electro-

why the detection efficiency is insensitive to the detailedmagnetic showers in LG are assumed to be merged to one cluster if
characteristics of LG. the opening angle is smaller than 1°, instead of the standard as-

The discrepancy that we can see near the threshold in Figumption of 5°.
5(b) could be serious, since it cannot be recovered by a ﬁner1
tuning in the simulation. We selected those events Whicré
exhibited very low energie€ o ef/Epeani<0.45, and investi-
gated the spectrum OEg,. The obtained spectrum is
shown in Fig. 6, together with the corresponding simulation
result. The signal and the background are clearly separable in
this spectrum. In a background dominant region, .
Ehighe/Epear<0-8, the measurement is in good agreement .t E, /By <045
with the simulation. Observed discrepancy in this region X
(8%) is smaller than the systematic error estimated forsthe 0 L
and multihadron contamination. ;

On the other hand, a discrepancy is apparent in a higher 25 [
energy region in Fig. 6. From a visual inspection, we found
that this was due to an effect of dead LG modules, where one 20
of the electrons hit the LG array close to one of the dead
modules. Such effects were not taken into account in the
simulation. However, this is not a problem since the dead-
module effects were evaluated using real data.

igh-energy (E=E.{3) and collinear (0,.,<4°) LA-
nergy clusters be observed in an angular region of
0.822<|cos)|<0.968. The scattering anglgd) was deter-
mined from the shower-center position measured by LA, as-

15
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IV. ANALYSIS IN THE END-CAP REGION L

A. Event selection ' Eine/Ep
ighe: eam

The event selection can be simpler in the forwéedd-
cap region since the background is less severe. The selec- FIG. 6. Distribution of the higher LG energy in those events
tions applied were based on information from the end-cafvhich exhibit very low energiesE yye/Epeani<0.45, in Fig. 5b).
calorimetergLA) alone. We required that at least one pair of The definition of the histograms is the same as Fig. 3.
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suming that the particles originated from the center of the 74
detector.

The inner edge of the acceptance corresponds to the ew [
boundary between ring 2 and ring 3 of LA, and the outer :
edge corresponds to the boundary between ring 9 and ring seo [
10. The requirement on the collinearity was chosen to be
tighter than in the barrel region, so as to avoid contamination 400 [
from collisions of satellite beam bunches. A total of f
1045.1x10° events were selected. 300 -

B. Corrections 200 [

1. Definition of the signal o [

In the end-cap region, the signal was defined to be those ;
events from the reactiom"e” —e"e” +ny (n=0,1, ... ), 0 Do L1 demsmancanidantne Lo Ll
. . + — . 0 5 10 15 20 25 30 35 40
in which bothe™ and e™ scattered to a forward region E, . (GeV)
(14.53%<6<34.719, both had large energieE=E.,.3) LA
and the acollinearity angle between them was smaller than

4°. The backward scattering was treated as background. ~ FIG. 7. Energy response of LA for the electrons in Bhabha
events. The sum of the energies observed in rings 3 and 4 in each

_ o counter is plotted. The solid histogram shows the simulation result
2. Detection efficiency under the optimum setting of the material distribution. The other

Shower fluctuation: The angular acceptance was blurred histograms correqund to theT minimum anql ma_ximum thicknesses
by the fluctuation of the shower development in LA and ©f materials that we imposed in the error estimation. The simulation
materials placed in front of it. Corresponding changes in thd€Sults are normalized to the total yield.
event yield were evaluated by applying a full detector simu-
lation of Monte Carlo events generated by the TS prograntrease in the Bhabha event yield of 0.3%.

[7]. The distributions of known materials, such as the struc- On the other hand, the full detector simulation showed a
ture and support of the detector components, were all impled.5% increase in the yield when we added the longitudinal
mented in the simulation. However, certain ambiguities respread. Since a reasonable decrease was observed when we
mained in the distribution of some materials at small anglesenlarged the spread, the difference is attributed to an effect
such as readout electronics and cables of the vertex chambef a correlation in the position measurement ignored in the
and the trigger chamber. In the simulation, these materialpaive simulation. Consequently, we adopted the estimation
were modeled with cylinders placed at appropriate positionsfrom the full simulation and, for safety, added one-half of the
The thicknesses of the cylinders were tuned so that the simutiscrepancy from the naive simulatié®.4% to the system-

lated energy response of LA reasonably reproduced the meatic error, since the mechanism was not clearly understood.
surements. Placement of the LA counters:Accurate information on

From the simulation, we found a decrease in the Bhabhathe placement of the LA counters was crucial in order to
event yield (inefficiency) due to the shower fluctuation of precisely determine the acceptance. The placement error was
(0.8+0.4%. The error is dominated by the ambiguity in the measured from inconsistencies between measured positions
material distribution. The measured energy spectrum of LAof two electrons in Bhabha scattering events. A study was
for the electrons in Bhabha events is plotted in Fig. 7. Thealso carried out by comparing the positions with the extrapo-
solid histogram shows the spectrum from the simulation uniation of CDC tracks at larger angles. Both measurements
der the optimum setting. The other histograms correspond tgave consistent results, despite the fact that they used infor-
the minimum and maximum thicknesses of the materials thamation in different angular regions.
we assumed in the error estimation. The measurement shows From these measurements, we found an overall transverse
a wider spectrum than those of the simulations, indicating alisplacement of the LA system of 3t4.1 mm with respect
non-uniform distribution of materials. We can see that theto the beam line, a relative transverse displacement between
full range of the assumption about the thickness covers ththe counters of 421.6 mm, and a parallel displacement
non-uniformity. along the beam line of 2:60.8 mm with respect to the av-

It should be noted that the effect of the shower loss itselerage interaction point. Furthermore, the distance between
on the detection efficiency was negligible, since the energyhe counters was found to be shorter by#5%60 mm than the
threshold was set very low. The inefficiency was caused bylesign value. The error in the distance is dominated by the
the lateral shower fluctuation of electrons scattered near tambiguity in the angle measurement by CDC.
the inner edge of the acceptance. The naive simulation and the full simulation gave a con-

Spread of the interaction point; The spread of the inter- sistent estimation of the inefficiency due to the displace-
action point causes a decrease of the acceptance. Since tients. The estimated inefficiency w@s8+0.3%. Note that
lateral spread was very small, what we should be concernette effects of the placement errors, except for the error in the
about is the longitudinal spread of 1.0 cm. A naive simula-distance, were smeared by the shower fluctuation and the
tion, in which the error in the position measurement wasnteraction point spread, whose effects were already taken
treated as an independent Gaussian fluctuation, showed a deto account.
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Dead channels: Another source of inefficiency was the using ayy event generatof33] to be (1.56:0.09% of the
dead channels of LA. Dead channels were found by inspectbtained candidates, where the estimation was normalized to
ing hit maps in representative periods of the experiment. Ahe approximate luminosity with an uncertainty of 2.7%. The
total of 46 channels were dead at the start of the 1991 runsontamination from ther" 7~ and multihadron production
They increased to 132 channels at the end of the experimentias negligible; both were at the 0.01% level.

However, since LA had four longitudinal segments and the

main part of the electromagnetic energy was deposited in the C. Results

first two segments, the effect was negligible even if the third . )

and fourth segments were dead. The number of modules in From the estimation described above, we evaluated the

which both the first and second segments were dead was §¢tal inefficiency to Ed2-4;:0-7)% with a total background
at the end of the experiment. Either the first or second segtontamination of(3.6£0.2%. These estimates lead us to a
ment was dead in 12 modules. corrected number of signal events in the end-cap region

The inefficiency due to the dead channels was estimatefNec) Of (1032.6+7.3}10".
by adding contributions of single modulésne-module con-
tributions, taking into account the time dependence of the V. PHYSICS DISCUSSIONS
dead-channel distribution. The one-module contributions
were evaluated using the collected Bhabha scattering events ] ]
by means of a rotation method similar to that applied to the N order to compare the measurements with theoretical
LG modules. The evaluation was carried out for typical pat_predlctlons, we define a normalized angular distributiBy) (

S

A. Model-independent angular distribution

terns of dead segments in the modules. a

The estimated inefficiency, averaged over the relevant ex- N o
perimental period, wail.27+0.24%. The error includes the R=—=—, 7)
uncertainty in the estimation of the one-module contributions Nec Oec

and in the time dependence. The estimation was confirmed ) ] o ]
by another analysis in which the rotation was applied to alWhereo; is the integrated cross section in ttie angular bin
dead channels simultaneously. of the barrel region andg is the total cross section in the

Trigger: The candidate events were mainly triggered byend-qap region, to be _evaluated accord|_ng_ to the definition of
the LA total-sum triggefv). The trigger efficiency was stud- the signal in each region. The quantRy is independent of -
ied by using a preselection sample for a study of multihadroi"Y Specific theory or model since no theoretical unfolding is
production. Recorded information on triggen was investi-  aPplied. The obtaine®; distribution is presented in Table I.
gated in those events which were triggered by at least one dfhiS is the primary result of the experiment, from which all
the other triggers. The analysis was applied to the Samp|@um_er|cal results are extracted in the foIIOW|_ng physics dis-
selected from all 58 GeV data since 1991. We found thafussions. Note that the quoted errors do not include the over-
trigger (v) was issued in all 2110 events that had large en@ll normalization error of 0.7% arising from the measure-
ergy deposits, larger than 1/3 of the beam energy, in both LAnentin the end-cap region. It is otherwise taken into account
counters. The result suggests that the inefficiency was aft numerical evaluations.
most 0.1% and negligible compared to other errors.

The estimation was confirmed by another study, where we  B. Comparison with the standard electroweak theory
inspected the individual trigger information from the two LA
counters recorded in the Bhabha candidate events. The e
ciency could be crosschecked since events were triggeredr&

-

elther: ﬁ?u?iﬁr |ssu3thr;e ttr)lggtezlj(l)gknal. WE’T inspected tnear adiation correction and a dominant pédading-log paitof
one-half of the candidateabou evenjsn representa- the second-order corrections, as well as internal electroweak

tive periods, and found no loss of the trigger signal in bothIoop corrections. Further higher orders of the photon-

counters. This indicates that the trigger inefficiency was far_ ji~tion corrections are partly included by an exponentia-
smaller than 0.1%.

tion. Other programg10] including second-order photon-
radiation corrections are not adequate for the present use.
They use approximations which are appropriate for ZRe
Since the Bhabha-scattering cross section is very large iresonance region but lead to appreciable inaccuracies at
the end-cap region, the background was dominated by nonFRISTAN energies.
signale*e” +ny events. The contamination of these events The prediction is shown in the last column of Tab(&4].
was estimated by using the TS prograMg8| and found to  Input physical parameters afIBABA , the masses a® the
be 2.0% of the signal. Among them, the contribution of thetop quark and the Higgs boson, were chosen to be 91.19,
backward scattering was only 0.14%. The other part was th&70, and 300 Ge\¢?, respectively. The ratio of the measure-
contribution ofe™e™ y events in which the photon was misi- ment to the predictiofiR;/R;(EW)] is plotted in Fig. 8. The
dentified as an electron. The ambiguity due to the showeerror bars correspond to the total error presented in Table |
overlap was smaller than 0.1%. Taking possible higher-ordewhile inner ticks marked on the bars show the contribution
contributions into consideration, we estimated the contamief the statistical error alone. The latter dominates in all bins.
nation of non-signak*e™ +ny events to b&2.0+0.2)%. The normalization error arising from the errordg (0.7%
The yy events were not separated from #iee™ events is indicated by the dashed lines. No significant deviation
in the event selection. Their contamination was estimated bfrom unity can be found.

. The prediction of the standard electroweak theory for the
; distribution was calculated by using a computer program
LIBABA [9]. ALIBABA includes the exact first-order photon-

3. Background contamination
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VENUS tions are included as well. Other internal loop correc_tions in
1.10 Tt the standard electroweak theory, propagator corrections, and
! ! ! ] pure-weak vertex and box corrections, can be enclosed in the
] kernel.
- As a consequence, the cross sections relevant to our mea-

1.05 [~
[ surement can be factorized as

1.00 b= T ....... 'FT-.-TTIL.% ....... UI:UFB(1+5:ad), (9)

Ry/R,(EW)
+
—

wheres 8 is the effective-Born cross section integrated over
the bin andé{ad is the average photon-radiation correction.
Since ¢ corresponds to a two-body elastic reaction,
ogo Lo o o b v v b 1y ete"—e'e, itis only a function of the c.m. energy/é)
-05 0 0.5 and the scattering angl@). Therefore, theoretical calcula-
cos@ tions are more straightforward than those &r. All other
experimental constraints are absorbed in the correafith
B . .
FIG. 8. Measured model-independent scattering angle distribuEurther, o™ can be extracted experimentally without any

tion, R,= ai/oec, normalized to the prediction from the standard theoretical assumptio_ns,_excegg for the validity of QED as-
electroweak theory. The prediction was calculated usingasa. ~ Sumed in the determination @ Thus, comparisons with

The inner ticks on the error bars represent the contribution of théheories can be performed with less theoretical biases than
statistical error. The error bars do not include the normalizatiorthose using tree-levéBorn) cross section.

error arising from the measurement in the end-cap region. The In analogy to Eq(9), we defined a number of events in
range of the normalization errd0.7%) is indicated with dotted the effective-Born SchemeN(»EB) as

lines. The solid line indicates the optimum normalization deter-

mined by the fit. N;=NEB(1+ 5139, (10)

0.95

|
-
-

For numerical evaluations of the consistency, we definedind redefined a normalized angular distribution as
a x° as follows:

12 (a—1)2 o N _ 0T (11)
2_ -1 0 0 i = JEB _EB
X _i,j2:1 Cij (aXi—Xi)(an_Xj)Jr_Ag_’ (8) " Ng¢ oge

where x? denotes a prediction for the quantigy; here, The photon-radiation correctio®9) was evaluated fror,
x;=R;. The overall normalization is allowed to vary by in- and 2 given by ALIBABA . The numerical results o@{*®
troducing a free parametem, with a constraint of andRF® are listed in Table V. The accuracy 6f“is antici-
A,=ANgd/Ngc=0.007. The error matric;; is given by the  pated to be better than 0.5%, although it is not included in
error of the measuremert and the correlation matrig; in  the errors.
Table IV. This definition is used in all numerical evaluations  For further convenience, the obtain(RfB distribution
in the following discussions, unless noted otherwise. was converted to a normalized differential cross section at
The minimumy? obtained by the fit was 3.85 for 12 de- the center(cos?) of the cod bins as
grees of freedom, witha=1.0012:0.0041. Namely, the
measur_em_ent_and th_e pre(_JIict_ion are in excel_lent agreementy REB(coss,) RiEB 1 dot8(coss;)
The solid line in the figure indicates the best fit. It should be = B~ = —EB ,
noted that all corrections applied in the analyses were estab- d€) 2mA coH(1+657)  ogc d€)
lished before comparing with the prediction. Therefore, the (12
result is expected to be free from any artificial biases. ) o ) o
In the following subsections, we examine the sensitivityWhereA k():_osﬁ? is thg bin width. The correction for the binning
of the present experimental result to theories and model8ffect (57", the difference between the average and the cen-
composing the standard theory. We also investigate howier value, was determined from the effective-Born cross sec-
tightly possible alternations of the standard theory and hypotion given byALIBABA . The numerical result is presented in
thetical new interactions are constrained by the present relable V, together with the prediction fromLiBABA .
sult.

D. Improved-Born approximation to the standard theory

C. Normalized effective-Born cross section It is well known that, within the standard electroweak

The cross sections of reactionsefie” collisions can be theory, the internal loop corrections can be reproduced, with
described by kerneleffective Borr) cross sections and a a good precision, by applying the following replacements to
photon-radiation correction applied to it by convolutionsthe Born cross sectiofimproved-Born approximatior{ 35]:
[35]. The photon-radiation correction comprises a minimum
gauge-invariant subset of QED corrections including exter-

i . . a—a(q?)=
nal photon emissions; i.e., photonic vertex and box correc-

a
T—8a(a)’ 13
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TABLE V. Scattering angle distributions in the effective-Born scheme. The distrib&idras been converted ®® by unfolding the
photon-radiation correctioﬁ{ad. The distribution is further converted to the normalized differential cross se@RtF/dQ) at the center of
the bins quoted in the second column. The prediction from the standard electroweal tHRSHEW)/dQ ] is shown for a comparison. The
errors do not include the normalization er(6r7%9 from the measurement in the end-cap region.

Bin cos, ord RFB (1079 dRF®/dQ (1079 dREB(EW)/dQ (1079
1 —0.681 —0.180 1.526:0.047 1.9520.060 1.932
2 —0.557 —0.140 1.5680.045 2.0120.058 1.989
3 —0.433 —0.142 1.686:0.046 2.1630.060 2.116
4 —0.310 —0.141 1.866:0.047 2.3840.060 2.342
5 —0.186 —0.142 2.153%0.052 2.75&0.066 2.713
6 —0.062 —0.140 2.5380.053 3.24%0.068 3.304
7 0.062 —0.138 3.3120.063 4.2320.081 4.251
8 0.186 —-0.133 4.4850.075 5.726:0.096 5.809
9 0.310 —0.128 6.6690.088 8.48a:0.112 8.494
10 0.433 —0.118 10.630.12 13.42:0.15 13.49
11 0.557 —0.110 19.090.16 23.94-0.20 23.92
12 0.681 —0.155 40.8%0.26 50.22:0.32 50.39
EC —0.126
o GFM§ e+e‘ehadr0ns reaction, because of a presence of strong
——————— s ay(g?) = p(g%), (14  non-perturbative effects. Burkharet al.[36] found that the
16 Sirf 6, COS by 8v2m hadronic part can be approximated in the form of
2\ — 2
&:1—4 Sirf fy—ry=1—4sirt 6", (15 Adnad @°)=A+B In(1+Cla7)). (19
Ja From their numerical results, they gave the parameters as
s A=0.001 65,8=0.003, andC=1.0 GeV ? in a largeq? re-
lz=gz Lz (16)  gion,|gq?>(3 GeV)?, in which the present measurement is all
z

The correction to the fine-structure constant, originating

from the self-energyvacuum polarizationcorrections to the :
photon propagator, can be separated to a leptonic part angSgaller than 0.1% at any scattering angle. Other parameters

hadronic part, i.e.,

Aa(qz) = Aalcep(qz) + Aa’hachz)-

17

The leptonic part can be calculated perturbatively as

a 9] 5
Acuep(qz)zﬁl > T{ln 3l

=eu, |

On the other hand, the hadronic part is usually evaluated
from a dispersion relation, utilizing measurements of the

(18

contained.
The deviation ofp(q?) from the unity is negligible, com-
pared to the measurement accuracy. The nonunity effect is

have been determined very precisely by low-energy experi-
ments[31] and experiments at the CERN e~ collider LEP
and SLAC linear collidefSLC) [4].

Under this approximation, the ten terms of the Bhabha-
scattering cross section, individual contributions of the four
diagrams plus six interferences between them, can be written
as

do’®\ 1 ,. (1+cosp)?+4
aa | s *V 2 og—1y7
t

"t

do’®) 1 2(1+cos;t9)2
dQ =25 27T
Vst
do'® 1
- - 2
( dQ) s a(s)%(1+cos6),
YsYs
(dcr'B 1 s(s—Ma(t)az(s) L2 (1+cosp)?
a0 |, " 4s(s=M2ZH(sT /M7 " V) Tcowp—1
t=s

dQ

(da"B) 1 sa(t)ag(t)
P i—y,
"z, 4s t—Ms

co¥¥—1

{(1+r2)(1+cosh)’—4(1-r3)},
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do™® 1 s(s=MYa(s)azr(s) _
a0 = s + +
( dQ )yszs 4s (s—M%)er(st/I\/lz)ZZ{rv(1 cos6) +2 cod},
dU'B) 1 sa(s)ay(t)
0 Tz oz AL+ co)?,
( d/ , 4s t=M; v
do'® 1 Sa(s)’
( dQ ) - E (S— M§)2+(SFZ/MZ)2 {(1+r\2/)(1+C0520)+8r\2/ C039},
ZSZS
dalB) - $°(s— M%) az(s) az(t)
40 ). " s 1+r2)2+4rZ](1+cos)?,
( A/, . 4s{(s=M2)?+(sI'z/Mz)?H(t—M7) [(Hry)"+arv]( )
do'B) 1 SPaz(t)? 1
— | == S T [(1412)2+4r2](1+ co0) 2+ A[ (L+7r2)2—4r2], 20
( dQ /,, 4s (t—M3)? 2 {[(@Fr) ™+ ary]( )THAL(L+1y) = 4ry]} (20)
|
wheret= —s(1—cos)/2. This approximation, with the pa- B=0.0030*0.0017. (21)

rameters ofM,=91.19 GeW¢?, I';=2.49 GeV, and sftef

=0.232, well reproduces the effective-Born cross section In the end-cap region, the cross section is dominated by

given by ALIBABA . The precision is better than 0.1% at all the t-channel photon exchange, with an averageof (10

scattering angles. GeV)2. Therefore, assuming the form of EQL9), what we
have measured can be expressed as

E. Running of a Aapd (57.77 GeV?]—Aap, (10 GeV)?]

The running ofe, i.e., the photon vacuum polarization,
was treated as a part of well-known QED corrections in
PEP/PETRA and early TRISTAN experimerits—3], even
though it includes an ambiguous hadronic contribution. Re
cently, the TOPAZ group studied the running effect explic-
itly by using their multihadron production dafta7]. Though
the normalization point ofi? is not explicitly specified, their
result shows the effect with a significance of about three
standard deviations. VENUS

In order to examine this effect, we compared the mea- 116 T T
sured angular distributiondRE®/dQ) with the prediction
from an improved-Born approximation without then(q?)
correction,dR'® (fixed a)/d€). The ratio is plotted in Fig. 9.
The solid curve in the figure represents the prediction under
the standard setting; i.e., it is equivalent to the prediction of
the standard theory. The approximation including only the
leptonic correction is shown with the dashed curve. The lat-
ter falls below the data, indicating a sensitivity not only to
the totalAa(q?) contribution, but also to the contribution of
the hadronic partAa;,,y. It should be noted that the angular
distribution of Bhabha scattering reflects the running behav- NP VI BRI B B
ior in a wide range ofj?, sinceqg? of the t-channel photon -05 0 0.5
propagator varies with the scattering angle. cosf

A numerical evaluation was tried by using expression
(19),’ together with EIEqs(l?), (18),' and (20). Since the e.x-' FIG. 9. Measured radiation-unfolded scattering angle distribu-
perimental resultt R=/d(} is a ratio of the cross section, it is tion, dRE®/AQ =(do=®/d0)/oES, normalized to the prediction
not sensitive to the absolute valueafthus to the parameter from the improved-Born approximation with fixed The non-zero
A'in Eq. (19). In addition, the measurement is relatively in- excess from the unity reflects thg-running effect ofa. The ex-
sensitive toC, sinceC|q?| is expected to be fairly larger than pectation from the standard improved-Born approximation, equiva-
1. Hence, we carried out a fit to the experimental resulient to the standard theory prediction, is shown with the solid curve.
(dRFB/dQ) by settingA=0 andC=1.0 GeV %, with the pa-  The dashed curve shows the approximation including the leptonic
rameterB left free. The best fit was correction only.

=0.0105+0.0059. (22
If we add the leptonic contribution, E@18), this leads to

Aa[(57.77 GeV?]—Aa[(10 GeV)?]=0.0186+0.0059.
(23

1.05

1.00

0.95

[dR®8/d0)/[dR®(tixed «)/d0]

._.|||||||||

|
-
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ment in the backward region. Th&y, interference shows a
VENUS destructive effect, and dominates the negative correction near

MW co¥=0. If there were a sizable phase difference between the
= - ] Z° couplings and the photon coupling, it would alter these
2 110 = —] interferences and affect the angular distribution.

’g [ ] The overall phase difference can be introduced by the

£ 105 |- — following replacement:

g : : GeM?

\ - 9 .

g 100 |- ] az(q®)—€%2a,, ay= Fz (24)

C ] 8V2w

5 o095 [ = o .

= - ; 1 Here, we assumg(q?=1. This modification appears in the
090 L1 1 T T improved-Born approximation, E¢20), as the following re-
N | ~0.5 0 0.5 1 placements:

cosé

2 2 SFZ .

(5= M3 az(s)—az| (s—MZ)cospz+ 1= sindz |,
FIG. 10. Measured radiation-unfolded scattering angle distribu- z
tion, dRF%/d), normalized to the prediction from the improved-
Born approximation for the QED contributiofphoton exchanges az(t)— az cospz. (25
only). The expectation from the standard improved-Born approxi-
mation, equivalent to the standard theory prediction, is shown witiSincesI'z/M is far smaller tharls—M 2| at our energy, the
the solid curve. introduced phase difference predominantly acts to suppress

the interference effects with the common factor of ¢ps
Consequently, the hadronic contribution to tiferunning of  Fitting the modified improved-Born approximation to the ex-
« has been directly observed in a larfgg| region, |q9>  perimental result, we obtained limits on the phase difference
(3 GeV)?, with a significance of about two standard devia- of
tions. Furthermore, the expected running of &, including
the leptonic contribution, has been experimentally confirmed —0.24<¢7/m<0.25 (26)

with a 3o significance. ]
at the 90% confidence leveC.L.).

F. Electroweak effect
o o G. Contact interaction
The contribution oZ” exchangeselectroweak effegtcan

be made visible by comparing the measuren(eiRE®/d Q) The consistency between the measurement and the stan-
with the QED prediction, the sum of the first three terms indard theory can also be evaluated by considering new inter-
Eq. (20). The ratio between them is plotted in Fig. 10. The actions. We examined the contact interaction hypothesis
solid curve shows the prediction from the standard39), because it has been studied by many experiments
improved-Born approximation, the sum of all ten terms in[40,41 and many of possible new interactions can be effec-
Eq. (20). The electroweak effect is obvious. tively described in terms of a contact interaction.

The importance of model-independent approaches was re- The cross section formula and terml_nology can be found
cently emphasized in experimental verification of the stanin other reportg40]. A fit to the experimental result was

dard theory. Thé&-matrix method38] has been proposed as cartied out by assuming

one of the most general ways to reahzg th|§ approach. In this dREB/dQ dRY/dO
method, the coupling constants are given independently for - =—x ' (27)
each helicity combination of the initial and final states, in dRgw/dQ)  dRgy/dQ)

terms of complex residua of the propagators. Among the

many parameters to be experimentally determined in this ap¥here 0 denotes a quantity evaluated from tree-level cross

proach, those concerning t@ propagator and th&® cou-  sections, i.e.dR%/dQ=d¢%/dQ/o2c, and EW stands for

pling constants, including the relative phases between thenthe prediction from the standard electroweak theory. Ob-

can be precise|y determined by experiments onZP]eeso_ tained best-fit values of the contact interaction parameter,

nance. We are less sensitive to them. What we are more

sensitive to is the overall phase relation betweenztheou- R 1

plings and the QEQphoton coupling. T(AH)?
At TRISTAN energies, th&°® exchanges are expected to

contribute to Bhabha scattering dominantly via interferencesire shown in Table VI for typical combinations of the cou-

with photon exchanges. The oscillatory structure of the stanpling. The results for the L andRR couplings are nearly the

dard theory prediction in Fig. 10 reflects this expectation.same, since their effects are almost identical at our energy. A

The Zg vy, interference, the interference between thesummary of the results from experiments at PEP and PETRA

s-channelz® exchange and thechannel photon exchange, [40] and a result from LEFA41] are listed as well. The

induces the enhancement at smaller scattering angles, whifgesent result shows the best sensitivitye smallest errgr

the Z,y, interference dominantly contributes to the enhanceamong them.

(28)
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TABLE VI. Best fit of the contact interaction paramet@y). The results from previous measurements
[38,39 are also listed.

e (Tev?d
LL RR AA VvV LR
This expt. 0.1*¥0.13  0.110.14 0.012-0.047  0.0130.026  0.016:0.037
PEP and PETRA 0.280.21  0.220.21  —0.087£0.049  0.08%0.037  0.102-0.046
ALEPH 0.120.15  0.12:0.17 0.005:0.072  0.046:0.050 0.130.18

There has been a discussion about the definition of theontact interaction, when the particle mass is sufficiently
lower limits on the contact interaction scald™) [40,41.  larger than the c.m. energy. This is an analogy to the Fermi
The definition adopted by most of the experiments at thecoupling of the weak interaction at low energies. In such
SLAC e*e™ storage ring PEP and DES¥" e collider PE-  cases, the coupling is not necessarily one of the typical ones
TRA [see Egs(22) and(23) in Ref.[40]] has an undesirable that we have examined in the above. The result of the simul-
property; the extraction of the limit on eithér” or A~ fails  taneous fit can be converted to constraints on such models
with a finite probability(10% for the 95% C.L. limits even  with simple calculations, without retrying any fit.
if there is no contact interaction. This is crucial since we In this analysis, in order to make the result simpler, the
cannot make any reasonable interpretation of such failed resrror from the end-cap measureméh7% was added to the
sults. The ALEPH group introduced an alternative in order toerror matrix as a normalization error; i.eéQ.OO?)inxj was
cover this defecf41], though it looks rather artificial. added. Accordingly, the normalization factor was fixed to the

Instead, we adopted a simple definition which arises fronunity and the corresponding constraint term was omitted
the recommendation from PDG concerning the definition ofrom the y? definition. The obtained best fit and the error
the confidence level under the existence of physical boundzorrelation are presented in Table VIII. Heeg=¢ | | +eRRg,
aries[31]. We defined the upper limits efat the 95% C.L., &,=¢ | —ergr, andez=¢  are chosen as fitting parameters,
e ands™, as because | andegrg have a very strong negative correlation.

The coupling strength of new interactions allowed by the
fﬁie(is.s—o )de result is smaller by a factor of about 20 than the correspond-
0 e ing Fermi-coupling strengthy2Gr/7=5.3 TeV 2, unless
" =0.95, (29 g, +egrgande g are simultaneously small.
J G(*e;e,0,)de If a model includes an unknown parameteand the in-
0 teraction can be interpreted ag=¢,,e (m=1,2,3, the op-
timum value €) and error(o,) of ¢ are given by the fitting

WhereG(_s;s_,a's) is a Gaussian probability function with a

mean ofe and a standard deviation of . The parameters result as

and o, are the best fit ok and its error, respectively, pre-

sented in Table VI. The Gaussian probability was adopted > ciléen

because tha@? shows a nearly ideal parabolic behavior when __ o mmemeEn .

we choosee as a fitting parameter. e=———— and —2:% Crnémén- (30
The lower limits onA™ were then determined asi/™. %\ Crnémén c

The obtained limits are listed in Table VII, together with
reevaluated limits for the PEP and PETRA, and LEP results . ,
We have obtained limits of 1.7-4.8 TeV, depending on the! Ne error matrix is defined &= pmno. 0s,.- The param-
coupling. The limits are comparable with or better than thoseterse,, o, , andpp,, are the optimum value and the error
from the previous experiments. of e, and the error correlation, respectively, presented in
We tried another approach within the context of the con-Table VIII. The results in Table VI, wherej;= 7
tact interaction, where, , egg, ande g (=eg.) were al-  (7;==1 or 0, are reproduced by E¢30) with reasonable
lowed to vary simultaneously. Models of heavy particle ex-tolerances. The results are not exactly the same because of

changes can be expressed in many cases in terms of thiee different treatment of the end-cap error.

TABLE VII. Obtained lower limits of the contact interaction scaleat the 95% C.L. The limits have been evaluated according to the
new definition described in the text. Reevaluated limits for the results from previous measurements are shown for comparison.

Lower limits of A (TeV)

LL RR AA \AY LR
+ - + - + - + - + -
This expt. 1.7 2.3 1.7 2.2 3.2 3.4 4.1 4.8 3.6 3.9
PEP and PETRA 13 1.9 13 1.9 4.3 2.4 2.6 53 2.4 4.7

ALEPH 1.6 2.1 15 2.0 2.6 2.9 2.7 3.7 15 1.9
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TABLE VIII. Best fit of the contact |nter§ct|on parametgrs, ete sete" VENUS
81:8LL+8RR, EQ2=ELLT ERR: and83:8LR, 0bta|ned from the SI- —TT | T I —TTT I T T
multaneous fit. The error correlation is shown as well. 10° = =

Correlation - :

—_ 10l —3

Best fit (TeV™?) £ &y > E ]

2 L -

€1 0.14 +0.17 100 3
&5 0.13 +1.93 0.007 £ ® E 3
&3 —0.016+0.045 —0.63 0.064 1o-1 I VENUS (scan) 1

As an example of specific models, we examined the hy- 10-2 [ ]
pothesis of extr& bosons from theEg unification model SR R SR D
[42]. Their contribution of Bhabha scattering can be approxi- 50 6o M (G?oV/ ? 8o g0
mated by a contact interaction, defined as ev/e

1 FIG. 11. Upper limit at the 95% C.L. on the partial decay width
gjj=— aggi(ﬂ)ggj(ﬁ) IVER (i,j=L,R), (31)  T'ee Of neutral scalar particles. The limit is shown as a function of

z, the assumed scalar particle mass. The limits obtained in our previ-
) ) o ous study[12] are shown for three cases of the assumed total decay
if the mass of the extra-boson Mz,) is sufficiently large.  width: 0.5 GeV(solid), 1 GeV (dashed and 2 GeV(dotted. The
The coupling constantg$;(8) are determined if the model limit newly established by this experiment is insensitive to the total
parameteg is fixed. Thus, Eq(30) can be applied if we take decay width.
e=M;? and the coefficients as

ment. Error correlation between angular bins was treated in

&= —al[g5.(B)*+95:(B)?], the form of an errofcovariance matrix and implemented in
all quantitative discussions. The obtained scattering angle
&=—ald5 (B)*—g5=(B)?], distribution was found to be in good agreement with the
prediction from the standard electroweak theory. No evi-
3= —ag3 (B)IR(B). (32)  dence for new physics nor discrepancy with the standard

] ] theory has been found.
For theZ, model, where8=m/2, we obtain a constramtpof Discussions concerning the underlying physics have been
e=—9x17 TeV % if the mixing with the standard-mod& carried out by using an angular distribution defined under the
is negligible. The conzstralnt can be converted to a lowelfective-Born conceptd REB/dQ =[doF8/dQ J/oE8, where
. . . . .y + . 1
mass limit of 190 GeW" by using the definition o&™ in EQ.  photon-radiation effects are unfolded. Ty&running effect
(29). The mass limits are less significant for other variationsyf the QED fine-structure constant has been directly ob-
of the model, because of smaller couplings to the electron.geped with the significance of three standard deviations. The
phenomenological prediction concerning the hadronic contri-
H. Neutral scalar exchange bution to the running has been confirmed withx gignifi-

In our previous reporfi13], we examined possible effects cance. An electrowealz’ exchanggeffect has been clearly
of heavy neutral scalar particle exchanges, using the inté2Pserved. The agreement with the standard theory leads us to
grated cross section of Bhabha scattering at large angl&“m'g on the possible phase difference between the photon
measured at various c.m. energies. The angular distributiof"dZ" couplings, as-0.24<¢,/7<0.25 at the 90% C.L.
gives supplementary information on this subject. A fit was The contact interaction hypothesis has been examined as
tried by using the cross section formula in RE43]. The another measure of the consistency between t_he measure-
obtained upper limit on the partial decay widk, of the ment and thg gtandard theory. A_S|mple_and rational defini-
scalar particles at the 95% C.L. is drawn in Fig. 11, togethefion for the limits on Fhe contact interaction scale has been
with the limits from the previous study. The new limit is introduced. The obtained lower limits at the 95% C.L. are
better than the previous ones in a large-mass regies fror_n_1.7 to 4.8 TeV, dep_endlng on the combination of the
GeVic?, where the dependence on the total decay width idelicity states of the coupling electrons. They are comparable

indistinguishable. The limit is about 25 MeV around &  With or better than the limits from previous experiments.
mass. In addition, another approach to new physics has been

tried in the context of the contact interaction, where interac-
VI. CONCLUSION tions are assumed to be relevant to arbitrary_ combination of
the helicity states of the electron. The coupling strength al-
Bhabha scattering was measured at a c.m. energy of 57.1@wed by the fitting result is smaller by a factor of about 20
GeV using the VENUS detector at TRISTAN. The precisionthan the Fermi coupling of the weak interaction, unless the
of 0.5% has been achieved in the central regioncoupling is quite exotic. The result can be converted to con-
|cosf|<0.743, and 0.7% in the forward region, straints on specific models with a simple calculation. A
0.822<c0s9<0.968. A model-independent scattering anglelower mass limit on an extrd boson has been extracted as
distribution, R,= gi/0gc, was extracted from the measure- an example.
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The effect of heavy neutral scalar-particle exchanges hasnued for many years. We gratefully acknowledge the out-
been examined as a supplement to our previous study. A negtanding contributions of the technical staff at KEK and the

limit has been established in a large-mass regior65
GeV/c?), which corresponds to a 95% C.L. limit 8,<25
MeV around thez® mass.
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