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The decayA 8— J/y A is observed in 110 pit of pp collisions taken at/s=1.8 TeV. These data are used
to measure & mass of 562%4(stah +3(sys) MeV/c?, and a mass difference between thg and theB° of
340+5(stap = 1(sysh MeV/c?. The production cross-section times branching fraction for the dﬁcﬁa\y Jlgy A
relative to that for the decayBOHqup Kg has been measured to be XX 12Asta)=+0.05sys).
[S0556-282(197)04303-9

PACS numbeps): 14.20.Mr, 13.30.Eg, 13.85.Ni

I. INTRODUCTION by the observation of the\ 02— J/y A decay' The quark
model predicts the existence of thg) baryon, a bound state

) of bottom, up, and down quarks, and calculations based on
Several recent results d& meson properties have been o nonrelativistic heavy-quark model predict the mass to

obtained with the Collider Detector at FermilédBDF) atthe 5] within the range of 5600-5630 Me® [2]. The first
Tevatronpp collider [1]. Masses, branching fractions, and claim of observation of the exclusive decayl—J/y A
lifetimes have been measured for fully reconstru@8dB ", came from the UA1 Collaboration at CER}8] and was
andB? decays with al/y in the final state. This report ex-
tends the program d8 hadron study into the baryon sector

lUnless explicitly stated otherwise, the appearance of a specific

. charge state will also imply its charge conjugate throughout this
Visitor. paper.
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based on 165 events. A branching fraction of over the range 200P<400 MeVk, and is uniform for
B(A3—J/y A)=(1.8+1.1)x10 % was deduced by UAL, as- tracks withP;>400 MeVkt. The CTC also gives a measure-
suming 10% of théd quarks fragment to form thap. This  ment of the specific ionization of tracks that pass through it,
result has been subsequently challenged by the inability gfroviding some discrimination of particle type. Thi€/dx

CDF and the CERNe"e™ collider LEP experiments to find system has been calibrated to provide a Gaussian distribution
the same resonance in this decay channel at the claimed prgf measurements, so that particle selection can be made by
duction rate. In particular, a 2.6 pbdata sample collected requiring a maximum allowable deviation between actual
by ~CDF in 1988-1989 put an upper limit of anq predicted ionization. The combined momentum resolu-
B(A b—'>J/¢//A)<O.5><10 at the 90% confidence level, also ion of the tracking chambers i8Py/Py=[(0.0009< Py)?
assuming that 10% df quarks fragment to form tha, [4]. +(0.0066%]Y2, with P; measured in Ge/

0 . . .
Measurements of tha j lifetime have been obtained by Muons from the decay/y—u' - are identified by sets

CDF and several LEP experiments by exploiting the semi- . . .
leptonic decay channel 9 A Z 1o [5]. Unfortunately, the of drift chambers located outside the electromagnetic and

L dron calorimeters at depths ranging from 5 to 8 interaction
undetected neutrino in this decay channel does not allow folf'a
y lengths. The central muon chambé@MUs) cover the re-

an accurate measurement of thg mass. More recently, . .
gion |7/<0.6, and the central muon extension system contin-

there have been reports that candidafeevents have been /
reconstructed by LEP experiments mainly in the channel'€S this coverage t;|<1.0. These muon detectors are used

A%—A Fm [6,7). This work describes the observation of N @ three level trigger system to require a pair of muons in
the decaysA Q—J/y A, Jy—u*u~, A—pm~, the mass the event. The first level of trigger identifies muon candi-
measurement of tha , and the measurement of the ratio dates by requiring a coincidence between two radially
of cross section times branching fraction, aligned muon chambers. Two such coincidences are required

o 0B(AY— Il A) ogoB(Bl— I/ KY), at CDF using ato- for these data. The second level of the dimuon trigger com-
b 1 . L bines the muon candidates with information from the fast

tal of 110 pb. of integrated luminosity collected afs track processor in the CTC. For the first 19.4 plof data

=1.8 TeV during 1992-1995. collected, a single match between a muon chamber coinci-

This report is organized in .th? following manner. SECtiondence and a CTC track was required. The remainder of the
Il contains the detector description and event selection useg., . required two such matches, but with a lower require-
for the reconstruction of thd  and reference signals. The '

. 1ent on the trackP;. The final level of the trigger was
Masses of several refergnce signals used as a check. on zﬁgformed in software, and required events to contain oppo-
analysis are prgsentedo in Sec. .”I' We present our eviden ﬁtely charged muon candidate pairs with an invariant mass
for the observation oA\ ,—J/¢ A in Sec. IV, along with the iy 300 MeVE? of the world averagd/y mass of 3096.9
A baryon mass measurement. Section V contains the megjev/c2 [11]
fsurei_ment'; ?f the rt?]té(\)o()f tzeBé:rossd SSeCt'OCIt'mef _branchlng Charged particle track parameters of decay daughters are
rac llon_ etween b an » and Sec. contains our vecaiculated throughout this analysis by subjecting them to
conclusions. constrained fits, where the constraints are defined by the as-
sumed decay process. The quality of each fit is measured by
its x°, and we use a cut oR (x?), the cumulative probability
Il. THE DATA SAMPLE of the constraint hypothesis fordegrees of freedom, as our
A. Experiment test for each fit. A requirement d?,,(,\/z)>0.005 is chosen

. . . for all constrained fits used in exclusive reconstructions.
The CDF detector has been described in detail elsewhere

[8,9]. The charged tracks emerging from the interaction
point are measured in a silicon vertex dete¢®vX), a time
projection chambefVTX), and a central tracking chamber  The J/y—u" u~ candidates are first selected by filtering
(CTC). All these tracking detectors are located in a 1.4 Teslavents that contain two oppositely charged muon candidates
solenoidal field. Our standard coordinate system defines thewith an invariant mass in the range 2800—3400 Mé\After

axis to be the proton beam direction, withandr being the  off-line reconstruction. The match between the drift chamber
azimuthal angle and transverse distance, respectively. Theack and the muon chamber track is required to be less than
SVX consists of four layers of silicon strip detectors located3o in ther —¢ view and less than 3bin ther —z view for alll
outside the beam pipe at radii of 3.0, 4.2, 5.7, and 7.9 crmuon candidates, where is the track extrapolation uncer-
[10]. The strips are arranged axially, and have a pitch of 6Qainty due to resolution and multiple scattering. A minimum
um for the three innermost layers, and a pitch of @ for  transverse momentum of 2.0 GeMs also required for each
the outer layer. The uncertainty in the track impact parametemuon candidate to ensure that the muon trigger was efficient
ranges from 50um for tracks with transverse momentum for the candidate dimuon events. In addition, events from the
P;=1 GeVk to 15 um for tracks withP;=10 GeVt. The first 19.4 pb! of data required that at least one of the muon
VTX providesr —z information and is used in this analysis to candidates have a transverse momentum above 2.8cGeV/
determine the event vertex position m The CTC, an 84 The muon tracks are fit with a vertex constraint, which re-
layer drift chamber, covers the pseudorapidity intefwgk1l  quires that they originate from a common point. Subse-
(where n=—In[tan(#/2)] and ¢ is the angle with respect to quently, a simultaneous mass and vertex constrained fit is
the proton beam directigrand provides information in both performed, where the dimuon mass is constrained tdtie
ther—z andr—¢ views. Efficiency for track reconstruction mass[11]. The dimuon invariant mass spectrum is shown in
in the CTC cuts off for tracks witiP+<<200 MeVk, rises  Fig. 1.

B. Event selection
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FIG. 1. Theutu™ invariant mass distribution. The shaded dis-  FIG. 2. TheJ/y flight distance uncertainty distribution. The cal-
tribution contains events that satisfiedP4y?)>0.005 cut on the culated uncertainty on the transverse flight distance oftiecan-
vertex and mass constrained fit to the world averdfe mass. didate in the direction of its momentum is shown. Events below a
These events are used in the exclusive reconstruction. cut of 250um (indicated by the arropare used for the branching

. ] ) fraction measurement. The peak below 2561 is from those events
The J/lﬂ Sample is defined as the set of dimuons that satwhere both muons are measured in the SVX system.

isfy the P,(x?) cut on the combined vertex and mass con-

strained fit, and contains-416 000 events. We choose this mary vertex. Also, consistency is required between the
definition,.rather than the more standarq gpproach qf defining £/dx measurement provided by the CTC for each track and
a mass window around thly, because it is more uniformly yhe expected value for its mass assignment. Particle candi-
efficient over the range al/y transverse momenta relevant yaies are rejected if their measured specific ionization falls
for this analysis. We also identify a subset of ti¢ysample  \qre than 2+ away from their predicted value. Finally, we
by imposing a requirement on the precision of the dimuo”require P;>1.5 GeVt for K2 and A candidates, and
flight distance with respect to the beamline. The flight diS'PT>1.O GeVt for photon candidates. The™ 7 and = p

tance of dimuons produced within the SVX acceptance i§nyariant mass spectra, obtained after these requirements are
measured with far better precision than candidates with OnIYmposed are shown in Figs. 3 and 4, respectively, and

drift char_nber measurements, _due to the _precision (_)f th_e Ve'EIearIy demonstrati g andA signals. Invariant mass ranges
tex position measurement. This effect is illustrated in Fig. 2.0¢ + 12 MeV/c2 and =4 MeV/c? around the world average
The flight distance uncertainty is required to be 240 or N B

less for events we identify as having a precise vertex mea-
surement. This sample contains214 000 events, and is
used for the branching fraction measurement.

C. A, K, and y selection

s
o
Q
o

Events in thel/y data sample are searched forpm~
candidates. The mass assignments of the tracks used in the
search are made by assigning the proton mass to the track
with the highest momentum. This mass assignment is always
correct for theA’s reconstructed in CDF due to the cutoff in
acceptance at low transverse momenta. As a check on our 2000
reconstruction procedurl,2— =" 7~ decays and conversion
y—e'e” candidates are identified as well. The oppositely
charged track pairs are refit with a vertex constraint for the
K 2 andA candidates. Photons are identified by imposing the
additional constraint of parallelism on the two tracks at their

Entries per 2 MeV/c?

point of intersection. o . _ ! ‘ L ,
. . . 0.45 0.475 0.5 0.525 0.55
Three requirements are imposed on these signals to re- . GeV/c?
duce combinatoric backgrounds. A displacement of 1.0 cm Mass(n'n")

or more with respect to the dimuon vertex in the direction of
the neutral object’s transverse momentum is required, which FIG. 3. The#*#~ invariant mass distribution. The area be-
reduces the background due to tracks originating at the prieween the arrows indicates the combinations used hsandidates.
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FIG. 4. Thes p invariant mass distribution. The area between  FIG. 5. Thel/y m* 7~ invariant mass distribution used for the
the arrows indicates the combinations used\asandidates. #(2S) mass measurement.

masses of 497.67 Mev? and 1115.7 MeW? are used to
define theK 2 and A signal regions, respectively. A second . .
constrained fit is then performed that simultaneously con- 'N€ f|rst+ reference  signal uses the decay
strains the muon momenta to form the world average  ¥(25)—J/¢m . Events are selected for this sample by
mass[11], and theK 2, A or y momentum to point to the making the minimal changes from the selection criteria gsed
dimuon vertex. All masses and momenta used for furthefor the B hadron decays. We therefore use all combinations
cuts make use of the momenta calculated from this final con/nere ther” @ invariant mass falls within th& s search
strained fit, and combinations with;>6.0 GeVt and |y  ange of 450-550 Me¢#, and we make no requirement on

B. Reconstruction of 4 2S)

e ) i : .
<1.0 are retained for further study. the T flight distance. All other0 kinematic requirements
are identical to those used for ties sample. This charmo-
Il REFERENCE SIGNALS nium decgy differs from\ b_—>J/¢A_ reconstruction because
both the pions and muons in the final state originate from the
A. Mass measurement same point. We have used th&2S) as a check on the

The performance of the tracking system and the methodgn""lystS "JethOd b}' t[eating the final state as having indepen-
used in this analysis are tested on the accessible referen 8m p p” and 7 T vertl_ces, and then performing the
signals with aJ/¢s or A in the final state to confirm that same set c.)f constralned_flts th+at_a_re us_ed /‘Cﬂ*J"?A_
known states can be reconstructed and their masses meastigg@pnsyrucﬁon. T_he r_esultlnlﬁwqr ™ mvarlagt mass dflstn-
with accuracy. These signals are used as a check for possi +é' ion 1S S/C‘g".v” In F|g. 5. T ghreﬁonstn:(cj:te mass o |3686'1
systematic errors in the reconstruction. The mass of eac 0.3 MeVk* is cogsmtent with the world average value of
reference signal is calculated by performing an unbinne h686'g.t|.0'1 I}/Ith/c [11]._Th|s measuremerln demonstrates
likelihood fit on the data, where each event is weighted b e ability o t € experlment to accurately reconstruct a
the calculated uncertainty on its mass measurement. This #ﬁnown state with relatively low momentum tracks.

involves maximizing the likelihood function

C. Reconstruction of x¢;1(1P) and xc»(1P)
—(Ng+Ng)
e (NstNs

=1

—(m — 2 32
e (M~ PY2(P20)7] One limitation of they(2S) as a reference signal is that

\/ﬂngi its “secondary” vertex is not displaced, so any systematic
error due to displacement will not be tested. Candidate sig-
nals whose secondary vertices appear at a range of displace-

, (1) ments from the beamline are the,(1P) and y.»(1P) de-
cays into the J/¢y final state, where the photon is
reconstructed through its conversionetbe™. These conver-

whereN; and N, are the number of signal and backgroundsions originate in the tracking chamber material throughout
events, which together with the, are the parameters of the an interval of 1.0-27.7 cm transverse to the beamline. The
fit, m; ando; are the measured mass and mass uncertainty fal/¢ry invariant mass spectrum found is shown in Fig. 6. This
each event, anlll is the total number of events in the mass mass distribution is fit with a likelihood function that differs
distribution.(Binned fits are also performed on the mass disfrom Eq. (1) by the addition of a second Gaussian signal
tributions in Figs. 5—9 and 12, but these are used solely foterm. The two Gaussians are constrained to have identical
visualization purposes. widths by fitting only one mass scale error paramégrin

Ns

+Np(P3+PsxXm,)
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FIG. 6. The J/y vy invariant mass distribution used for the FIG. 7. TheA=n™ invariant mass distribution used for tf"

Xc1(1P)/ xc2(1P) mass measurement. mass measuremen(d) The mass distribution for all both charge
combinations. The solid line histogram is for events where both

Eg. ()], and a mass difference equal to the world averageions in the final state have the same charge. The dashed line cor-
difference between they.(1P) and x.(1P) of 46.64 responds to events where the pions have opposite chdy&he
MeV/c? [11]. The mass measurements obtained for thesd7 spectrum(C) The A= " spectrum.
charmonium states are 3518.0.4 MeV/k? and 3556.3:0.4
MeVi/c?, respectively, which are consistent with the world and the masses for these states are found to be 13218
average values of 3510%0.1 MeVk® and 3556.20.1  \ev/c? and 1321.6:0.3 MeVLE? respectively. Each is
MeV/c? [11]. Consequently, the addmpn of the vertex dis-5,nd to be consistent with the
placement appears to have no deleterious effect on the mMaggr1 3-0.1 MeVi2
measurement.

world average value of
[11]. A simultaneous fit to the entire
sample yields 1321:70.3 MeVk?, where the uncertainties
) o are statistical only. We conclude that we have no systematic
D. Reconstruction of = problem withA baryon reconstruction.
Final states that include th& baryon may suffer system-
atic errors unique ta\ reconstruction. The kinematics of the E. Reconstruction of B°
A—p7~ decay force an asymmetry between the proton and . . .
pionp momen%/a for A’s xithin t¥1e CDF achptance The refe(r)ence S'ggal most similar to the;— J/ ¢ Als
[Pr(A)>1.0 GeVE]. This feature may cause a charge- the decayB '—>J/¢,// K's. Simulation of these decf':\ys in our
dependent momentum mismeasurement ofAhand a cor- detectgr indicates the exp_ec'Fed mass resolution is113
responding error when thd candidate is subjected to a Me\/_/c_ for both states. A lifetime requwem_ent cfr>100
pointing constraint fit. The reconstruction of te& —A=~  #M is imposed on thesB hadron states, which reduces the
decay is used as a check on our ability to measureAthe large background from direct charmonium production. The
momentum. The technique used here differs from the fitting/ ¢ K § invariant mass spectrum obtained is shown in Fig. 8,
procedure used in the two charmonium decays, sinc&#io  where we find aB° signal of 131.5-14.5 events. The mea-
is involved. Tracks in oud/is sample that are not identified suredB® mass of 5281.831.8 MeV/k? is consistent with the
as muons orA decay products are assigned the pion massvorld average value of 5279:21.8 MeVk? [11], and the
and combined with thé\ candidates in thé&€ ™ search. The measured width is consistent with our expected mass resolu-
three tracks used are then refit with the constraints thaAthe tion. As in the previous reference signals, the mass uncer-
decay daughters form the world averajemass[11], and tainty on each event is used as the signal resolution in the
the A and 7 trajectories intersect. Additional requirements likelihood function. A scale factor of 1.150.18 is obtained
are imposed on th& ™ candidates to reduce the combina- from the fit[parameteiP, from Eq.(1)], and establishes the
toric background. The transverse impact parameters aohthe accuracy of our mass uncertainty estimates.
decay daughters with respect to the beamline are required to A summary of mass measurements of the reference sig-
exceed their measurement uncertainties, Heflight dis- nals is included in Table I. These reference signals demon-
tance is required to be 2.0 cm or greater, and Ahflight  strate the experiment’s ability to reconstruct three different
distance is required to exceed tBe flight distance by at resonances with &/ and a neutral vertex in the final state,
least 1.0 cm. The\w mass spectrum found with this pro- and to make mass measurements of those states that are con-
cedure is_shown in Fig. 7. The sample is divided into thesistent with the world average values. Also, the successful
A7 and A7" mass spectra, and these are shown as welreconstruction and mass measurement of Fe demon-
The mass spectra indicate clear signals for Eieand Z~, strates that\'s are unlikely to possess any anomalous traits
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FIG. 8. Thed/y K2 invariant mass distribution used for tB& FIG. 9. TheJ/y A invariant mass distribution used for thef
mass measurement. mass measurement. The curve is the result of a binned fit with the
width of the Gaussian signal fixed at 13 M&¥/ In the four con-
that would make mass measurements involviig unreli- secutive bins with the highest number of events we observe 35
able events. In the five bins in the mass range 5.60-5.65 GeWie
' observe 38 events on a background of 18.1 events.
IV. EVIDENCE FOR THE AJ place inside a given search window. Conservatively, we have

chosen the whole mass range that we use for displaying the

The J/yA invariant mass spectrum obtained after gur ~data(5400-5800 MeW?) as our search window. Alterna-
selection criteria and ther>100 um cut is shown in Fig. 9. tively, we will also use a search window suggested by the
We have excludedrp candidates from this distribution if a Measurements recently reported by ALEFg{land DELPHI
T Mass aSS|gnment would yield an invariant mass consid/] With mass determinations oM ,0="5616*21(sta
tent with K2 decay. This requwement is imposed to avoid =4(sys) MeV/c® and 566&16(stab+8(syst) MeVi/c?, re-
possible reflect|ons froni 2 decay. It removes 15 events, spectively. Our expected mass resolution is convoluted with
uniformly distributed in mvanant mass, from the mass reglon'fhese recent mass measurements to define a window of
shown in Fig. 9. 554OSMA0<5730 MeVLt?. We begin the significance test

Given the expected mass feSO|Uti(}F’r13 MeVic?), a by generatmg a large number of simulated background mass
mass window containing-90% of theA{ candidates is 50 spectra distributed according to the flat background we ob-
MeV/c? wide. In the five bins in the mass region 5600-5650serve in our data. We then calculate the probability of ob-
MeV/c® we observe 38 events. The expected average numbeerving five consecutive bins with the same number or more
of background events in the same region is interpolated fronavents than we observe in this data. The resulting probability
a linear fit to the sidebands and is found to be ¥8l%  that ourA{ signal is due to a background fluctuation is found
events. The number of candidates in the signal region reto be 0.91% for the conservative search window, and 0.07%
turned from the Gaussian part of the fit to this distribution isfor the narrower window. These probabilities correspond to
found to be 19.96.4. approximately 2.6 and 3.4r for a normal distribution. The

statistical significance of the signal has also been tested for
A. Statistical significance variations in the event selection requirements, and we find
the signal to be robust. We conclude that the enhancement of

We estimate the probability that the linear backgroun d

events seen in thd/yy A mass spectrum is a signal for the
would fluctuate up to the number of observed events any 0 4nd not a background fluctuation.

TABLE |. Measured masses of reference signals and their de- TABLE Il. Systematic uncertainties in th&p mass measure-
viation from the world average valuddl]. The uncertainties ment.
shown are statistical only.

Effect Uncertainty(MeV/c?)
Signal MasgMeV/c? Mass—Ma MeV/c?
g < ) N ) Track measurement 0.5
M(2S) 3686.1+0.3 0.1+0.3 A cot(6) 2.0
x(1P)/x(2P)  3510.7/3556.30.4 0.2:0.4 Momentum scale 1.3
=N 1321.70.3 0.4-0.3 Energy loss 0.6

B 5281.3-1.8 2.1x25 Total 3.0
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B. A Mass determination A variation in the measured/yy mass as a function of the
When the excess of events near 5620 M&Vih the ©°Pening angle between the two muons in the longitudinal

JIy A invariant mass spectrum is interpreted as Atf the ~ Plane was noted in earlier mass measuremgi8gl4. This
unbinned likelihood fit to the mass distribution performed on€ffect leads to a variation in the reconstructBdhadron
the reference signals can be applied to the data displayed [RaSS In Refs[13,14 this A cot(9) effect is removed by
Fig. 9. Since the predicted mass resolutions ofgfandA?  Scaling the cd®) of the measured tracks by 0.9986.0008.

are identical, the mass uncertainty scale paranitgin Eq. !n this analysis, t.he. impact of this effect is tested 'by measur-
(1)] has been fixed in thid/y A fit to the value obtained in NG the mass variation, on an event-by-event basis, ofithe

the B® mass fit. This technique provides\d mass measure- &"d B candidates before and after the scaling of @otWe
ment of 5621+ 4(sta) MeV/c2. use scale factors that cover the range 0.9977-1.0. An aver-

age mass shift of 2.0 Me¥? is found, and is taken as our
systematic uncertainty for this effect.

Early B meson mass measurements from CQE] re-

The systematic uncertainties on tie) mass measure- ported the presence of a false curvature effect. We employ
ment are very similar to the uncertainties on our earlier meathe final tracking detector alignments used for B,gganaw_
surement of the mass of tH@2 [12,13, yielding a similar  sjs[13]. These were shown to leave no statistically signifi-
estimate. The various components of the systematic uncegant false curvature, so we treat this effect as also negligible
tainty are detailed here. in this analysis. In addition, the mass difference between the

The absolute value of the momentum scale in CDF isZ* andZ~ (Sec. V}, which should depend heavily on such
calibrated by normalizing the average reconstruclég¢  an effect, is only 0.2 Me\&?. Consequently, no systematic
mass to its world average valjdl] as shown in Refs. error on the mass measurement is attributed to this effect.
[13,14). After this normalization there is a residual time de-
pendent variation of 0.17% during the course of the experi-
ment as measured by a set of NMR probes immersed in the
CDF tracking volume. This variation is not removed from A summary of the systematic uncertainties on thg

the data and remains as a systematic error. This full range ¢f,555 measurement appears in Table II. We have combined
field variation corresponds to a mass variation of 2.6 M&V/ these in quadrature to obtain an overall systematic uncer-

for both theB® and A ; mass measurements. We have choseRainty of 3 MeVk?2 As a check on this uncertainty, it can be

to take one half of this variation as representative of oumoted that the same systematic uncertainty would be esti-
systematic uncertainty due to the momentum scale. mated for aB® mass measurement, and our measurement of
The unbinned likelihood fit used for th&) mass deter-  that state is well within 3 Me\&? of the world average value
mination uses the measured mass uncertainty for each evefitl]. Moreover, the agreement between the masses of the
This mass uncertainty is a function of the reconstructed trackeference signals examined in Sec. V and the accepted values
parameter uncertainties. These uncertainties can be miscalagives additional confidence that no other large source of sys-
lated due to irregularities or lack of understanding of thetematic bias is present in the mass measurement. Conse-
material in the detector. In particular, we have determinedjuently, our final value for the\) mass is 562t 4(staj
that the scaling of the covariance matfik3] required for ~ +3(sysh MeV/c?
consistency with other measured tracking uncertainties is due The systematic effects impact the mass measurements of
in large part to the effect of multiple scattering of the both theB® andAg similarly, so a difference in their masses
charged particles in the gas volume of the CTC. The trackan be measured which is almost free of systematic errors. A
fitting procedure has been modified for tB8 and A can-  Monte Carlo sample of events was used to verify that any
didates to include the effect of the multiple scattering in allchange in the systematic effects studied here will introduce a
known detector materiajénduding the gas in the tracking shift in the mass difference of 1 Methlor less. We take this
volume and the individual masses are measured forBRe as our systematic uncertainty, and find this difference to be
andA candidates for a reasonable range of covariance scaM 10— Mgo= 340+ 5(stat)* 1(sysb MeV/c?.
ing. A mass shift of 0.5 Me\¢? is seen when the covariance
scaling is varied over a wide range, and this value is assigned
as the systematic mass uncertainty due to the uncertainty in V. MEASUREMENT OF
track parameter measurement. o(pP—ABX) B(A §— 3/ A)a(pp—B°X) B(B®—J/¢ K9
Reconstructed tracks have their momentum measurements
corrected for the energy loss due to passage through the ma- A direct measurement of th.p cross section times
terial within the tracking system. This energy loss correctionbranching fractiono(pp— A 0) B(A 2—J/y A)] is possible
has the potential of introducing a systematic uncertainty dusvith these data, but such a measurement will contain
to the presence of a relatively slow-moving proton in the large systematic uncertainties. By measuring
decay. The event-by-event mass differences forAflecan-  o(pp— A IX) B(A §— JI¥ A)lo(pp— B°X) B(B°—J/ ¢ K Q)
didates and the sideband events are studied when the enengyg minimize several systematic uncertainties, since they
loss correction is varied as shown in REE3]. The average closely or completely cancel in this ratio. The largest of these
shift in mass is 0.6 Me\t2. This shift is taken as the sys- uncertainties are associated with thequark production
tematic uncertainty on the mass measurement due to the eaross section and transverse momentum spectrum. The ratio
ergy loss correction. of production cross sections is computed using the relation

C. Systematic uncertainties on the mass measurement

D. Mass measurement conclusion
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FIG. 10. TheP+ distribution of pions in theA signal region. FIG. 11. The number oK 2 candidates withP+(K2)>2.0

The solid line indicates thP+ distribution of pions in theA signal ~ GeV/c versus the cosine of the decay angle. The distribution is
region, while the dashed distribution covers the sidebandswifh relatively flat until large values of the decay angle are reached
mass in the ranges 1107.6—-1111.6 or 1119.6-1123.6 84eVhe  (|cog®)|>0.7). The decline corresponds to decays in which one of
arrow indicates the 400 MeW¥/cut used for the rate measurement. the 7 from theK 2 has a transverse momentum below 400 MeV/

o'(pF—n/\gX)B(Ag—)\]/lf/f A)B(A—pm) slightly (frdolm ~30% go~£|10%).h . o

— 73 0 0 0 o Secondly, we need to limit the data to a sample where the
o(pp—BX)B(B"—=J/¢y K9 B(Ks—7"7") tracking efficiency is understood. Our charged particle recon-
NAO ¢, struction efficiency rises quickly in the range of transverse

=_° i, momentum from 200—400 Me¥/ and overlaps with th®;

Ngo €AD distribution of the daughter pions from our sample, as

shown in Fig. 10. The exact shape and plateau of the effi-
where B(A—pm)=0.639-0.005, B(B°—J/¢y KY=(3.7  ciency is a strong function of both instantaneous and inte-
+1.0x10°, BKI->7"7)=0.686-0.003 [11], Nyo  grated luminosity, track density, and electric charge. A mea-

is the number of observeti? candidatesNgo is the number ~ surement of theAp rate in this region of nonuniform

of observedB® mesons.e o is the overall efficiency of\ 9 efficiency would require a detailed understanding of the ef-
b - ) ; o
reconstruction, andgo is the overall efficiency oB° recon- ficiency function, an accurate estimate of the momentum dis

: tribution of decay pions from thd 2, and would introduce
struction. " : . .
additional systematic uncertainty for the corrections. Conse-
- ) quently, the data have had R(7)>400 MeVkt cut im-
A. Additional requirements posed on them. This is the lowest transverse momentum with
Three additional requirements are imposed onBRand  uniform tracking efficiency. While the absolute value of this
A samples for the rate measurement. All three are made tefficiency has not been determined, its insensitivity to trans-
restrict the data so that efficiencies are well measured. Whilgerse momentum is checked by studying the decay angle
additional cuts have the effect of increasing the statisticadlistribution of theK 2 in this data. This decay angl is
uncertainty on the measurement, the systematic uncertaintig€fined as the angle between thé& momentum and thi
on the measurement of the ratio of efficiencies are serioulight direction, as measured in tie2 rest frame. Since the
enough to warrant the decision. K% is a pseudoscalar particle, the distribution of (€s
Firstly, we have limited the sample to events with bothshould be uniform. Any deviation from uniformity indicates
muons reconstructed in the SVX by requiring the vertexan inefficiency in tracking. The distribution of q@¥) for
measurement error selection discussed in Sec. Il B. The re&vents withPr(K2)>2 GeVk is shown in Fig. 11. The
quirement on the hadron lifetime of>100 um will have a  P(7)>400 MeVk requirement is satisfied for decays of
different efficiency for events measured in the SVX com-K g with [cog©)|<0.7 in this data, where the yield &2 is
pared to events measured only in the drift chamber. By limseen to be uniform. This cut on the minimueg(7) has the
iting the data sample to events with a well-measured verteeffect of removing approximately 30% of the) candidates.
position, we become less sensitive to the way in which the Finally, we restrict the data to events that are triggered
data is distributed along the beamline, and less sensitive tand reconstructed in the CMU system, where the trigger ef-
our simulation of the detector. Although the vertex precisionficiency is well measurefll5]. This cut is relatively minor,
requirement reduces the data sample by approximately a faend results in a loss of only three out of the 38 candidates in
tor of 2, it has the effect of removing more background tharthe A9 mass region. This last requirement effectively re-
signal so the statistical uncertainty due to this cut rises onlgtricts theA ) candidates to the central regigiy|<0.6).
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FIG. 12. A9 and B® candidates used for the measurement of
aAgB(AgHle A). The additional cuts applied on the data are
explained in the text.

B. Ratio of efficiencies

The ratio of efficiencies for several of the selection re-
quirements used for the search of thg (i.e., ¥* cut9 can be
checked on the largd and K2 inclusive samples, and is
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ties). Similarly, some experimental inputa\? lifetime) or
detector simulation parameters are known with limited pre-
cision. All these uncertainties can affefgo/eAg and there-

fore give rise to a systematic uncertainty.

The theoretical uncertainties are dominated by the un-
known polarization and decay parameters of ftand by
the value of the Peterson fragmentation parametéor a
baryon. The effect of the polarization and decay parameters
of the A2 on the efficiency ratio is studied following the
formalism of Refs.[19,20. In particular ®, the emission
angle of theA with respect to the polarization direction in
the AQ rest frame, follows the distributionl(©)
x1+a(AJ)P(AP)cosO, wherea(A D) and P(A D) are un-
known. Wide ranges of possible values (A ) and the
A decay parameters have been used in the simulation, and
we determine the largest variation é@o/eAg to be =30%.

Similarly, we vary the Peterson parametebetween 0.002
and 0.010 for theAY and find the largest variation in
EBo/EAg to be=17%. The uncertainty in thie-quark produc-
tion cross section tends to cancel out in the ragjo/eAg and
therefore introduces a low systematic error. The same argu-
ments apply to the other sources of systematic errors, which
are listed in Table IlI.

The various systematic errors are combined in quadrature
to yield a maximum total variation iraBo/eAg of 37%. We

have treated this widest variation obtained as encompassing

very close to unity, as expected. For the other cuts, we reI;?O% of the possible range of systematic errors, correspond-

on a Monte Carlo simulation including a next-to-leading or-
der QCD calculation[16] with renormalization scale
w3=(P2+m?2) (where theb-quark massn, was set to 4.75
GeV/lc?), the Martin-Roberts-Stirling set D(MRSDOQ) pro-
ton parton distribution functiofl7], the Peterson parametri-
zation [18] for b-quark fragmentation with a value of the
fragmentation parameter=0.006, and a detector and trigger

ing to a range of approximately two standard deviations.
Consequently, we quote 19% as @ dystematic uncertainty
in the ratio of efficiencies.

E. Determination of
o(pp—A SX)BA =31y A) o(pp—BOX) B(B°— 3/ K D)

Finally, for P+(A 2,B%>6 GeVk, and|7(A 2,B%)|<0.6,

simulation. The lifetimes used in the simulation were ob-we find for the ratio of cross-section times branching fraction

tained from the recent measurement for th% [5] and the
world average value for thB® [11]. The final value for the
ratio of efficiencies times th& 2 and A decay branching
fractions s EBOB(K(S)—>7T+777)/6AEB(A—>p777)=2.02
+0.05. The relative softness of the , and theP(7)>400
MeV/c requirement are responsible for the lower efficiency
in the A—p~ reconstruction.

C. Measurement ofNAg/N BO

Figure 12 shows tha 2 and B® candidates after the im-

position of the three additional selection requirements madé-

a(Pp—AX)B(AY— Iy A)
o(pp—B°X)B(B°— J/ ¢ K2)

=0.27+= 0.1 stap
+0.05sys.

VI. CONCLUSIONS
The decay\ J— J/¢A has been observed. The) mass is

measured to be 56214 (stap=3(sysh MeV/c?. The mass
difference with theB® is found to be M y0—Mgo=340

5(stat)x1(syst) MeVt2. Several reference signals have

for the rate measurement. The unbinned likelihood fit of dPeen checked to confirm the calibration of this mass mea-

Gaussian signal plus linear background gives us3.8 A 9

candidates and 57:8.7 B® candidates. With these yields

we obtain
o(Pp—AX)B(AL—JI 4 A)
a(pp—B°X)B(B*— J/ K2

—0.27+0.12 stay.

D. Systematic uncertainties OneBo/eAg

surement.

The ratio of production cross section times branching

fracton has been measured for th&?—J/yA and
B%/y K2 decays and is found to b[arAgB(AgeJ/sz)/
(rBoB(BO—>J/zpKOS)]=0.27i0.12(stat)t0.05(syst). If we
assume
=3.7x10"4,
tO.?(sysD]xlO“‘. This last value is in agreement with the
CDF [4] and LEP limits[7,21] and recent theoretical expec-

70/ g0=0.1/0.375
we

and B(B°—J/yKY
find B(AY—J/yA)=[3.7+1.7(stab

There are a number of parameters in the Monte Carldations[22]. The central value is approximately a factor 50

simulation that are not known exactltheoretical uncertain-

smaller than the central value of the UA1 reqd}.
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TABLE Ill. Summary of the systematic uncertainties.

Total
Source of Central value change in
uncertainty used in analysis Variation range eBo/eAg (%)

A polarization 0 See Sec. VD 30
JI helicity 0 -1-1 4
Petersone for A9 0.006 0.002-0.010 17
Petersore for B° 0.006 0.004-0.008 8
cr(AD), um 400 352-448 3
c7(B%, um 450 417-483 1
SVX cr resolution,um 50 40-60 1
J/y trigger efficiency Standard *lo 5

in first 19.4 pb*
J/y trigger efficiency Standard +lo 2

in remainder of data
b spectrum M,=4.75 GeVt?, M,=4.5 GeVE?, 25

M= g M= pld
to
Mp=5.0 GeV£t?,
H=2X g

Mass uncertainty 1.15 0.9-1.7 5

scale parameter

37

Total Change
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