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A recent global analysis of direct photon production at hadron collider and fixed target experiments ha
noted a disturbing trend of disagreement between next-to-leading-order~NLO! calculations and data. The
conjecture has been made that the discrepancy is due to explicit multiple parton emission effects which are n
accounted for in the theoretical calculations. We investigate this problem by merging a NLO calculation o
direct photon production with extra multiple parton emissions via the parton shower~PS! algorithm. Our
calculation maintains the integrity of the underlying NLO calculation while avoiding ambiguities due to double
counting of multiple parton emissions. We find that the NLO1PS calculation can account for much of the
theory-CDF data discrepancy atAs51.8 TeV. It can also account for much of the theory-UA2 discrepancy if
a very large virtuality is assumed to initiate the initial state parton shower. For lower energy data sets~e.g.,
As,63 GeV!, NLO1PS calculations alone cannot account for the data-theory discrepancy, so that som
additional nonperturbativekT smearing is needed.@S0556-2821~96!01915-7#

PACS number~s!: 13.85.Qk, 12.38.Bx, 12.38.Qk
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I. INTRODUCTION

Direct photon production@1–5# in hadronic collisions has
long been recognized as an important testing ground for
turbative QCD since many of the ambiguities involved
measuring jets are not present when analyzing photons.
rect photon production in lowest order QCD takes place
annihilation and Compton scattering Feynman graphs. S
the Compton graph involves initial state gluon-quark scat
ing, measurements of direct photon events can serve as
portant constraints in the determination of the gluon par
distribution function@5#. For such a program to proceed, th
greater precision involved in next-to-leading-order~NLO!
QCD calculations for the hard scattering are used. NLO c
culations for parton1parton→gX have been performed bot
analytically @6# and in a Monte Carlo framework@7#.

A recent global analysis of direct photon production
hadron collisions has noted a discrepancy between NLO
culations and a large array of data for the transverse mom
tum pT distributions of the photon@8#. Characteristically, in
both fixed target and collider experiments, there is an exp
mental excess of photons at low transverse momentum.
eral possible explanations have been put forth to resolve
discrepancy. These include~i! improved~NLO! treatment of
bremsstrahlung contributions@9# and isolation criteria@10#,
~ii ! modifying gluon distribution functions and QCD sca
choices to improve the data-theory agreement@10# or usage
of alternative parton distribution functions~PDF’s! @11#, and
~iii ! invoking additional partonickT smearing effects@8#. The
latter case comes in two different guises: Extra partonickT
can come from nonperturbative effects from parton bind
and intrinsic transverse momentum or from additional h
multiple parton emissions which can be calculated or m
eled in perturbative QCD. The nonperturbative effects
generally implemented as Gaussian smearing in an atte
to match the data. The perturbative multiple gluon emiss
effects can be implemented via even higher~but fixed! order
542821/96/54~3!/2017~6!/$10.00
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perturbative calculations, via multiple gluon resummatio
techniques, or via the parton shower~PS! algorithm@12,13#.
The resummation and PS approaches both involve appro
mateall-ordersperturbative QCD effects.

In this paper, we explore the extent to which the dire
photon data can be explained by combining a NLO QC
calculation with multiple parton emission via the parto
shower algorithm. In doing so, we follow generally the pre
scription outlined in Ref.@14#, where NLOW andZ boson
production was merged with parton showers. In these cal
lations, the method of phase space slicing is used to evalu
the NLO cross sections@15#. This method lends itself to a
direct implementation of parton showers wherein a potent
problem of double counting multiple parton emissions can
avoided. We show that our implementation of showerin
with the NLO QCD calculation yields an excess of events
low pT relative to the unshowered NLO result at the Ferm
lab Tevatron and CERN Super Proton Synchrotron~Spp̄S!
energies, qualitatively accounting for the discrepancy b
tween theory and experiment. Additional nonperturbati
smearing is required for lower energies characteristic of t
CERN Intersecting Storage Rings~ISR! or fixed target ex-
periments.

II. CALCULATIONAL PROCEDURE

Central to our calculation of direct photon production
the numerical integration of phase space via Monte Ca
methods@7#. One begins by evaluating theO(aas) and
O(aas

2) direct photon production subprocess Feynma
graphs, including bremsstrahlung corrections toqq̄→qq̄,
etc. Dimensional regularization is used here for ultraviole
soft, and collinear singularities. The four-momenta for th
2→2 subprocess are labeled according to, for instan
g(p1)1q(p2)→g(p3)1q(p4); similarly, for 2→3 subpro-
cesses, we useg(p1)1q(p2)→g(p3)1q(p4)1g(p5), etc.
Ultraviolet singularities are renormalized using the modifie
2017 © 1996 The American Physical Society
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2018 54HOWARD BAER AND MARY HALL RENO
minimal subtraction (MS) prescription@6#. Collinear singu-
larities are factorized and then absorbed into parton distri
tion functions~PDF’s! or fragmentation functions. Soft sin
gularities are canceled between 2→3 graphs and 2→2
graphs. At this point, all cross section contributions are
nite, so that numerical predictions can be made.

What is peculiar to the Monte Carlo method of NLO ca
culation used here is that the phase space integrations
done partly analytically and partly numerically. The boun
ary between numerical and analytical methods is chosen
selecting two theoretical cutoffs to demarcate the collin
and soft regimes. If any invariant quantityt i j[(pi2pj )

2

from the 2→3 subprocess has a valueut i j u,dcs12, where
si j5(pi1pj )

2, then one is in the collinear regime. In th
regime, the matrix element squared is evaluated in the le
ing pole approximation and the integration near the collin
pole is done analytically. The cross section contribution isde
facto 2→2, and it is combined with the leading-order an
virtual contributions to the 2→2 subprocesses. If a final stat
gluon energy~in the subprocess rest frame! has a value
Eg,dsAs12/2, then one is in the soft regime. The integr
tions of the squared matrix elements are performed ana
cally using the soft gluon approximation and combined w
contributions from 2→2 subprocesses. The total 2→2 re-
sults, after factorization, are finite, but depend onds and
dc , such that the soft and collinear singularities are rec
ered in thed→0 limit. The remaining phase space integr
tions are performed via Monte Carlo method. This allow
easy binning of any desired observables and allows for
simple evaluation of the effect of experimental cuts on t
NLO prediction@7,15#. The 2→3 contributions are all posi-
tive definite over phase space, but are also singular
ds→0 or dc→0. The 2→2 contributions compensate th
2→3 contributions and result in a total cross section wh
is independent ofds anddc over a wide range of values@7#.
The expressions for all 2→2 and 2→3 processes in direc
photon production, through NLO, are compiled in Ref.@7#.
This is the starting point of our evaluation of the transve
momentum of the direct photon using a merger of NL
QCD and parton showers.

The PS algorithm combines the simplified collinear d
namics, represented by theQ2 evolution of parton distribu-
tion functions and fragmentation functions, with the exa
kinematics of multiple parton emission@12,13#. As imple-
mented here, no additional weights to the integral are
cluded with parton showers, as theQ2-evolved distribution
functions and fragmentation functions are used in evalua
the differential cross section. For the direct photon transve
momentum distribution, initial rather than final state show
ing is most important. Using a backward shower algorith
@13#, the initial state showers are evolved backward from
starting virtualitytv . The kinematics of the multiple parton
in the initial state shower result in transverse momenta
the partons participating in the hard scattering, effectiv
boosting the direct photon transverse momentum relative
the collinear approximation of the kinematics. In practic
the parton shower is cutoff at some lowtmin value where
perturbative QCD is still valid, but where the multiple emi
sions no longer become resolvable. In all the results
scribed below, we settmin55 GeV2. Different prescriptions
bu-
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have been worked out for modeling final state showers@12#
as opposed to initial state~backward! showers@13#. At this
stage, in a full simulation, the explicit parton emission
would be combined with a hadronization model which con
verts the partons into detectable particles. Our calculati
does not include hadronization. The inclusion of hadroniz
tion should not alter our conclusion that multiple parto
emission in the initial state can qualitatively account for th
discrepancy between theory and experiment in direct pho
production.

While the PS prescription for LL calculations is straight
forward, the prescription for merging PS with NLO calcula
tions is not. One problem is that the shower emission from
2→2 subprocess may be double counted by the exact em
sion of an extra parton in the 2→3 subprocess. Another
problem is that, to be consistent, NLO dynamics should
used to govern the parton shower development. We use
tial and final state shower algorithms consistent with LL dy
namics, although we use the NLO parton distribution fun
tions in our calculation of initial state shower probabilities
Consequently, our calculation is not consistent with NLO
The PS algorithm here should be regarded only as a para
etrization of a fully consistent NLO PS program. From
practical standpoint, the error induced by using only collin
ear dynamics in the PS algorithm in the first place should
far larger than the error induced by neglecting NLO corre
tions to the underlying collinear shower dynamics. Our go
here is to demonstrate that multiple parton emissions may
responsible for the discrepancy between data and theory
low transverse momentum.

To avoid the double counting problem, we restrict show
development to the 2→3 subprocesses in which all momen
tum vectors are large and well separated. One can view
Monte Carlo NLO calculation as a sort of truncated parto
shower, with only a single extra parton emission, but whic
is performed exactly toO(aas

2). In this case, the 2→2 con-
tributions, which include various soft and collinear terms fo
which the starting shower virtuality would be tiny, would
never shower. If the starting shower virtuality is appropr
ately chosen for the 2→3 subprocesses, then only energeti
well-separated three-body final states will develop a part
shower. Thus, the third parton of the 2→3 subprocess can be
viewed as the first of the potentially multiple emissions, b
which is performed using exact instead of collinear dynam
ics.

In our calculation of direct photon production, we hav
started with the NLO calculation of Ref.@7# merged with the
PS along the lines of the preceding discussion. Our compu
program generates 2→2 subprocesses, which frequently
have negative weights, along with 2→n processes, with
positive definite weights, but wheren>3. Crucial to our cal-
culation is the stipulation of the starting virtualities for the
parton shower.

A naive choice of starting virtualitytv , such as
utvu5npT

2(g) ~with n;1), does not ensure that the three
parton final state is well separated. This choice leads to la
amounts of showering even for soft or collinear configur
tions. One example of allowed showering withutvu5npT

2 is a
high pT photon recoiling against two nearly collinear par
tons, with ut45u.dcs12 but still small. This is a region of
phase space where the 2→2 and 2→3 contributions at a
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FIG. 1. xT(g) distribution forpp̄ collisions at
As51.8 TeV. We show~a! ~data-NLO!/NLO for
CDF data, ~b! ~NLO%PS-NLO!/NLO for
ds510dc50.1, ~c! ~NLO%PS-NLO!/NLO for
ds510dc50.02, and ~d! ~NLO%PS
%GS-NLO!/NLO for ds510dc50.02. For all
plots, the hard scatteringpT(g)>4 GeV.
e
e

w

le

-

is,

O

e

-

specificpT(g) may cancel. Since showering is implement
only in the 2→3 processes and may result in a boos
pT(g) for the 2→3 contribution, the required cancellatio
may not occur. This introduces a dependence ondc ~andds
for other configurations! which is unphysical. In our proce
dure for merging NLO with PS, we minimize~but never
completely eliminate! the dependence of results on variatio
of parameters.

To minimize the dependence of results onds anddc , we
set the starting virtuality for initial state partons
utvu5cvmin(ut i j u,si j ) for i , j51–5, namely, the minimum o
all invariants formed by the five momenta in the 2→3 pro-
cess, up to a multiplicative constantcv . With this prescrip-
tion, any nearly soft or collinear emissions in the 2→3 sub-
process will result in small starting virtualities and a sm
probability to shower. Only energetic, well-separated 2→3
subprocesses will develop a significant parton shower in
initial state. The final state showers are initiated with start
virtuality s12. Final state showers do not changepT(g) rela-
tive to the unshowered calculation; they can, however, af
the number of final state photons passing the isolation c

III. CALCULATIONAL RESULTS AND COMPARISON
WITH DATA

Direct photon production data from a variety of fixed ta
get and collider experiments have been tabulated as a f
tion of xT(g)52pT(g)/As in two recent studies@8,10#. To
compare against NLO calculations, it has proved conven
to plot the quantity (data2theory)/ theory. Thus, data in pe
fect agreement with theory would lie along they50 hori-
zontal line. In Ref.@8#, a common trend among the variou
experimental data sets was noticed, when compared ag
NLO QCD. For almost all data sets tabulated, the l
xT(g) range was underestimated by the theory~NLO QCD!.
In Ref. @10#, the authors were able to improve somewhat
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data vs theory discrepancy by adjusting independently th
factorization and renormalization scales. Nevertheless, th
discrepancy between data and theory persists.

In Fig. 1~a!, we show (data2NLO)/NLO vs xT(g) for
data from the CDF experiment@16# at the Fermilab Teva-
tron, usingpp̄ collisions atAs51.8 TeV. The data points are
taken from Ref.@8#, where the NLO distributions are calcu-
lated using the CTEQ2M PDF’s@17# evaluated at the
renormalization-factorization scalem5pT(g). The large en-
hancement of data over theory can be seen belo
xT(g);0.05, which corresponds topT(g)&45 GeV at the
Fermilab Tevatron. Our calculation employs the same sca
choices as Ref.@8#, but updated CTEQ3M PDF’s@18#. In
keeping with CDF cuts, we require the photon pseudorapid
ity uh(g)u,0.9 and a photon isolation cut which requires
that the sum of energy, projected transverse to the beam ax
(ET

i ) of parton i within a cone of size
DR5A(Dh)21(Df)250.7 satisfy

(
i
ET
i U

DR50.7

,2 GeV.

These two cuts are also used in Figs. 2 and 3 below.
To minimize differences due to parton distribution

choices, etc., rather than comparing the data to our NL
calculation merged with parton showers~NLO%PS!, we
show the effect of showering as an excess or deficit relativ
to the unshowered NLO calculation. In Figs. 1~b! and 1~c!,
we show the relative xT(g) distributions ~NLO
%PS-NLO!/NLO where the initial state virtuality is chosen
with cv54. In our calculation, we have run for subprocess
photonpT(g).4 GeV, since the matrix elements are singu
lar aspT(g)→0; the results do not change noticeably if in-
stead we use pT(g).2 GeV. Fig. 1~b! employs
ds510dc50.1, and Fig. 1~c! hasds510dc50.02. We see in
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FIG. 2. xT(g) distribution forpp̄ collisions at
As50.63 TeV. We show~a! ~data-NLO!/NLO
for UA2 data, ~b! ~NLO%PS-NLO!/NLO for
cv54, ~c! ~NLO%PS-NLO!/NLO for cv59, and
~d! ~NLO%PS%GS-NLO!/NLO for cv59. For
all plots, the hard scatteringpT(g)>2 GeV and
ds510dc50.02.
e
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e

-
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h

Figs. 1~b! and 1~c! that the incorporation of the PS has led t
an enhancement of the relativexT(g) distributions at
xT(g);0.02 of about~30–40!%, and hence is in accordanc
with the data for the low range ofxT(g). The enhancement
has been traced to the fact that a small fraction of the la
population of very lowxT(g) photons gets boosted up to
higher energies by recoiling against the multiple parto
emissions. Although the enhancement at lowxT(g) from the
o

ge

n

NLO%PS calculation is similar for the two cases, the larg
relativexT(g) distributions show a deficit of~10–20!%. The
high xT(g) deficit is due to the effect of the photon isolation
cut.

For very high energy events, there can still exist signifi
cant shower virtualities for events with quasisoft or collinea
partons, which introduces a slight dependence onds and
dc . There is some enhancement in showering for very hig
FIG. 3. xT(g) distribution forpp collisions at
As563 GeV. We show~a! ~data-NLO!/NLO for
R806 data at the CERN ISR,~b! ~NLO
%PS-NLO!/NLO for cv54, ~c! ~NLO
%PS-NLO!/NLO for cv59, and ~d! ~NLO%PS
%GS-NLO!/NLO for cv59. For all plots, the
hard scattering pT(g)>1 GeV and
ds510dc50.1.
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energy events, which leads to fewer isolated photons an
net diminution of signal due to the isolation cut.

If we modify the initial shower virtuality magnitude by
varyingcv , we find that a choice ofcv;1 results in modest
enhancements of the lowxT(g) region by only ;10%.
Choosingcv as high ascv.9 yields enhancements typicall
around 80%. Also, we have investigated how the resu
change by changing the initial state shower cutoff virtual
choice fromtmin55 GeV2 to tmin53 GeV2. The latter varia-
tion yields typically a 20% effect. In spite of these vario
uncertainties, the overall qualitative trend of enhanced cr
section atxT(g)&0.06 persists in all the cases we have e
amined.

In Ref. @8#, it was noted that anad hocGaussian smearing
of the subprocesspT led to improved agreement betwee
theory and data. In Fig. 1~d!, we additionally introduce
Gaussian smearing~GS! to both 2→2 and 2→3 processes,
with average transverse momentum zero and widths51
GeV. The overall enhancement of the NLO%PS at
xT(g);0.02 remains, but with some slight additional e
hancement for NLO%PS%GS at even lowerxT(g) values.
The small effect of the Gaussian smearing at CDF is
surprising since the average boost generated by the PS a
rithm is ;2.5 GeV.

In Fig. 2~a!, we show data from the UA2 experiment@19#
(pp̄ collisions atAs5630 GeV! compared with NLO QCD,
for scale choicem5pT(g)/2. Here we use a photonpT cut-
off of pT(g).2 GeV. Again, we see that data excee
theory by;40%, although this time forxT(g);0.05 @cor-
responding topT(g);16 GeV#. In Fig. 2~b!, we plot the
NLO%PS result, using again the initial state virtuality choi
cv54, and for m5pT(g)/2 and ds510dc50.02. Our
merged NLO%PS calculation gives an enhancement
;20% above NLO results forxT(g);0.05. Although the
CDF and UA2 calculations start with similar virtualities, th
relatively higher value of the Feynmanx in the UA2 case
leads to lesser amounts of initial state PS radiation. This
be offset to some extent by choosing a higher starting vir
ality, cv59, shown in Fig. 2~c!. The increase in virtuality
leads to a rise in our calculation to about 40% above N
expectations, in accordance with the data. Finally, in F
2~d!, we include as well the Gaussian smearing, which le
to some additional enhancement at lowxT(g).

Finally, we turn to much lower energypp collider results
from experiments at the CERN ISR atAs563 GeV. In Fig.
3~a!, we show the data from the R806 experiment@20# com-
pared with NLO QCD form5pT(g)/2. Using the same scale
m, and including parton showers, we show in Figs. 3~b! and
3~c!, the comparison~NLO%PS-NLO!/NLO for cv54 and
cv59, respectively. We have lowered the photonpT cutoff
here topT(g).1 GeV. Because of the large values of part
x and small virtualities, at this energy, there is very litt
showering, so that perturbative multiple parton emission
described by the PS algorithm cannot explain the data-the
discrepancy. However, Gaussian smearing on the order
GeV can be a large effect at this energy, whe
xT(g)50.1–0.4 corresponds topT(g)53–13 GeV. In Fig.
3~d!, we invoke as usual thes;1 GeV Gaussian smearin
of the subprocess transverse momentum. In this case,
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smearing can move the lowxT(g) theoretical prediction into
rough agreement with the data.

IV. SUMMARY AND CONCLUSIONS

In summary, we have investigated the effects of multipl
parton emissions on direct photon production in hadron
collisions by merging the PS technique with NLO QCD. Fo
experiments at very high energy~e.g., UA2 and CDF!, the
extrakT smearing of the hard scattering subprocess induc
by the multiple parton emissions can cause some of the re
tively numerous lowpT photons from NLO QCD to be
boosted to higherpT values. Such an effect causes a shift in
the predictedxT(g) distribution, thereby improving the
agreement between theory and experiment. Our results c
not be interpreted as a QCD prediction due to the man
uncertainties in the PS algorithm and in our merging proc
dure. Among these uncertainties are the nature of the
algorithm itself and the prescription for initial and cutoff
virtualities in the PS. On the other hand, our results can b
interpreted as an existence proof that higher order effec
~particularly from multiple parton emission! can account for
the theory vs data discrepancy. Other groups@10,11# have
noted that the theory vs data discrepancy can be resolved
NLO QCD mainly by using modified parton distribution
functions. We comment that our result of an appropriate
shifted xT(g) distribution will obtain for any choice of
PDF’s or hard scattering scale choices, as long as sufficie
parton showering can be produced. Since hard scattering p
cesses in nature are of courseall-orders processes, one
would expect at some level a discrepancy between data a
fixed order QCD to occur. Our results show that this ma
already be the case for the direct photonxT(g) distributions.

Naively, one might expect a similar enhancement in th
quantity~LO%PS2LO!/LO versusxT(g) when running one
of the standard QCD event generators. We made such a p
using ISAJET @21#, and found an essentially flat distribution,
contrary to expectations. In retrospect, this is easy to unde
stand. When takingtv5pT

2~g!, as leading-log generators do,
subprocess events with lowpT~g! have small virtualities, and
hardly any showering occurs, so soft photons rarely g
boosted to higherxT~g! values. However, using a NLO sub-
process calculation, events with a lowpT photon but two
highpT final state partons can have large virtualities, and ca
develop significant showers; in this case, many soft photo
can get boosted to higherxT~g! values.

For lower energy data sets~e.g.,As&63 GeV!, it is dif-
ficult to produce sufficient QCD radiation via the PS to im
prove the theory vs data discrepancy. We do note, as in R
@8#, that an intrinsic GaussiankT smearing with width
s;1 GeV will push the theory in the right direction to
match with data. Thus, the theory vs data discrepancy can
resolved globally by invoking an extrakT for the hard scat-
tering partons: ThatkT would be primarily perturbative in
nature for high energy data sets, but mainly nonperturbati
for data sets taken atAs&100 GeV.
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