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Hadro” colliders offer a unique opportunity to test perturbative QCD because, rather than pro- 
ducing events at a specific beam energy, the dynamics of the hard scattering is probed simultaneously 
at a wide range of momentum transfers. This makes the determination of o(s and the parton density 
functions (PDF’s) at hadron colliders particularly interesting. In this paper we restrict ourselves to 
extracting as for a give” PDF at a scale which is directly related to the transverse energy produced 
in the collision. As a” example, we focus on the single jet inclusive transverse energy distribution 
and “se the published 1988-1989 CDF data with an integrated luminosity of 4.2 pb-‘. The evolution 
of the coupling constant over a wide range of scales (from 30 to 500 GeV) is clearly show” and is 
in agreement with the QCD expectation. The data to be obtained in the current Fermilab Tevatron 
run (expected to be well in excess 100 pb-’ for both the CDF and DO experiments) will significantly 
decrease the experimental errors. 

PACS number(s): 13.65.+i, 12,38.Bx, 12.38.Qk 
I. INTRODUCTION 

Hadronic collisions at the Fermilab Tevatro” offer ex- 
cellent opportunities to study QCD over a broad range 
of momentum transfers ranging from a few GeV in the 
transverse momentum distribution of the Z boso” up to 
almost half of the beam energy in the single jet inclusive 
transverse energy distribution. While the experiments 
at the CERN e+e- collider LEP and the DESY ep col- 
lider HERA have set well-defined goals for QCD studies, 
hadron colliders tend to be thought of as discovery ma- 
chines probing the high energy frontier. For example, 
at Fermilab, the major effort has been~concentrated on 
the study of the top quark and W-mass measurements. 
In this paper, we try to redress this imbalance and out- 
line a possible goal for QCD studies at hadron colliders. 
Achieving this goal will give both a rigorous test of QCD 
and a reduction of the experimental systematic errors in 
the other studies at Fermilab. 

One possible goal of QCD studies at the Main Injec- 
tor [I] is to use the QCD data set to determine the input 
parameters of the theory, in other words, crs and the par- 
ton density functions (PDF’s), without input from other 
experiments.’ This should also allow the determination 
of the gauge symmetry responsible for the strong inter- 
actions, thereby extending similar measurements at LEP 
[Z]. In order to achieve this goal, we need to make sev- 
eral intermediate steps to identify problems in both ex- 
periments and theory. The run 1A and 1B data can be 

‘Note that the range of I and Qz probed in hadron-hadron 
collisions is rather different from that probed at HERA. 
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used to gain experience in how to analyze the data and to 
identify those distributions which can be measured accu- 
rately and calculated reliably. We will break the program 
into four steps with each phase contributing to a better 
understanding of QCD at hadron colliders. 

In the first phase we use the PDF’s obtained from 
global analyses 13-61 and the associated as(Mz) as input 
parameters. Then by comparing data to theory we ca” 
identify those cross sections which are most sensitive to 
the input parameters. Using run 1A data it has become 
clear that certain distributions will be better than oth- 
ers in determining the parton density functions and as. 
For example, the parton density functions ca” be con- 
strained from dijet data “sing angular correlations [7], 
the same-side to opposite-side ratio [S-lo], and via the 
triply differential cross section [ll-151 while the strong 
coupling ca” be determined from vector boson produc- 
tion at large transverse momentum [16-181. 

In the second phase we will assume a given PDF set as 
being correct and extract ~8. Measuring as at a hadron 
collider is rather different than measuring as at LEP 
with the most important difference being the fact that 
one can measure (Ys from momentum transfers as low as 
a few GeV all the way up to 500 GeV simultaneously 
and with high statistics [15]. In this paper we will use 
the one-jet inclusive transverse energy distribution mea- 
sured from the 1988-1989 data from the Collider Detec- 
tor at Fermilab (CDF) Collaboration with an integrated 
luminosity of 4.2 pb-’ to illustrate this method. The 
analysis ca” be repeated for the current CDF and DO 
data sets, increasing the integrated luminosity to well 
over 100 pb-*. These increased statistics will have a ma- 
jor impact on both the statistical and systematic errors 
120 01996 The American Physical Society 
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relative to the 1988-1989 data set. The results in this pa- 
per are therefore just an illustration of the method and 
no detailed effort has been made to determine the experi- 
mental systematic errors thoroughly. This would require 
detailed knowledge of the correlation matrix for the sys- 
tematic error which is not readily available. While the 
value of a~ extracted in this way cannot be considered 
on the fame footing as that measured at LEP because 
the PDF’s themselves are dependent on cys, this mea- 
surement will nevertheless provide valuable information. 
For example, the extracted cys must be consistent with 
the 01s used in the PDF, or else the data is incompatible 
with this particular set. If one finds that the extracted 
as is compatible with the PDF the measurement gives 
an additional constraint on the PDF at large I and Q2. 
Further, one can also study the evolution of as for a wide 
range of momentum transfers.2 

In the third phase we determine both the PDF’s and 
a~ simultaneously using the triply differential dijet in- 
clusive distributions [S, 11, 121, possibly including fla- 
vor tagging, yielding an as that is completely indepen- 
dent of the DIS data set. In principle the measure- 
ment is very simple; the parton fractions are determined 
by summing over the rapidity weighted transverse mo- 
menta of the particles produced by the hard scattering, 
q2 = (&E$e*t”~)/fi [13, 141. However, since it is 
impossible to measure and identify all the particles as- 
sociated with the hard scattering, we are forced to rely 
on higher order calculations to estimate the unobserved 
radiation. It might therefore be prudent to separate this 
phase into two steps by first determining the distribution 
of gluons in the proton and assuming that the distribti- 
tion of charged partons is determined by the DIS data 
set. The reason for this is that in deep inelastic scatter- 
ing the virtual photon directly probes the charged parton 
distributions. The effects of the gluon distribution enter 
first at next-to-leading order and cause, for example, scal- 
ing violations in the slope of Fz. On the other hand, in 
hadron colliders, the gluon density enters at lowest order 
and a more direct measurement should be possible. For 
example, by using the triply differential dijet data one 
probes the gluon distribution directly with essentially un- 
limited statistics. After the gluon distribution has been 
successfully extracted in this manner, one can include 
the triply differential V+ jet data (where V = W, 2, y) 
to extract the charged PDF’s, A succesful determina- 
tion of both as and the PDF’s from the hadronic data 
set over a wide range of momentum transfers would be 

‘An alternative approach has been followed by UA2 [16] and 
is now being pursued actively by both CDF and DO. Here, 
one uses PDF’s which are fitted to the deep inelastic scatter- 
ing (DIS) data set for several values of as(Ms). This allows 
simultaneous variation of 01s in the PDF and matrix elements, 
leading to a consistent as(Mz) extracted from the combined 
DIS and hadronic data set which can then be directly com- 
pared to the LEP value of as, 
an important test of QCD and its consistent description 
using perturbative QCD. The measured PDF’s and as 
can directly be used in other physics analyses at hadron 
colliders, thereby reducing the experimental systematic 
uncertainties considerably. 

After completing the program outlined above, one can 
then test QCD and the gauge group responsible for the 
strong interactions from first principles. This would be 
the final phase and is quite similar to the efforts at LEP 
[2]. Of course, in hadron colliders there is the additional 
interesting feature that the PDF and its evolution are 
also predicted by the gauge group. All together, this will 
give an accurate measurement of the gauge nature of the 
strong interactions and quantify how well the data set 
fits the QCD theory. 

This program is an achievable goal for the Main Injec- 
tor run where, because of the expected high luminosities 
and small experimental errors, we expect to see devi- 
ations from the next-to-leading order predictions, even 
without assuming new physics. This makes it crucial 
we understand the uncertainties related to the PDF’s 
and QCD very well. By determining 06 and the PDF’s 
within one experiment one can identify which parts of 
the theoretical calculation are important and try to im- 
prove them. Furthermore, if significant,deviations from 
next-to-leading order show up, it will be easier to identify 
possible problems in the theory or conclude that the devi- 
ations are due to new physics. An added bonus is that the 
PDF’s and as determined at large z and Q2 can imme- 
diately be used in other physics analyses which naturally 
occur at similar + and Q2 values, thereby further reduc- 
ing the systematic errors associated with luminosity, as, 
PDF’s, etc. Finally one can test QCD in a very rigorous 
manner by comparing the parton density functions deter- 
mined in both deep inelastic scattering and the hadron 
collider at a common scale. Eventually, this might lead 
to a .unified global fit of the PDF’s to all hadronic data. 

In Sec. II we will discuss the theoretical issues involved 
in extracting as and will set up a general framework to 
extract as from a given data set. This framework is ap- 
plied in Sec. III to the one-jet inclusive transverse energy 
distribution. Section IV contains a brief description of 
the CDF data, while the detailed results for the deter- 
mination of QS and it evolution are presented in Sec. V. 
The conclusions summarize our main results and briefly 
discuss the prospects for measuring a~ at the Tevatron. 

II. THEORETICAL CONSIDERATIONS 

A. Running coupling constants 

In order to calculate an observable Odata within per- 
turbative QCD we have to introduce the renormaliza- 
tion scale @R. However, no matter what scale we choose, 
it cannot affect the prediction for the physical observ- 
able. This statement can be formalized in the renormal- 
ization group equation for the running coupling constant 
as. Both the coupling constant and the matrix el- 
ement coefficients depend on the renormalization scale 
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while the physical quantity does not. This means that 
when measuring (25 we have to specify the renormaliza- 
tion scale so that the extracted 01s will be the value of 
(IS at that particular renormalization scale. Of course, all 
possible choices of the renormalization scale are related to 
each other by virtue of the renormalization group equa- 
I 
tion. Relative to a fixed scale Mz, the n-loop running 
coupling constant at scale pn = XA4z is given by 

whd = 
WWZ) 

1+ as(Mz)L(n)(X)l (1) 

where 
L(‘)(X) = b,, In (A), (‘4 

L(‘)(X) = [bo + blas(Mz)]ln(X), (3) 

L@)(X) = [b,, + blcrs(Mz) + bySa;(&)]ln(X) - !$+&) ln’ (A) : (4) 

The tist three coefficients of the Callan-Symanzik p function are given by [19-211 

b 
0 

= 11Nc - 2nf 
6a ’ 

b 
1 

= 34N,z - 13N,nf t 3nf /NC 

24+ (5) 

- 
(,hfS - 

5?14N,3 - 3391N,2nf t 224N,n; t 5071~~ t 54nf/N,2 - 66n;/N, 
2 - 3456~3 
where N, is the number of colors and nf the numb& of 
active flavor~.~ Note that while bo and bl are indepen- 
dent of the renormalization scheme, bz is renormalization 
scheme dependent. The expression given here is for the 
modified minimal subtraction (m) scheme which we use 
throughout the paper. 

For the processes we will consider, the momentum 
transfer ranges from 30 GeV up to around 500 GeV. 
In Fig. l(a) we show the runnidg as in this range for 
as(A4z) = 0.118. We see that the differences between 
the evolution at different orders is rather small in the 
relevant energy range, essentially because as(Mz) and 
In(A) are both small. To see the differences more clearly, 
Fig. l(b) shows the relative change in as&) with re- 
spect to the first order evolution. The percentage change 
between first and second order evolution in the range 
from 30 GeV to 500 GeV is less than fl% and could be 
safely ignored with the present level of theoretical and ex- 
perimental accnr&zy. In addition, the difference between 
second and third order is completely negligible. There- 
fore, in the rest of the paper we will use the two-loop 
evolution as given in Eq. (3). 

B. Extracting as 

Measuring as from an observable @‘t” is; in princi- 
ple, rather straightforward provided higher twist effects 

3The numerical values forqhe p-function coefficients are bo = 
1.2202, bl = 0.4897, and by’ = 0.1913 for N, = 3 and nf = 5. 
and other nonperturbatiye effects are small so that the 
perturbative expansion can be considered a reliable esti- 
mate of the cross section. In other words, we calculate 
the perturbative expansion UPer* and equate it with the 
data, 

(pit” = pert, - (6) 

For example, for the single jet inclusive transverse energy 
distribution, 

U=&, 

there is a good agreement between perturbative calcu- 
lations and the data over seven orders of magnitude in 
the cross section in the range 30 < ET 5 500 GeV [22, 
231. By comparing data with theory for each ET bin, we 
make many independent meamrements of as at a speci- 
fied renormalization scale assuming no correlated bin-to- 
bin experimental systematic errors. 

The perturbative expansion can be written 

where the scale QR is the characteristic scale for the ob- 
servable under consideration which will be the transverse 
energy of the jet for the single jet inclusive trapsverse 
energy djstribution. The Born prediction is given by 
ADC@) and all the higher order corrections are con- 
tained in the K factor, 
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For the single jet inclusive transverse energy distribution, 
rn = 2 and the K factor is currently known up to next- 
to-leading order, giving K(l). 

Once the K factor has been calculated up to the “(“‘; 

order in as, the first step in extracting the nth order a$ 

is to determine the leading order as (O) together with its 
experimental uncertainties. This is simply given by the 
ratio of the data over the leading order coefficient dc’), 

and does not ‘depend on the renormalization scale4 
While the determination of the leading order QS has no 

useful theoretical interpretation it is nevertheless a very 
convenient manner in which to parametrize the data. In 
principle, all we need from an experiment is the leading 
order as as given in Eq. (9) together with the experi- 

(4 mental errors. From here we can determine as values 
without referring back to the original data. For example, 
given Kc”), the nth order as is given by 

&)(!a) = 
LXp 

m K(n)(a$‘)(~~)>~dQ~)’ 
(10) 

so that ag)&) are just the roots of the (m+n)th order 
polynomial: 

C. Theoretical uncertainty 

For the processes of interest, only the first order cor- 
rections are currently known. Therefore, we use the lead- 

ing order a$’ ( with experimental errors) and solve the 
0 (8 

. --. - . . . “=, 

----.“=* 
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FIG. 1. Comparison between the first, second, and third order running of CIS(~IZ) for as(&) = 0.118. Fig. l(a) shows 
a$“@~) from 10 GeV to 1000 GeV while Fig. l(b) gives the relative change with respect to the first order running over the 
relevant energy range from 30 GeV to 500 GeV. 

4For hadronic collisions the Born term 0 co) will have an implicit dependence on the factorization scale, PP. Throughout, we 
specify ALP = QR. 
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(rn + 1)th order polynomial: 

kl(l~~/Q~)[~~)(~~)l(~+‘) + [&PR)]“’ - [a$‘]” = 0, 

(12) 

with PR = ~0 to find @(po). For the single jet inclusive 
transverse energy distribution, we choose po = QR = ET. 

To estimate the theoretical uncertainty we can ex- 
tract as at renormalization scale PR = X~O which we 
subsequently evolve ba& to scale po using the two-loop 
renormalization group running of QS. Quantitatively this 
means we solve Eq. (12) with fi~ = Xpo and determine 

w(Po; PR = APO) = 
WOPO) 

1+ as(X/+(2)(1/X)’ 
(13) 

By defining 

Aas _ c&o; PR = &JO) - a&o; FR = ho), 
a.5 %+oi PR = PO) 

(14) 

we can estimate the theoretical uncertainty in as. 
The reason Aas is nonzero is due to the fact that 

the NLO coefficient kl(p~ = Xpo) is only the first order 
correction and rest of the higher order corrections are ne- 
glected. The behavior of Icl under renormalization scale 
changes is 

kl(m = ko) = ~(PR = PO) + mboln(X) . (15) 

This shift changes the solution of Eq. (12), giving us 
as(Xpo). However, evolving back to PR = po using 
Eq. (13) does not exactly match the change due to 
Eq. (15). In fact the shift in as due to this mismatch 
has a relatively simple form for small In(x): 

Ad4 
------a; 

a.9 ( 

(m + l)boh(m = PO) 

m + (m + l)ask,(/m = PO) 

+ bl 

> 

x In(A) + U( h?(X)). (16) 

To extract the central value of a&) and its theoreti- 
cal uncertainty we can follow many different procedures. 
We will outline two of them here. 

I. Method I 

The first procedure is rather straightforward. We take 
PR = ~0 as the central scale and vary the renormalization 
SC& between PR = ~012 and h~ = 2~0 to estimate the 
uncertainty. Explicitly this means 

aPo) = ~bS(POiPR = 2110) + w(Po;fm = PO/Z)], 

A&PO) = &(~a; PR = 2~0) - W(PO; PR = PO/Z)]. 

(17) 

2. Method II 

The second procedure is based on the fact that 
Ass/as has a minimum. Tbis occms when X = X0 = 
exp[-kl(pR = po)/mbo] so that the first order correc- 
tion vanishes, kl(p~ = &po) = 0 and as - as (0) - w(pR = 

Xo!.@). Now we can define a$)(po) and the theoretical 
uncertainty in the following manner: 

&‘(PO) = ~la&o; PR = 110) + w(!Jo; llR = XOPO)], 

A&/lo) = ;MPO;PR = PO) - ~S(PO;PR = XOPO)]. 

(18) 

There are two major differences between the two meth- 
ods of estimating the theoretical uncertainty. First, the 
estimated theoretical uncertainty is generally larger in 
method I than in method II, and second, the central 
value of as(po) using method II is slightly lower, but 
by construction it lies within the range of uncertainty of 
method I. 

III. ONE-JET INCLUSIVE TRANSVERSE 
ENERGY DISTRIBUTION 

The one-jet inclusive transverse energy distribution 
(da/d&) has a straightforward interpretation: The 
transverse energy of the leading jet (ET) is directly re- 
lated to the impact parameter bimpact (or the distance 
scale) in the underlying hard parton-parton scattering 
by the relation 

= 0.0507 x ( 1o&) -I. (19) 

Therefore by studying tbis particular distribution we 
probe rather directly the physics over a wide range of 
distance scales within one single measurement. For the 
published CDF data, the transverse energies range ftom 
30 GeV up to 500 GeV. In other words, we probe the dy- 
namics of the parton-parton scattering from a distance 
scale of 0.169 fm all the way down to 0.01 fm. The obvi- 
ous quantity to study is therefore QS extracted at renor- 
malization scale fi~ = ET. Subsequently we can test 
QCD by comparing the measured as at the different dis- 
tance scales with the running 01s predicted by QCD. The 
comparison will be sensitive to new physics, the most ob- 
vious being substructure of the quarks. However, devi- 
ations from QCD at small distance scales will also show 
up as violations of the running of (YS. To perform the 
comparison with.QCD we will we two methods, each of 
which has its own interest. The first one assumes the 
evolution is correctly given by QCD to extract as at a 
common scale, PR = Mz, while the second method quan- 
tifies deviations from purely QCD-like evolution. 

A. QCD flt 

In the first method we assume the correctness of QCD 
to describe the parton-parton scattering at all distance 
scales relevant in this measurement. This enables us to 
extract the best possible value of as(Mz) using a given 
data set. Each ET bin in the differential cross section 
gives an independent measurement of as(&) which we 
subsequently can evolve to as(Mz) using the renormal- 
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ization group equation. The published CDF data set 
has 38 individual ET bins, and therefore yields 38 in- 
dependent measurements of a&&), so that the sta- 
tistical error will be negligible compared to the com- 
mon systematic error which has two components. The 
first is the calorimeter response correction together with 
fragmentation and/or hadronization effects and the sec- 
ond is the luminosity uncertainty. The luminosity un- 
certainty can be reduced using the W-boson production 
cross section (UW) as a luminosity measurement. Ex- 
perimentally this simply involves counting the number of 
W-boson events and normalizing dcfdET respectively; 
i.e., we study l/uwdo/dET so that the luminosity uncer- 
tainty cancels. Theoretically, ow is the best-known cross 
section at hadron colliders, known up to two-loop QCD 
corrections [24]. Therefore l/awdufdET can be calcu- 
lated consistently order by order in perturbative QCD 
and compared to experiment to extract as. This method 
of normalizing the cross section can easily be generalized 
to all observables. 

B. Best At 

It may turn out that the measured as(Mz) is not in- 
dependent of the ET values it was extracted from. This 
indicates either deficiencies in the input PDF or, more 
interestingly, deviations from the underlying QCD the- 
ory. Parametrizing possible deviations from the QCD 
condition &s(Mz; PR = ET)/~ET = 0 will give us an 
excellent check on the theory. We therefore quantify de- 
viations from QCD by allowing 

The size of the deviation I and its uncertainty will 
tell us how well the data set fits QCD. More interestingly, 
by evolving the fit to OIS(MZ;~R = ET) back to as(&) 
we obtain the “best-fit” prediction for’the evolution of 
as. By extrapolating the fit to larger and smaller scales 
we find the permissible range of evolution for (YS(~R) al- 
lowing for small deviations from QCD in the current data 
set. We can then compare with as measurements at dif- 
ferent energy scales and see how compatible the devia- 
tions are with the other measureinents, in particular the 
slower running that may be suggested by the low energy 
data [25]. While the systematic error dominates in the 
“QCD-fit” method, here the systematic error (including 
the theoretical uncertainty) will merely affect the overall 
normalization of the 01s evolution and not the shape. In 
fact by normalizing the curve to the world average value 
of as we can completely remove the systematic er- 
ror. 

IV. CDF DATA 

The CDF data used in this analysis is ftom the 1988- 
1989 Tevatron collider run at Fermilab which yielded an 
integrated luminosity of 4.2 pb-‘. The data were taken 
from the unpublished version [26] of a published Letter 
[23]. The unpublished work tabulates the results together 
with the separated statistical and systematic errors. Un- 
fortunately the error analysis in the current paper is lim- 
ited by the fact that the published results do not have 
the necessary detailed discussion of the systematic errors 
needed for a more rigorous error treatment. We will use 
an ad hoc procedure to separate a common systematic 
error and a bin-by-bin statistical error. Also the removal 
of the luminosity error using the W-boson cross section 
cannot be applied, as this would require a careful simul- 
taneous study of the W-boson and jet data. However, 
both the CDF and DO Collaborations can incorporate a 
proper error analysis and removal of the luminosity error 
using the new run lA/B data sets. Our purpose here is 
to illustrate the methods rather than produce a definitive 
measurement and error analysis. 

The one-jet inclusive transverse energy distribution of 
CDF is constructed by including all the jets, which are 
defined according to the Snowmass algorithm with a cone 
size of 0.7 [27], in the pseudorapidity range between 0.1 
and 0.7. This means that this particular distribution 
is not exactly the transverse energy distribution of the 
leading jet as would be preferred for the as measurement, 
but contains some softer jets. However, although small 
deviations from the leading jet ET distribution can be 
expected at small ET, for high-ET bins there is virtually 
no difference between the two distributions. 

Some of the features of the particular data taking for 
the 1988-1989 run will be reflected in the as measure- 
ment. First of all, the statistical error is affected by 
the different event triggers, each with its own prescal- 
ing factor. The off-line ET cuts (ensuring 98% efficiency 
in the data taking) for the three triggers are 35 GeV 
(with prescaling factor 1 per 300 events), 60 GeV (1 
per 30 events), and 100 GeV (not prescaled) [23]. This 
means the statistical errors fall into three distinct regions 
which eventually will be reflected in the statistical error 
on cys. Second, the systematic error is due to the lumi- 
nosity measurement and the detector response combined 
with the hadron distribution within the jets (which is 
modeled by fragmentation and/or hadronization Monte 
Carlo simulations). The systematic error quoted contains 
all these uncertainties and most of the error will be com- 
mon to all the bins. Apart from the luminosity error the 
systematic error falls into two separate regions. Below 
ET = 80 GeV, the systematic error is large, decreasing 
from as high as f60% at 35 GeV to +22% at 80 GeV. As 
a result, the as measurement below 80 GeV is strongly 
affected by short range correlated systematic errors. For 
ET > 80 GeV, however, the systematic error is fairly 
constant with a typical value of ;t22%, making the short 
range systematic error correlations small. Again these 
characteristics of the data will eventually be reflected in 
the measured as. 

V. DETERMINING as 

To extract as we use the next-to-leading order parton 
level Monte Carlo program JETRAD [28] which is based 
on the techniques described in Refs. [29,30] and the ma- 
trix elements of Ref. [31]. The cuts and jet algorithm 
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applied directly to the partons were modeled as closely 
as possible to the experimental setup. Using the Monte 
Carlo simulation we calculated the Born coefficient i)(O) 
and the next-to-leading order coefficient k(l) as defined 
in Eqs. (7) and (8) for the Martin-Roberts-Stirling set A’ 
(MRSA’) PDF set of Ref. [6]. These distribution func- 
tions use the low-z Fz data i&n the 1993 data taking 
run at HERA. However, we are mainly concerned with 
z values typically greater than few x lo-‘, and there is 
little impact from HERA data in this range. To see 
this, we also consider the older MRSDO’ and MRSD-’ 
parametrizations (31. Using Eq. (9) we determine the 

leading order ar) i&n the CDF data including the sta- 
tistical and systematic errors. 

A. Measurement of @(ET) 

Finally we are in a position to determine the next- 

t&leading order o$’ and the associated theoretical un- 
certainty. We combine the experiment~~)statistical and 

systematic errors on the leading order as m quadrature 
and solve Eq. (12) with rn = 2 and ~0 = ET to extract 

&‘(ET). 
In Fig. 2 we show both the exact Aas(A)/as de- 

fined by Eq. (14) and its logarithmic tangent as given 
by Eq. (16) for one ET bin. We see that for 0.5 < X < 2, 
the linear approximation is reasonable. Numerically, the 
major difference between the two methods of estimating 
the theoretical uncertainty is that in method I the esti- 
mated theoretical uncertainty is of the order of 4%, while 
method II gives a smaller theoretical uncertainty of typi- 

.o.15 r 
10.’ 

FIG. 2. The uncertainty in as due to variation in 
the renormalization scale (solid line). Also shown is the log- 
arithmic tangent of Eq. 16 (dashed line) which has a simple 
analytic form. 
ally 2%. The central value of #(ET) using method II 
is lower by 2%, but remains within the uncertainty of 
method I. For the rest of the paper we will use the as(&) 
extraction based on method I. As a rough guide, changing 
to method II means reducing the theoretical uncertainty 
and lowering the central value by 2%. 

B. Measurement of c&k&) 

The next step is to determine the strong coupling con- 
stant at MZ by evolving from PR = ET to PR = Mz 
using the two-loop evolution equation (3). To extract the 
common long range systematic error, Aa?‘, we employed 
the following ad hoc procedure. Because as(A4z; f~a = 
ET) is supposed to be independent of ET we can define 
Aany* such that S 

1 Ng [&MZillR = E$‘) - (as(Mz)f 

‘= = Nbins ,=I [ac$?“(Mz; /LR = E$?) - A,?]’ 

= 1. (20) 

Here E$’ refers to the specific bin values. This pro- 
cedure gives us a value for Aay’ = 0.008, which is 
then common to all values of as. The remaining errors, 
Aastat - Aa?@ - Aor?‘, are a combination of statisti- s - 
cal error.s and shorter range correlated systematic errors. 
Figure 3 display the values of as(&) extracted from 
the 38 ET bins with the associated experimental statisti- 
cal error and the estimate of the theoretical uncertainty. 
The systematic error is f0.008. We see that measured 
value of as(Mz) is essentially independent of ET for the 
MRSA’ parton density functions. This is also true of the 
MRSDO’ and MRSD-’ parametrizations. 

C. QCD At to &Mz) 

To compare the obtained result with QCD we first as- 
sume that next-to-leading order QCD is sufficient to de- 
scribe the data. In this case &YS(MZ;@R = ET)/~ET = 
0 and we can perform an error-weighted average to obtain 

the average ag’ (A4z) , 

wia:‘(Mz;pR = E$)),“)), (21) 

where 

1 
-..-= 
wi 

AaF(&; /LR = Et’)) T , 

The resulting values for ag)(MZ) are 
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FIG. 3. The extracted ag)(Mz,p~ = 
ET) as a function of ET for the MRSA’ 
parametrization. The QCD fit yields 
&&) = 0.121 f 0.001 f 0.008 f 0.005. 
The 68% confidence level best fits are shown 
as shaded bands. 
a$‘(&) = 0.119 * 0.001 & 0.008 + 0.005 for MRSDO’, 

#(A’fz) = 0.121 & 0.001 ;t 0.008 f 0.605 for MRSA’, 

(23) 

ag+&) = 0.124 rt 0.001 f 0.008 f 0.065 for MRSD-‘, 

where the first error is the statistical error, the second 
error the systematic error, and the third error the theo- 
retical uncertainty estimate based on method I.’ We see 
that the error from using different PDF as input is ap- 
proximately f0.002. 

A note of caution is in order. In the analysis presented 
here, we have taken PDF’s which have a Q2 evolution 
based on c~;‘~(i&) = 0.113 z!z 0.005 [6], while the ex- 
plicit as in the matrix elements was varied. This can 
only be consistent if the extracted value of cus(Mz) is 
in agreement with a, D’S(Mz). However, we see that this 
is indeed the case [cf. (23)] once the statistical, system- 
atic, and theoretical errors are combined. With the new 
high statistic data sets of run lA/B, the statistical and 
systematic errors will be significantly reduced and it will 
be necessary to utilize PDF’s with Q2 evolution for a va- 
riety of as(A4~) values. Recently such PDF sets have 
come available [32,33] so that a more consistent determi- 
nation of 01s will be possible once the new data becomes 
available. 

D. Best flt to &)(Mz) 

The second comparison with QCD we can perform is 
a check on the running behavior of as. For such a check, 
the overall systematic error is not important and the 

“Using method II would lower as(&) by 0.003 and reduce 
the theoretical uncertainty to 0.003. 
experimental error is reduced considerably. This tests 
whether cxs(M~) is independent of the distance scale at 
which the scattering takes place. To do this we no longer 
assume aa.q(M~;p~ = ET)/aE, = 0 but allow it to be 
a constant. If QCD is correct, the constant should be 
zero within errors. The results from a minimal x2 fit to 
a linear. function in ET, 

(24) 

are given in Table I for the MRSDO’, MRSA’, and 
MRSD-’ parametrizations. The scale E$ N 130 GeV 
gives the minimal lu error‘. The common systematic er- 
ror AcY~’ = 0.008 is not a&&d by the fits. The linear 
minimal-x2 fits give a perfect fit to QCD (i.e., no ET 
dependence) within lu over a range from 30 GeV to 500 
GeV for MRSA’ and MRSD-‘, while the MRSDO’ results 
show a small but insignificant dependence on the trans- 
verse energy which possibly indicates some problems with 
the underlying PDF set. It should be stressed that these 
results are highly nontrivial and demonstrate the correct- 
ness of QCD over a wide range of momentum transfers 
(or distance scales) not previously probed. Although the 
statistics are rather poor at high ET, the new CDF and 

TABLE I. Best-fit results from minimum xa fit. 

PDF a b c d 

MRSDO’ 0.119 0.0038 0.0008 11.0 
MRSA’ 0.120 -0.0010 0.0010 6.8 
MRSD-’ 0.124 -0.0014 0.0011 6.2 
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FIG. 4. The values of &ET) extracted 
from the published CDF data as a function 
of ET together with @(ET) from the QCD 
and best fits evolved from Mz to ET for the 
MRSA’ parametrization. 

“10’ 102 

ET W.‘) 
DO results should give better results in the region above 
200 GeV. 

Next we can evolve the best-fit result from 
as(MZ;p~ = ET) back to I and extrapolate to 
smaller and larger ET values to obtain the measured 
running a~ and then compare that with the QCD pre- 
diction from the QCD fit. This comparison is shown 
in Fig. 4 where we can see that the measured evolution 
agrees perfectly with the QCD evolution for the MRSA’ 
parametrization. On the other hand, if we use the best 
fit for the MRSDO’ set, we find a slower running of the 
coupling constant which agrees very well with, in partic- 
ular, the low energy (25 measurements [25]. The results 
from the new collider run will clarify this and test the 
running a~ behavior much better. 

Finally, we can use the measured evolution of as to 
calculate the one-jet inclusive cross section. The single 
jet inclusive data divided by the theoretical prediction is 
shown in Fig. 5. Both the QCD fit (including the system- 
atic error) and the best fit for the MRSA’ parametriza- 
tion describe the data well. The prescaling thresholds 
and systematic errors are clearly visible. 

Note that if we use the measured running 01s for other 
predictions and compare to the CDF 1988-1989 data set 
results the common luminosity error would cancel be- 
cause it is parametrized in the measured a~. 

VI. CONCLUSIONS 

In this paper we have made a first study of the ability 
of a hadron collider experiment to extract (YS and have 
utilized the unique feature of hadron colliders to mea- 
sure ns over a wide range of momentum transfers. As 
an example we examined the one-jet inclusive transverse 
energy distribution and used the CDF 1988-1989 data 
with an integrated luminosity of 4.2 pb-l. There are 
FIG. 5. Ratio of the published CDF data 
and next-to-leading order prediction evalu- 
ated using &)(ET) from the QCD and best 
fits evolved from Mz to ET for the MRSA’ 
parametrization. The systematic uncertainty 
is also shown in the QCD-fit-based proce- 
dure. 

0.7 
0 

ET Ge”) 
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two main conclusions. First, the extracted as(Mz) was 
consistent with the DIS value of as used as an input in 
the Q2 evolution of the parton density functions. In the 
future, one can extend this method to include simulta- 
neous variation of as in both the PDF’s and the hard 
scattering cross section. Second, the measured evolution 
of as, as function of the momentum transfer in the scat- 
tering, was shown to be consistent with QCD predictions 
from 30 GeV up to 500 GeV. 

The published data suffer from large systematic er- 
rors. However, the current run at Fermilab should de- 
liver in excess of 100 pb-’ to both the CDF and DO 
experiments. This should significantly reduce the error 
on the extracted as and on its running behavior. Fur- 
thermore, the high luminosity offers other possibilities 
to measure as with high precision, for example in high 
momentum Z-boson production which requires only the 
measurement of the charged lepton momenta. With the 
forthcoming main injector program at Fermilab and an 
integrated luminosity well over 1000 pb-l, the a~ mea- 
surements will keep improving significantly in the coming 
years. 

Finally, with such a high luminosity it will be pos- 
sible to measure the PDF’s at high Q2 and moderate 
I values with no input from other experiments. This, 
combined with the as measurement, will form a precise 
test of QCD. As one makes a high statistic probe of dis- 
tance scales, hitherto only partially explored, any devia- 
tions from QCD at high momentum transfers should be- 
come apparent and possible shortcomings in the theory 
should be identified. In the long term, the CERN Large 
Hadron Collider (LHC) will be an excellent machine to 
both measure 01s up to very high momentum transfers 
(up to around 5 TeV) as well as the PDF’s at higher Q* 
and lower z. 
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