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The first direct, precision measurement of the branching ratio for the d&cay of the q meson into 

two photons, B(II + Y-Y) = r(v + rr)/rt.t(v), is p resented. The systematic uncertainties are 
quite differexit than in previous indirect measurements. Using the SATURNE II proton beam and a 

” liquid-deuterium target, the q mesons Were produced in the reaction pd + 3He Q at 1.5 MeV above 
threshold, and tagged by the detection of the recoil ‘He in the magnetic spectrometer SPESZ. The 
two decay photons were detected in two BGO electromagnetic calorimeters located at 65* left and 
right of the beam axis. A lead collimatqr placed in front of the right calorimeter defined the detector 
acceptance. The analysis yielded B(v -+ 77) = 0.3949 * O.O017(stat) zk 0,0030(syst). 

PACS number(s): 13.40.Hq, 14.40.Aq 
I. INTRODUCTION 

The branching ratio for the decay of the 17 meson into 
two phot&s, B(q + 77) = l?(q -t 77)/l?t,t(~), is pivotal 
in several respects: (i) tog&+ with the partial width 
I’(7 + 77) it determines the q meson total decay width 
r*.,*(q), a quantity that cannot be measured directly with 
presently available experimental techniques; (ii) it is re- 
quired for &ulating the brancb& +,&of the electro- 
magnetic 7 decays for which v .-t 77 is the ietermedi- 
ate state (the 7 decay into one or two lepton pairs, or 
into a lepton pair and a photon); (iii) it determines the 
absolute, magnitude of many n production cross section 
measurements~ for which the q meson is identified via its 
two photon decay. 

The decay of a light psetido+w meson into two pho- 
tons is described by the axial vector anomaly [l]. In 
the quark model, the calculation of the triangular loop 
involves a summation over the quark colors. The agree- 
ment between the calculation of I?(# --t 77) and the 
experimental value is often cited~ as the premier argu- 
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ment in favor of the existence of three quark colors. The 
extension of the calculation to q + 77 is straightforward, 
requiring only that the mixing of the SU(3) pseudoscalar 
octet, (~8) and singlet (?I) states is properly incorpo- 
rated; tbis is accomplished using the mixing angle 0~. 
Denoting by jr, fm, and fi the pion, octet, and singlet 
decay constants, one finds 

aw cosep 
rh + 77) = & T - h T [ 

sin@ ’ 1 N 500 eV, 

(1) 
with fi N fr N 132 MeV, fe IT 1.25fnr and Bp N 
-20’ [Z]. Note that the contribution of the singlet state 
to r(q + 77) is significant, although the 7 is mostly octet 
(&, and that Shore and Veneziano [3] expressed reser- 
vation about the generalization of the axial anomaly cal- 
culation to ~1 + 77. The QCD (radiative) corrections to 
the triangular loop calculation are generally assumed to 
be negligible for light quark systems [4]. The experimen- 
tal determination of I?(? + 77) shows a discrepancy be- 
tween two types of experiments: rc9 --t yy) = 0.51f0.03 
keV for two-photon q production from e+e- collisions, 
and r(q + 77) = 0.32 f 0.05 keV for 1) production COID 

a real photon in the Coulomb field of a nucleus, the so- 
called Primakoff production [5]. 
,11 01996 IIx American Physical Society 
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For a proper understanding of B(1) + 77), the other 
main decays of the 11 (q + 3n and 17 + n+n-7) must 
be considered as well: the corresponding partial widths 
can be calculated using, respectively, chiral perturbation 
theory and effective chiral Lagrangians which incorporate 
vector mesons. The accuracy of these calculations, as 
well as the experimental and theoretical errors in fs, fr, 
and Bp in Eq. (l), do not allow for a precise theoretical 
prediction for B(q + 77). 

The hitherto accepted experimental value for the 11 --t 
77 branching ratio is [6] 

B(q --f 77) = 0.388 i 0.005. (2) 

This value is primarily based on two experiments. The 
ratio r(q + neutrals)/Pt,t(q) = 0.705 zk 0.008 was mea- 
sured at CERN in an experiment [7] where the 7 were 
produced in the reaction n-p + qn and tagged by the 
detection of the neutron. The measurement of the num- 
ber of 1) produced relied on a subtraction of a large num- 
her of background events: the signal-to-background ra- 
tio was about l/3. Moreover, the background shape was 
characterized by a steep and varying slope. The shape 
of the background was estimated entirely using a Monte 
Carlo simulation and no discussion of the systematic un- 
certainties of this background subtraction was presented. 
The ratio l?(~ + 77)/I’(q + neutrals) = 0.549 i 0.004 
was measured at IHEP [S] (“neutrals” are in tbis case de- 
fined as the sum of the 27, 3x0, and no77 channels). The 
experiment determined the ratios of the partial widths 
of the decays 17 --t ky, for multiplicity k up to 10. The 
photons from the q decays were detected in a lead glass 
calorimeter. The largest systematic uncertainties re- 
sulted from the difference in the q+ w”#lyo and 17 --f 77 
detector acceptance and analysis efficiency. The determi- 
nation of B(q + 77) has thus required to combine the 
results of these two experiments. In contradistinction, 
the experiment reported here is the first direct measure- 
ment of B(T + 77). 

II. EXPERIMENTAL ARRANGEMENT 

The experiment was conducted at the SPES2 tagged 
0 facility at the Laboratoire National Saturne, Saclay, 
Fhnce. The 1) mesons were pro+xd in the reaction 
pd --t 3He 7 just above threshold. The measurement of 
B(q --t 77) requires an accurate determination of the 
number of 7 mesons produced and of the number of sub- 
sequent 7 + 77 decays detected with known efficiency 
in a known solid angle. The first was accomplished us- 
ing the SPES2 magnetic spectrometer which identifies 
the ‘He and measures its vector momentum. The second 
was done using a two-arm photon calorimeter to mewwe 
the energies and impact coordinates of the photons. 

A. Beam and target 

The proton beam from the Saturne II synchrotron was 
tuned to 1.5 MeV above the pd + 3He TJ threshold en- 
ergy of 891.4 MeV. The synchrotron dipole field was sta- 
bilized to better than a gauss (out of 8310 G), resulting 
in a relative precision better than f 80 keV during the 
beam spill. In the few runs where this stability was not 
achieved, the analysis of the 3He momentum spectrum 
3s a function of time during the spill allowed monitor- 
ing the changes in the beam energy. The beam position 
on target was monitored between data runs through the 
use of insertable wire chambers in the beam line. Dw- 
ing the data taking, the stability of the beam conditions 
was monitored by two telescopes, each consisting of three 
plastic scintillation counters located on either side of the 
beam, which viewed a 20-pm-thick Mylar foil placed in 
the path of the incident proton beam, 970,mm upstream 
of the liquid-deuterium target. The beam intensity was 
limited typically to 3 x 10’ protons per spill in order to 
have acceptable single rates in the photon detector. The 
beam spill was usually of 600 ms duration, repeated every 
1.1 s. 

The liquid-deuterium target cell had two 15-~un tita- 
nium walls, fixed to an arc-shaped copper frame. The 
liquid thickness was about 6 mm. The arc shape was 
chosen in order to reduce the amount of target and tar- 
get wall materials between the 7 --t 77 vertex and the 
photon detector. The target cell was enclosed in 25 /urn 
of aluminized mylar for thermal insulation. The photons 
were going through 250-/lm thick mylar lateral vacuum 
windows as well. 

B. The SPES2 spectrometer 

The recoil “He particles were detected around 0” by 
the magnetic spectrometer SPES2 [QJO]. This spectrom- 
eter consists of a quadrupole magnet and two horizontal 
dipole magnets. The primary proton beam escapes be- 
tween the two dipoles. The detection system consisted 
of three double-plane multiwire proportional chambers 
followed by two plastic scintillator planes “A” and “B.” 
The A plane was segmented into six plastic scintillator 
paddles while the B plane was formed by a plastic scin- 
tillator with photomultiplier (PM) tubes mounted at op 
posite ends. The ‘He particles were identified by the 
energy deposited in the A plane and the time-of-flight 
between the A and B planes. All of the 3He particles 
from pd + 3He 7 were accepted by SPES2. They were 
emitted within a small cone with half angle 1.2” with 
respect to the beam axis and within a small (&3%) mo- 
mentum band. The spectrometer momentum acceptance 
was much larger (*IO% defined by the A plane). 

The corresponding v’s were emitted in a cone of half 
angle 6’ with a kinetic energy of 60 MeV (&15 MeV at 
the base of the distribution). With the above specifica- 
tions of beam intensity and target thickness, the number 
of tagged q’s was about 30 per beam spill. 

C. The photon detector 

For 0 + 77 decays which are symmetric with respect 
to the beam direction, each photon is emitted with an 
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energy of about 300 MeV at an angle of 65’ (90” in the 
rest frame of the 7). The two arms of th& photon detector 
were positioned at this angle, left and right of the beam 
axis, as illustrated in Fig. l(a). The right photon detec- 
tor arm consisted of a collimator with a circular aperture 
defining the acceptance for 17 --t yy events, a plastic scin- 
tillator (“V” counter) to identify charged particles and 
the calorimeter counters “R” which measured the energy 
and impact position of a photon. The left photon de- 
tector arm consisted solely of the calorimeter counters 
“L.” 

Each calorimeter was composed of 61 bismuth ger- 
manate (BGO) scintillation counters of hexagonal cross 
section (with sides of 31.5 mm) with a length of 200 mm 
(17.8 radiation lengths), stacked in an hexagonal arrange- 
ment Fig. l(b)]. The BGO counters, with their associ- 
ated 5-cm PM and power supply circuitry, were devel- 
oped at the University of Berm and used previously in an 
experiment at the Paul-Scherrer-Institut Ill]. The short- 
term PM gain variations as a function of time were mon- 
itored using test signals from an array of light-emitting 
diodes (LED’s) coupled by optical fibers to each counter. 
The gain variations could reach 10% for the counters with 
the largest instantaneous rates (8 kHz). Since the BGO 
light output has a decay time of about 300 ns, pileup 
was a potential problem. It was demonstrated [12] that 
clipping can be used down to 100 ns of signal occupation 
time without significant loss bf resblution. For this ex- 
periment, a pole-zero cancellation circuit, well suited to 
the exponential shape of the signal tail, was implemented 
to reduce the signal decay time by a factor 5. 

q7 L 
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FIG. 1. The photon detector: (a) Top view (the arc-shaped 
target is not to scale): the calorimeters “L” and “R” mea- 
sured the energies and angles of the outgoing photons; the 
collimator “C” defined the acceptance of R; the “V” counter 
detected charged particle background. (b) Front view of the L 
and R calorimeters, showing the stacking arrangement of the 
61 BGO counters. (c) Cross sectional view of the collimator, 
with the definition of its aperture angle a; the “AC” counter 
and its supporting lead bricks defined an active collimator 
used only during some special runs. 
Each calorimeter rested on a movable platform. The 
$&xxx fro& the L calorimeter to the target could be 
varied between 540 and 730 mm, and the R calorimeter 
distance between 770 and 980 mm. The nominal distance 
&+veen the target and the R calorimeter, 883 mm, Was 
a compromise between good angular resolution and min- 
imization of loss of electromagnetic shower energy out of 
the sides of the calorimeter. The nominal distance be- 
tween the target and the L calorimeter, 653 mm, was 
chosen such that this calorimeter accepted every photon 
from q + ‘yy in association with a photon accepted by 
the R calorimeter. T&c fraction of the energy of the elec- 
tromagnetic shower which was lost out the sides of either 
calorimeter was less than 3%. 

Each calorimeter was placed inside a light-tight iron 
box that also ensured thermal control and shielded the 
PM’s from the stray magnetic field of the spectrometer. 
Since the light output of BGO changes by approximately 
1.5% per Kelvin, the temperature variations within the 
boxes were kept lower than f0.2 K by the use of regulated 
heating elements and fans. 

Large plastic scintillation counters were placed, above 
and under each calorimeter for defining a trigger for cos- 
mic ray events going through the BGO counters. A sim- 
ulation indicated that, with this geometry, the average 
energy deposit of cosmic rays was the same for every 
counter. Cosmic ray events acquired in between beam 
spills were used to calibrate the BGO counter amplitudes 
relative to each other. 

Measurements were performed using in turn three col- 
limators of different aperture. Each collimator was made 
of lead, SO-mm thick (14.3 radiation lengths). Each had 
a precision-machined, tapered aperture of circular cross 
section. The acceptance of the collimators was a cone 
originating at the target and subtending an angle of 12O 
(collimator l), 15’ (collimator 2), or 18” (collimator 3). 
Collimator 3 was used for most of the data taking. 

Simulations indicated that 99% of the events which hit 
the lead collimator edge and resulted in an event in the 
R calorimeter did not deposit enough. energy to be con- 
fused with direct photons. To aid understanding of the 
collimator edge effects, a few runs were made in which 
a special parallelepipedic BGO detector (“AC” counter) 
was placed in front of the col~mator such that AC defined 
part of the acceptance of the collimator [Fig. l(c)]. This 
detector served as an active collimator counter which de- 
tected events that should not be accepted. 

Behind the collimator was the 4-mm-thick plastic scin- 
tillation counter V with PM tubes mounted at opposite 
ends. This counter detected charged particle background. 
Since it was also sensitive to backscattered low-energy 
electrons from the electromagnetic shower developed in 
the calorimeter, its information was useful in checking 
the parameters of the shower simulation (see Sec. V). 

More details about the photon detector can be found 
in [13]. 

D. Trigger electronics and data acquisition 

The data acquisition was triggered by each of five pos- 
sible event types: (i) triple coincidence events A. B .R be- 
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tween the spectrometer A and B planes and the calorime- 
ter R, with the condition that at least one of the 61 coun- 
ters registered a signal larger than 30 MeV; the A thcesh- 
old was adjusted to eliminate pions, protons, and most 
of the deuterons from the SPESZ trigger; (ii) “single” 

events, (A. B)sample fi, a sample formed of every 15th 
SPESZ event not in coincidence with the calorimeter R; 
(iii) cosmic rays; (iv) LED events A. B. R; (v) electronic 
generator events which randomly gated the analogue-to- 
digital converters (ADC’s) and started the time-to-digital 
converters (TDC’s) in order to provide a measurement of 
the pileup probability distributions. 

During the beam spill, the LED and the electronic gen- 
erator events were triggered each by one of the beam 
monitor telescopes, to ensure that they would have the 
same dist.ribution in time as the 17 + 77 events. Cos- 
mic rays and uniformly generated LED events were also 
recorded between beam spills. 

The BGO calorimeter counters were connected to 
ADC’s and TDC’s, The timing of the TDC starts and 
ADC gates (190 ns wide) was given by the signal from 
the SPESZ A plane. The TDC stops required that the 
calorimeter counter signal be above the 30-MeV thresh- 
old, while the ADC’s were recorded with a l-MeV thresh- 
old. The complete event information was read from CA- 
MAC registers by a SAR computer [14], using the acqti- 
sition program TRoLi. [15]. 

III. EVENT RECONSTRUCTION 

A. Selection of pd + ‘He 7 

The 3He’s were selected using time-of-flight and pulse 
height measured with the scintillator planes of SPES2, 
as discussed in [9,10]. The 3He momentum and angle 
were determined from the SPES2 wire chamber data us 
ing a second-order parametrization of trajectories calcu- 
lated from magnetic field measurements. 

To select the reaction pd + ‘He 11, it was convenient 
to use an expansion of the kinematical variables which is 
valid in the threshold region [16]. One such variable is: 

where 6’2 is the 3He horizontal angle, in mrad, while 
6~~ z 10O(p~. - po)/po, and po is the central value of 
the 3He momentum pan expected fnxn kinematics. The 
cut R;, < 3.30 was chosen to accept all the TJ’S. Because 
the spectrometer resolution of 0p is better than the res- 
olution of the vertical angle 0?, it was advantageous to 

have a separate cut on BYH”; a cut le,H”I < 50 mrad was 

used in the selection of pd + 3He 7. The precise choice 
of cuts on the 3He identification, on R&, and on 6’,“” for 

selecting pd + 3He 17 was unimportant for determining 
the branching ratio, because the same cuts were used to 
select q + 77 events (Sec. IIIB). 

A histogram of R& with the cut on S,“” is shown in 
Fig. 2. The unshaded histogram represents the single 
FIG. 2. Histogram of Rf& [Eq. (3)], after applying the 
3He identification and Sr cuts (data set 1). The peak is due 
to pd -+ ‘He ‘) events. The subthreshold data used for the 
background subtraction (grey shaded area) were normalized 
in the “background normalization region” of the figure. 

events data stream, weighted by a factor 15 to compen- 
sate for the sampling of this type of events, augmented 
by the triple coincidence data stream. This factor 15 was 
checked within 0.05% using measured fast scaler informa- 
tion. The number ofpd + ‘He 0 events, iV(pd + ‘He q), 
was det&xnined from the area of the peak of this his- 
togram after background subtraction. The background 
under the 11 peak in Fig. 2 was evaluated using two data 
sets taken at incident beam energies of 2.6 and 4.6 MeV 
below threshold. The shape of the Rh, distribution was 
identical for both data sets, as ascertained with a x2 test 
which yielded 115 for 150 degrees of freedom. Since, as 
expected, there was no energy dependence of the back- 
ground, it was justified to combine both data sets and to 
use the resulting distribution (grey shaded area in Fig. 
2) as the best estimate of the background sha$e for our 
measurements above threshold. 

The systematic uncertainty in the background subtrac- 
tion was estimated using different normalization regions 
(see Fig. 2) for the adjustment of the below-threshold 
sample size to the above-threshold one. This procedure 
tested in particular for possible local changes in the wire 
chamber efficiency by selecting physically different areas 
of the chambers. The total uncertainty in iV(pd -+ ‘He 7) 
due to the background subtraction; including the statis- 
tical uncertainty of the subthreshold measwements, was 
0.30%. 

B. Selection of 7 + 77 

The first step in determining the number of TJ + 77 
events, N(v + 77), was to require that the candidate 
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be an 17 produced in the reaction pd --t 3He 11 as de- 
tailed in Sec. IJIA. Because the same q selection cuts 
were applied to both the 7 + 77 data stream and the 
pd + ‘He 1) data stream, the resulting branching ratio 
is independent of systematic errors in the beam inten- 
sity, the target thickness, and the efficiency of SPES2 for 
selecting pd + 3He II. 

The relative calibration of the pulse heights and tim- 
ing, and a rough absolute calibration of the pulse heights 
of all calorimeter counters were achieved using the cos- 
mic ray events, after correcting for the short-term gain 
variation as monitored by the LED events. The abso- 
lute calibration of the pulse heights and timing was done 
using actual 7 --t 77 events. 

To identify a photon in each of the calorimeters, the 
following algorithm was used. First a search was made for 
photon candidates, each defined as a calorimeter counter 
with a larger energy deposit than any of its immediate 
neighbors. This “central” counter and its. six immediate 
neighbors are referred to a a “cluster” for the follow- 
ing discussion. The typical probability of observing zero, 
one, two, or three photon candidates was 71%, 24%, 4%, 
and 0.5%, respectively, in the calorimeter L, and 0, 98%, 
2%, and 0.05%, respectively, in the calorimeter R. The 
multiple identification may be due to the presence of an 
additional photon or other particle hitting the detector, 
or it may be due to a false identification. In case multiple 
photon candidates were identified, each left-right combi- 
nation was considered for the 7 + 77 selection crite- 
ria discussed below. Whenever at least one combination 
passed all the 17 + 77 selection criteria, iV(q + 77) was 
incremented by one. By analyzing all left-right combi- 
nations rather than just one, 0.6% more 17 + 77 events 
were recovered. 

The photon timing was determined from the timing 
of the central counter, with a resolution ot = 0.4 ns. 
Prompt triple coincidences were selected by requiring 
IA&x.1 < 2 ns and /A&-H.] < 2 ns, where A~L-H, and 
A~R-H~ are the left and right calorimeter times with re- 
spect to the SPES2 A plane, centered at zero for 7 + 77 
events. The photon horizontal and vertical angles were 
determined using an algorithm which made use of the 
sharing of the electromagnetic shower energy among the 
counters in the cluster. The resolution of the vertical and 
horizontal angles was noBx N noBy - 0.7” for each photon. 
The photon energy was determined by summing all the 
pulse heights for all calorimeter counters which had tim- 
ing either within a 6 ns window of the central counter or 
earlier or had no timing information at all. 

With tbis method the photon energy was not under- 
estimated. H&ever, in events with pileup, the photon 
energy may have been overestimated. Since no upper 
window cut was applied to the photon energies, overesti- 
mating the photon energy did not lead to the rejection of 
valid 17 -+ 77 events. The energy resolution, CE/E - 4%, 
sufficed for this experiment but was not optimal for this 
type of calorimeter because of the procedure used in the 
energy reconstruction. Further details on determining 
the photon timing, angle, and energy are given in Ref. 

1131. 
Energy conservation was tested by requiring 
AE = Ep + Md - (Exe + EL + ER) < loo MeV, (4) 

where Ep and EH~ are the energies of the proton and 3He, 
Md is the deuteron mass and EL and ER are the left and 
right photon energies. AE is zero for photons from 11 --t 
77. Figure 3 shows a histogram of AE. Because of the 
way in which EL and ER were calculated, random pile- 
up added high-energy tails to EL and ER which shows 
up as a tail at the low end of the AE histogram. It was 
desirable for the cut on AE not to reject events which 
were pushed into tbis tail by random pileup. Therefore 
no lower cutoff was applied to AE. 

In addition to cutting background, the cut on AE also 
discriminated against almost all the 7 + 77 events in 
which one photon hit the collimator (see Fig. 3). The 
remaining events of tbis type were removed by the sub- 
sequent constraints ER > 200 MeV and EL > 200 MeV. 

Another test made use of the expected angular corre- 
lation between the two photons: 

(5) 

where 8yr is the two-photon opening angle as measured 
by the calorimeters and l@ is the expected 7 --f 77 
opening angle calculated f?om the 1) velocity @,), as de- 
duced from the measured ‘He vector momentum. The 
quantities OL and lIR are the left and right photon an- 
gles with respect to the 7 direction, expressed in radians. 

T 

AE (MeV) 

FIG. 3. Histogram of the energy correlation AE [Eq. (4)] 
after applying all cuts of Table I except the energy cuts. The 
solid line is for data set 1. The grey shaded histogram is 
for simulated R + 77 events. The cut AE < 100 MeV is 
illustrated with a dashed line. The background appearing 
above the cut is composed of ‘) + 77 events with a photon 
hitting the collimator and of other q decay channels which 
were not taken into account in the simulation. 
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The term proportional to (0~ -BR)’ is a correction which 
applies to the slightly asymmetric decays measured in 
this experiment. For 7 + ^(“I decays, the distribution of 
AsLR was centered at zero and had a Gaussian shape 
with 0 IT l.l” [Fig. 4(c)]. This distribution identified 
the q + yy decays. Background from pd + 3He ?T+?T- 
and from two-body 7 decays in which the decay prod- 
ucts are massive would peak at A~‘LR > 0 because of the 
smaller opening angles, and other background would be 
a continuum. 

Table I summarizes the cuts used to select 1) + ‘yr 
events. Figure ~4 shows the spectrum of A~L.R at various 
stages of the analysis. The final spectrum of A~‘LR after 
all cuts contains only a small background, of the order of 
0.3%. The continuum background is due to other 17 decay 
modes and pd + 3He &?T- events in combination with 
random coincidences. The background subtraction was 
performed in three stages. First random coincidences 
were determined from events which failed the 11 + yy 

".,!TrP+!r -5 0 10 15 2c 

AI+,, (degrees) 

FIG. 4. Histogram of the angular correlation A0L.R 
[Eq. (5)] at various stages of the analysis: (a) only the cuts 
used to select pd + ‘He 7) applied; (b) same, plus calorime- 
ter timing cuts applied; (c) all standard cuts (listed in Table 
I) applied except the cut on ABLR (the dashed vertical lines 
illustrate the cut lAO,nl < 5” and the grey shaded area corre- 
sponds to simulated data); (d) enlarged version of(c) showing 
the minimal background outside the q -+ 77 peak; the grey 
shaded histogram is the estimated background. 
TABLE I. Summary of the 7) --t 77 selection cuts used in 
the analysis. 

cuts to select 7 --t yy 
3He identification 

R;. i 3.30 

10~1 < 50 mrad 
lAt~-x,I < 2 ns, IAtn-a.1 < 2 ns 

AE < 100 MeV 
Er. > 200 MeV, En > 200 MeV 

IABLRI < 5' 

timing selection test. This accounted for about 2/5 of 
the background. Then events which failed the identifica- 
tion of the production reaction were normalized by the 
ratio of acceptances of pd + 3He X within and outside 
the 7 selection region, as determined by the subthreshold 
data. These events were of the type pd + 3He X, where 
X may be any particle or combination of particles other 
than the 7, most probably 2 or 3 pions, but also pos- 
sibly 2 photons (see Sec. IIIC). They accounted for an- 
other I/5 of the background. The shape of the remaining 
background was assumed to be the same as events with 
100 MeV < AE < 200 MeV, coming predominantly from 
17 + 3n decays. The final result was, however, not sensi- 
tive to the exact shape assumed for this final background 
subtraction. The systematic uncertainty on N(1) --t 77) 
associated with the total background subtraction was es- 
timated to be 0.12%. 

C. Search for correlated background 
from pd + ‘Heyy 

As just mentioned, data outside of the allowed kine- 
matics region of pd + 3He 7 were selected to search 
for pd --t 3He.y^i or pd + 3He X followed by X --t 77, 
where X is any particle other than the 7. The search 
was sensitive to 520 MeV< Mx < 546 MeV. Because 
it is a second-order electromagnetic interaction, direct 
two-photon production by pd + 3Heyy is expected to be 
suppressed by a factor 5 compared to pd + ‘He 11 and 
is not expected to be seen here. 

For this se&h, ABLR was calculated using the missing 
mass Mx which was calculated from the 3He measured 
momentum rather than assuming the 1) mass; therefore 
such background events would have Ab’LR = 0. There 
was no evidence of a two-photon peak at ABLR = 0. If 
such background existed, it would have been incorpo- 
rated into the second background subtraction discussed 
above. No further adjustment was made to the number 
of 11 + ‘y”i events. 

IV. SIMULATION OF THE EXPERIMENT 

A detailed simulation of the experiment was needed 
to determine the acceptance and the reconstruction effi- 
ciency for the 7 + 77 events. The reaction pd + 3He 17 
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followed by q + 77 was simulated using GEANT [li’]. 
The simulation included the phase-space ~distribution of 
the incident proton beam. The 7 mesons (and the ‘He) 
were generated isotropically in the center-of-mass frame. 
This isotropic distribution has been verified with real 
pd -+ 3He 7 events [l&16] (an anisotropy would affect 
the 17 --f 77 acceptance). The 3He momentum and angle 
resolutions resulting from multiple scattering and energy 
loss in the target and in other materials, as well as !?om 
the spectrometer intrinsic resolution, were approximated 
by Gaussian distributions. The photons &om 17 --t 77 
and the subsequent electromagnetic showers were tracked 
through the collimator and the calorimeters.~ All materi- 
als in the paths between the target and the calorimeters 
were considered. Photon conversion before the calorime- 
ters occurred mostly in the V counter, with a probabil- 
ity of about 1%. The intrinsic resolution of each BGO 
counter was approximated with a Gaussian distribution. 

The 17 + 77 detector acceptance J,,,,, was deter- 
mined using the simulated 7~ + 77 events which were 
accepted by the calorimeters with the constraints EL > 
200 MeV and ER > 200 MeV. For the nominal run con- 
ditions (data set l), A+,-, = 0.01516 + O.OOOO?‘(stat). 

An accurate account of the effect of random pileup 
on the analysis efficiency was achieved by directly incor- 
porating into the ADC and TDC values of the simulated 
data the background observed in the electronic generator 
events. The 7 + 77 selection efficiency $!vp is given 
by the fraction of simulated, accepted q --t 77 events 
which pass the 7 + 77 selection c;iteria (Table I). 

For most of the data sets, ,$~ N 0.996. The uncer- 

tainty of &Y1 and $$p will be discussed in Sec. V. 
More details of the simulation can be found in Ref. [13]. 

V. DETERMINATION OF THE 1) + ~7 
BRANCHING RATIO 

The 7 + 77 branching ratio was obtained using the 
expression 
B(v+ 77) = JY11+77) 
N(pd -i 3He 7) 

where N(q + 77) is the number of 11 --t 77 events (Sec. 
NIB), iV(pd + 3He 11) is the number of tagged 7 (Sec. 

111 A), Atm is the detector acceptance for q+ 77 (Sec. 

W , e$$‘p is the efficiency of the v --f 77 event selection 

(Sec. IV), and +,m,e, e’eetronics is discussed below. Table II lists 
these quantities for the eight data sets. 

The fractional loss of triple coincidence events due to 
the calorimeter electronics (1 -e,!‘?$p) was dominated 
by an occasional failure of the ADC readout system, 
which was detectable. All electronic components and 
modules were tested by the LED events. For the nominal 
run conditions (d&a set l), e@$~ = 0.998 + 0.002. 

The branching ratio was averaged over the eight data 
sets. The result from each data set i was weighted by 
l/u:, where ai is the statistical uncertainty associated 
with data set i, including the statistical error in the sim- 
ulated acceptance. The branching ratio averaged over the 
eight data sets is B(q + 77) = 0.3949fO.O017(stat). The 
agreement of the 108 data taking runs comprising these 
eight different experimental conditions provided further 
evidence of the good internal consistency of the data [13]. 

The remainder of this section contains a discussion of 
systematic errors common to all the data sets. 

The uncertainties on iV(pd -+ 3He II) and N(q -+ 77) 
have been discussed in Secs. III A and III B. 

The uncertainty in the beam position was estimated 
by examining the recoil ‘He. A shift in the beam posi- 
tion or angle results in a shift in the ‘He angle spectrum 
at the SPES2 focal plane. The average beam position 
is known to better than 0.75 mm, which is dominated 
by the uncertainties in the positioning of the wire cham- 
bers used to align the beam between runs. While drifts 
of fl.5 mm in the beam horizontal position did occur, 
such drifts were unimportant because the acceptance de- 
pended linearly on the beam horizontal position to first 
TABLE II. Analysis results of the 8 data sets. See Sec. V for an explanation of the analysis quantities. The collimator 
aperture angle a [Fig. l(c)] and the distances dr. and dn from the target to the calorimeters are also given. The uncertainties 
given for A’(? + YT), N(pd + 3He q), and B(q + y’y) are statistical only. 

Data set 1 2 3 4 5 6 7 8 

& (mm) 653 728 547 653 728 728 653 728 

dn (mm) 883 883 883 776 979 979 979 979 

a 18' 18' 18' 18" 15" 189 18' 129 

N(1, + 77) 8787 4391 8885 9058 7216 9081 8616 8712 ~~. 
l 94 zk66 2594 595 zk85 zk96 *93 *94 

NW + 'He 7,) 1.472 0.741 1.502 1.519 1.758 1.544 1.459 3.357 

(x10”) zko.005 zko.003 Ito. f0.005 io.005 *0.005 zto.005 zto.007 

"Lw 0.0152 0.0149 0.0152 0.0151 0.0104 0.0151 0.0150 0.0067 

fa"slysls ?"I, 0.997 0.996 0.995 0.996 0.996 0.995 0.996 0.996 

ez%"'"" I 0.998 0.998 0.995 0.995 0.996 0.996 0.997 0.996 

Bfn+wl 0.396 0.399 0.392 0.397 0.396 0.392 0.395 0.393 
~. .,I 

zko.005 *to.007 *0.005 zto.005 *to.005 &0.005 *0.005 zto.005 
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order. The uncertainty in the beam direction does not 
affect significantly the uncertainty in the acceptance. 

The uncertainty in the beam energy includes a 0.1 MeV 
uncertainty in determining the absolute beam energy and 
a 0.2 MeV allowance for small drifts. 

The 0.36% uncertainty in the detector acceptance due 
to the collimator placement and ap&ture size is broken 
down as follows: 0.2% due to the 0.1% uncertainty in the 
collimator aperture size, 0.25% due to the 0.8 mm uncer- 
tainty in the distance from the target to the collimator, 
and 0.17% due to the 0.1” uncertainty in the detector 
axis direction. 

The uncertainty in $Y!!~~ due to uncertainties in the 
simulation and the detector calibration was estimated us- 
ing several variations on the analysis: 

(1) A signal in the V counter in time with the R 
calorimeter could come from charged particle background 
(e.g., pd + 3He nf?r-), from photon conversion, or from 
backward leakage from the calorimeter shower. When 
the V counter was used as an anticoincidence, the ob- 
served rejection of 3.4% of the 17 + yy events (in data 
set 1) was, however, due in part to accidental pileup in 
this counter. This figure was anticipated by the simula- 
tion, so that the branching ratio from this analysis agreed 
with the standard analysis within 0.16%. 

(2) The AC counter was placed as in Fig. l(c) for some 
special runs and used in anticoincidence in the corre- 
sponding analysis, to test our understanding of the col- 
limator edge effects. The observed rejection of 0.7% of 
the 7 + 77 events was anticipated by the simulation, 
but again dominated by pileup in the counter AC. The 
branching ratio l?om this analysis agreed with the stan- 
dard analysis within 0.18%. 

(3) An alternate pileup measurement was performed: 
pileup was incorporated into the simulation using the 
LED events instead of the electronic generator events. 
The amplitude and timing contributions expected from 
the LED’s were subtracted out. This analysis tested the 
method of incorporating the pileup into the simulation. 
The branching ratio l&n this analysis agreed with the 
standard analysis within 0.18%. 

(4) The simulated detector response was changed to al- 
low for possible discrepancies between the simulated and 
real detector responses. Photon energies were scaled by 
3%, timing distributions were widened by 15%, and the 
distribution of Af?~a was widened by 10%. The branch- 
ing ratio from this analysis agreed with the standard 
analysis within 0.17%. 

(5) A second analysis approach was applied to data sets 
4 and 8. This analysis used independent methods of se- 
lecting the 3He, reconstructing the ‘He trajectories, and 
selecting pd + 3He 17 events. The photon energies, tim- 
ing, and angles were reconstructed from the local cluster 
of seven BGO elements only (a central element and its six 
nearest neighbors). The algorithm used for angle recon- 
struction was based on a neural network approach [18]. 
The selection of 17 --f “~‘y events was based on a kinematic 
fit to all free variables and a 10 r cut on the resulting 
x2 distribution. The background was estimated from the 
shape of the x2 distribution at large x2 extrapolated to 
the signal region. This analysis was more efficient than 
the standard analysis at rejecting background events and 
at selecting pd + 3He Q. However, due to the tight 
17 + 77 selection criteria, it was more sensitive to the ef- 
fects of pileup and to the simulation parameters. Because 
this analysis was sensitive to systematic effects differently 
than the standard one, a comparison of the two analyses 
verified the understanding of the most important aspects 
of the experiment: the simulation of collimator edge ef- 
fects and electromagnetic showering in the detectors, the 
calibration of the experiment and the effects of random 
pileup. Although home factors in Eq. (6) differed in the 
two analyses by as much as 3%, the resulting branching 
ratios agreed within 0.17%. 

All the variations in the above analyses are not in- 
dependent. For example, analyses (l), (2), and (5) all 
TABLE III. Systematic uncertainties on B(v + 77). 

Quantity 
Source of the systematic uncertainty affected 

Relative 
uncer- 
tainty 

1) + 77 background subtraction WI +-Yr) 0.12% 
uncertainty 

I) background subtraction uncertainty 
Uncertainty on sampling factor 
0.75 mm uncertainty in beam position 
Beam energy fluctuations 
Uncertainty in the collimator 

aperture size and position 
2 mm uncertainty in target position 

along the beam direction 
Possible-anisotropy in ‘) production 
Accuracy of the simulation 
The electronics 
Total (in quadrature) 

0.30% 
0.05% 
0.27% 
0.26% 

0.36% 

0.18% 
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tested in part the validity of the treatment of pileup ef- 
fects, especially addressed in analysis (3); analyses (4) 
and (5) both tested the simulation of the electromagnetic 
showers; finally, analyses (2) and (5) both investigated 
the collimator edge effects. The resulting estimate of the 
systematic uncertainty in $YYY$~ is 0.28%. 

There was an unexplained phenomenon in the electron- 
ics in which a small number of events (0.4% relative to 
the sum of single and triple coincidence events) were la- 
beled as both triple coincidence events and single events. 
For the analysis, it was unknown whether to treat these 
events as single events which should be weighted to com- 
pensate for the sampling or as triple coincidence events 
which should not be weighted. A relative uncertainty of 
0.22% resulted from this problem. 

A total systematic uncertainty of 0.75% was obtained 
as the quadratic sum of all uncertainties discussed above, 
and listed in Table III. 

VI. RESULTS 

Based on (6.47 ?z 0.03) x lo* clean TJ -i ,y,y events, the 
first direct, precision measurement of the branching ratio 
for 7 + ‘yr resulted in 

B(q + yy) = 0.3949 f O.O017(stat) f 0.0030(syst). (7) 

This result is consistent with the branching ratio ob- 
tained by indirect measurements [6] and is &ee i?om the 
systematic uncertainties associated with these previous 
measurements. 

The present result, when used in conjunction with 
other experiments, allows to set an upper limit on all 
neutral rl decay modes, X,, not observed so far. By def- 
inition, 

B(Xr)) = B(r) + neutrals) -B(T) + 77) 

+ %l -+ @77) 

WI --t 77) 1 (8) 
All quantities .dn the right side of Eq. (8) are exper- 
‘imentally measured (Refs. [7,8] and this work). Sub- 
stituting the experimental results, one finds B(Xo) = 
-0.015 f 0.011 for this positive definite quantity. Using 
the most conservative method suggested in Ref. [6] (p. 
1280, option 3), the following upper limit is deduced, at 
90% confidence level: 

B(Xo) < 2.8%. (9) 

This implies an upper limit of 2.8% for the branching 
ratios of the P- and CP-violating decay 7 --t ?r”#, of the 
C-violating decay 11 --t n”n”7, and of other exotic decay 
modes into neutrals. 
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