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New m+ lifetime measurement
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A time spectrum of surface muons from the decay sr+ —+ @+v (P„~ = 30 MeV/c) was measured
using a secondary beam channel as a spectrometer, yielding the pion lifetime 7 = 26.0231 + 0.0050
(stat) +0.0084 (syst) ns.

PACS number(s): 13.20.Cz, 14.40.Aq

I. INTRODUCTION

Universality in the weak interactions of leptons in the
three generations is one of the fundamental assumptions
in the standard model. The most stringent test of e-p
universality comes from a measurement of the branch-
ing ratio of the decays sr+ ~ e+v and sr+ —+ p+v
[1, 2]. The theoretical prediction for the branching ra-
tio is Rti, = r(( „'"+ „'„~ii ——(1.2352 + 0.0005) x 10

[3]. The small theoretical uncertainty for this branch-
ing ratio leaves room for improvement of the experiment
[presently, B,„p = (1.231+0.003) x 10 4] [4, 5] by almost
an order of magnitude. However, the uncertainty in the
pion lifetime is directly propagated to the branching ratio
uncertainty [1]. The goal of a future a+ —+ e+v experi-
ment with a 0.1% accuracy requires the present world av-
erage of the pion lifetime r = 26.030+0.024 ns [4] (0.1%
contribution to the branching ratio) to be improved. Al-
though the lifetime of the pion is not well calculated at
present, the total decay rate without radiative corrections
is written I' = 4, ~

V„g
~ Pi, „mi (m —m&) . The

pion-decay constant f appears in many calculations and
can be taken as an important fundamental constant.

Pion lifetime measurements were often performed as a
part of CPT symmetry tests. Because the measurements
involved detection of both sr+ and vr, the lifetime was
determined in Hight by attenuation of pion beams. The
accuracy was limited by rate-dependent efBciencies and
the presence of decay muons in the beam, some of which
could be misidentified as pions. Ayres et al. , [6] found

= 26.02 + 0.031 (stat) +0.023 (syst) ns in 1971. Ex-
periments with pions at rest were performed by several
groups [7, 8]. They measured 4-MeV muons from the de-
cay sr+ —+ p+v. Since the range of the muon is of the or-
der of 1.5 mm, a thin target counter is required to enable
efBcient muon detection, resulting in a poor pion stopping
rate. The measurements were therefore limited by event
statistics, and the best experiment had 10 sr+ ~ p+v
decay events [7], which gave r = 26.04+0.05 ns. A tech-
nique was developed by a group at Leningrad [9]; they
measured the time evolution of the surface-muon yield
with respect to the beam burst a surface muon [10] is a

decay product of a pion, which stops near the surface of
a pion production target, and the momentum spectrum
has a broad peak with a very sharp upper edge at 29.8
MeV/c, corresponding to a pion decay at rest. Statistical
accuracy was significantly improved by this method, but
the result has not been published.

II. EXPERIMENTAL METHODS

The yield of surface muons as a function of time with
respect to the beam burst was measured using a low-

energy muon channel (M13) at TRIUMF [11].This beam
channel, viewing the production target at 135' with re-
spect to the primary proton beam, had two 60 bending
magnets, and was 9.4 m long to the third focus point.
There were a set of jaws to limit the aperture (the largest
beam envelope was limited to 3 x 3 cm for most data tak-
ing), and two sets of slits at the first two focus points that
provided a 1.0% momentum resolution [full width at half
maximum (FWHM)]; these were important for reducing
the pion decay contribution coming &om other than the
target. In order to allow a longer inspection period for
pion decays, the beam burst period &om the 500-MeV
cyclotron (usually 43.3 ns) was increased to 216.5 ns us-

ing the 1:5 selector in the ion source. Since backgrounds
above the level of 10 would contribute to systematic
uncertainties, it was very important to investigate the
late time region where the contribution &om pion decays
was reduced to tolerable background levels. Positrons in
the beam were suppressed to 1/3 of the muon rate us-

ing a dc separator that added 1.5 m to the length of the
secondary beam line. This extra length also provided
further suppression of pions in the beam; the pion rate
was less than 10 of muons at the end of the beam line.
The separator, however, reduced the muon rate by a fac-
tor of 10 due to the beam optics (restricted phase space
acceptance).

Muons were detected at the encl of the secondary beam
channel with a telescope consisting of three thin plastic
scintillation counters, Rl, R2, and H3 (0.25 mmx30&
mm, 0.13 mmx 45& mm, and 0.50 mmx 30& mm in thick-
ness and diameter, respectively) and a 1-cm-thick 15-
cmx20-cm counter B4 for positron detection. The first
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two counters were placed about 2 cm from the end of the
beam pipe. The third counter was placed 20 cm down-
stream of the first two counters during most runs but for
some systematic tests it was placed immediately behind
the two counters. The B4 counter was located 1 m down-
stream &om the first counter. At the beam momentum
of P = 29.4 MeV/c, about half the muons stopped in the
third counter and all the pions in the first counter. The
beam rate in the counters was 1—2 kHz.

For most runs a coincidence of the first and second
counters was used as a trigger. Pulse-height and timing
information was measured with analogue to digital con-
verters (ADC's) (LeCroy 2249A and 2249W) and TDC's
(LeCroy 4208 and 2228A). Signals from each counter
were fed to two ADC's, one with a 30-ns gate width start-
ing at the time of a beam particle and the other with an
800-ns width at the time of the corresponding cyclotron
rf time. This allowed detection of extra particles. The
timing information included the interval between the rf
time and the trigger as well as the closest times of beam
pile ups to the trigger. A 1-cm Cerenkov counter placed
ln the vlclnlty of the production target was used to Inon-
itor the performance of the 1:5 selector. Pulses &om the
counter were prescaled to about 1/10 of the muon rate
to form a special trigger.

The standard runs were taken at P = 29.4 MeV/c,
which was lower by 1.5'%%uo than that of the muon from
the decay m+ —+ p+v at rest (or the surface inuon edge
for the present experiment). Data were taken under var-
ious conditions to test systematic effects as well as to
provide background estimations. These conditions in-
cluded combinations of different production targets (12-
mm-thick beryllium and 10-mm-thick carbon), counter
geometries (0 and 20 cin between B2 and B3), sizes of
the muon beam envelope (3 and 4 cm), and secondary-
beam momenta (27.6, 29.4, 30.2, 31.1, and 60 MeV/c).
Roughly 10 —10 muon events were recorded on tape
for each run at a rate of ~ 10 s

The TDC (LeCroy 4208) used for the measurement of
the pion decay time was calibrated using the prescaled
cyclotron rf signal, which was known to the accuracy
of 10 . Because the time resolution of the TDC was
only 1 ns, the measurement extended up to 40 ps to
provide the accurate calibration 1.000002 3 + 0.000 000 1
ns/channel.

momentum) and the presence of surface muons. The f'rac-

tional contribution of pions to the muon ti~e spectrum
was estimated to be 6 x 10 after applying the set of
loose cuts described below. At this stage, the remain-
ing "pions" were really muons that gained extra range
through the decay-in-Bight process near the detector.

Positrons (30% of the muon rate) originated from three
sources. One was &om ~ ~ pp decays in the pro-
duction target in which a photon converted to an e+e
pair; this type only had a prompt component and did
not have much energy loss in the Bl counter. The e/p
ratio in the final spectrum was estimated to be 2 x 10
and the contribution to the pion lifetime was less than
0.00017 ns. The second type, the dominant source, was
from the p+ + e+vv decay following sr+ ~ p+v de-
cays in the target. This type had a "Bat" time distri-
bution and appeared to have larger energy loss in the
first counter (more high-energy tail). Because positrons
from this mechanism tended to come &om a diffuse source
around the target, they were likely to hit the surround-
ing annular light guide that was 20 times thicker than
the scintillator itself. (In this case, the nuinber of pho-
tons &om the Cerenkov effect might have been larger
than &om the scintillator and resulted in a larger high-
energy tail. ) The third source was from old muons in
the detector area that decayed back into the B1 counter
during the inspection period. Decay positrons could hit
the light guide or the scintillator. This component also
had a Bat-time distribution but could be suppressed by
identifying the presence of earlier muons. The e/p ratio
for the two Bat components was less than 6 x 10 and
the contribution to the pion lifetime was 0.00034 ns.

The ofI'-line version of the trigger requirement, Bl x B2
coincidence with a time window of 15 ns, was good
enough to suppress the pion background to a trivial level
described earlier. Figure 1 shows a scatter plot of the
pulse height distribution in B1 and B2. The box indi-
cates the final cut position to suppress positrons; the cut
resulted in a suppression factor of 10 4. There was a
definite pulse shape difference in B1 between positrons
and muons, as shown in Fig. 2 (a scatter plot between
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III. ANALY SIS

A. Event selection I (background)
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Pions and positrons &om the production target, having
a difI'erent time distribution, were the major sources of
background. Pions, the range for which is 0.7 mm in scin-
tillator at 29.8 MeV/c, barely reached the first counter
after being degraded in the vacuum window of the beam-
line, the air and the wrapping material. They fired the
B1 counter at 2 x 10 of the muon rate estimated for
29.4 MeV/c —the rate was derived by setting the beam
channel momentum at 31.1 MeV/c, 4.4'Fo higher than the
surface muon peak edge, and then scaling the m/p ratio to
29.4 MeV/c with corrections for the decay length (lower
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FIG. 1. Scatter plot of energies in B1 and B2. The box
shows the acceptance region. These data were taken without
the B1 x B2 coincidence requirement.



52 NEW m.+ LIFETIME MEASUREMENT 4857

10

1
(A
(D 0—

1

z —2-
Pile —up

~ peace

0 0 ~ 0DDae 0

aaa ~ ~
~ ~ ~ PPD 000DDP

0 De 0 0 0 0 ~0 00 ~ De 0 ~ 0 ~ ~0 0 ~ ~ ~

0 0

0

00
0 a

3
10-

b) Residuals (staadard deviation)

200 400 600
Ener gy )oss in B1 (ch)

800

FIG. 2. Scatter plot of energy in Bl and "rise time" (event
time at a higher threshold; the TDC's were started by the low-
threshold signal). Note the majority of positrons have already
been eliminated by the high threshold requirement.
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the pulse height and the time difFerence at two difI'er-
ent thresholds); a combinatian of the cut based on this
(shown by the solid line in the figure) and one from B2
reduced the number of positrons by another order of mag-
nitude.

FIG. 3. (a) Time spectrum of muon yield. (b) Residuals
of the fit divided by the corresponding uncertainty. This plot
also indicates the fitting region.

C. Fits

B. Event selection II (pile up)

Events with an additional muon would lead to a shorter
measured lifetime. They deposited twice the charge in
the wide-gate ADC and were rejected mainly based on
the high-energy-loss cut of Bl. This rejection was aug-
mented by the post-pile-up logic based on TDC informa-
tion that was sensitive after 30 ns &om the first pulse
with a negligible inefficiency. The inefficiency of the pile-
up detection within 30 ns of the first pulse was estimated
to be about 1% from the events with a pile up in the
800-ns ADC gate period; the corresponding contribution
to the pion lifetime was 0.000 05 ns. One problem associ-
ated with these pile-up cuts was that a pile up occurred in
a time-dependent way, causing a time-dependent event-
rejection probability; since the inspection period was de-
termined with respect to the time of beam bursts, the
time dependence of the misidentified positron &om the
decay of the stopping muon would cause self-vetoing and
be reflected in the pile-up rejection probability. This bias,
which was estimated to be 10 for the result with only
the ADC pile-up information, was reduced to a level of
10 after the time window of the post-pile-up inspec-
tion period was extended to 8 ps to allow most muons to
decay away.

By applying all the cuts mentioned above, possible
backgrounds and distortions caused by contamination
were reduced to a negligible level, and about 70'% of the
events were histogrammed for subsequent analysis. Fig-
ure 3(a) shows the sumined time spectrum that contains
6 x 10 events.

The time spectra were fitted basically to a single expo-
nential function with the decay constant and the ampli-
tude as free parameters —additional parameters will be
discussed in the following paragraphs. The time region
for the standard fit was &om 15 to 170 ns with respect to
the beam burst (time zero). Several groups of runs were
analyzed to study dependence on the muon momentum
(or the pion source depth) and the target material. The
final result came &om the fit using the summed spectrum
of ten measurements.

Because the TDC 4208 uses digital interpolation be-
tween two clock pulses (125 MHz) to achieve 1-ns resolu-
tion, there were spikes at every four and eight channels
with amplitudes of 2%. This was the major source of
the bad y in the fit. The problem was solved by adding
to each measured interval a random time onset up to
+2 ns. This smoothing procedure reduced the gy2/DF
&om 1.6 to 1.1. After the introduction of trigonometric
functions with periods of 4 and 8 ns for the correction of
time bin variation, a typical gg2/DF further dropped to
1.0, and the 4-ns and 8-ns components were at levels of
10 4 and 10, respectively, but still the lifetime did not
change.

There were some indications of beam spills between
the unsuppressed beam bursts coming every 216.5 ns, es-
pecially nearby the unsuppressed beam bursts (or +43.3
ns from time zero); there was an obvious peak corre-
sponding to the first suppressed rf cycle in the time spec-
trum of the monitor Cerenkov counter, and, as shown by
the open circles in Fig. 4 (the measured pion lifetimes
vs the early time window edge of the 6t), there was a
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small "step" around 43 ns after the time zero. These ef-
fects were more pronounced in the data taken during the
tuning of the 1:5 selector. A term corresponding to the
first rf-cycle leakage was introduced in the fit by shift-
ing the observed time spectrum by 43.3 ns. The ampli-
tude ratio of the shifted component to the unshifted was
(6.2 6 1.6) x 10 4 from the monitor Cerenkov spectrum,
in good agreement with (5.7 + 1.6) x 10 4 as derived
&om the Gt of the pion decay spectrum. This correction
lowered the pion lifetime by 0.034 ns and contributed
significantly to the final error. The leakage limits of the
second and third suppressed rf cycles were also estimated
to be & 3.4 x 10 and & 3.2 x 10, respectively, using
the Cerenkov monitor and muon spectra from the high-
moxnentum runs. These extra leakage limits provided
additional constraints in the fit. Terms corresponding to
the second and third rf-cycle leakages were also added
in the Gt. The time region corresponding to the fourth
suppressed rf cycle, where small leakage was evident, was
not included in the Gt.

A cloud of slow pions drifting near the production tar-
get could produce a shorter measured lifetime, since they
disappeared both by decay and by moving out of the ac-
ceptance of the measurement apparatus. In order to es-
tixnate this efFect, data were taken at higher momentum
P = 30.2 MeV/c, 1.5% above the surface muon edge.
The delayed muon spectrum at this momentum provided
the ratio of the effective cloud amplitude (5.0+0.5) x 10
compared to the surface muon yield and the effective
lifetime of the coxnponent 22.9 + 1.1 ns. This compo-
nent was included in the fitting equation, and the above
values together with the uncertainties provided external
constraints to the Gt. This correction increased the ob-
served pion lifetime by 0.002 ns.

The timing resolution, which includes the effects of the
beam burst shape and the time-of-flight (TOF) varia-
tion of muons, is not crucial as long as the resolution is
much less than the separation between the time zero and
the fitting region. The measured timing resolution for

I I I
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Ear!y time window edge (ns)

FIG. 4. Pion lifetimes as a function of the early time win-
dow edge for the fit. The closed circles indicate the fit with all
the components, while the open circles indicate the fit with-
out the first; rf leakage component. The errors shown here are
total errors.

prompt muons at 31.1 MeV/c, 4.4%% above the surface-
muon edge, was about 1 ns (0), and no delayed events
were observed at a 10 level beyond 10 ns &om the
peak, except for "pions" at the corresponding TOF and
sparsely distributed misidentified positrons. Therefore,
timing resolution was not introduced in the Gt.

The final fits included these external constraints of
beam leakage and the pion cloud by adding the squares of
the deviations to the y, and all these components were
set &ee. This Gt yielded 7 = 26.0231 +0.0097 ns with a
gy2/DF = 1.00. Figure 3(b) shows the residuals of the
Gt normalized by the corresponding uncertainty. In order
to separate the statistical error &om the total error, the
parameters for the pion lifetime and the surface muon
yield were set free, while the rest were fixed at the values
corresponding to the minimum y . The statistical error
obtained was 0.0050 ns. As shown by the closed circles
in Fig. 4, the pion lifetime seems to be stable up to the
fit including the early-time region around 5 ns &om the
time zero. The error bars in the figure indicate total er-
rors. This indicates that the measured pion lifetime was
not affected by the possible distortion in the early-time
region.

Dependence on various cuts was studied by changing
one of the parameters while keeping the others at the
standard position. Variation of the energy loss cut in
B1 did not affect the lifetime around the standard cut at
channel 400. The measured lifetime started increasing as
the B1 energy loss cut was lowered below channel 200.
This was because of misidentification of positrons; with-
out the Bl energy loss cut, the pion lifetime increased
by 0.010 ns, and this change was consistent with the
estimated positron contamination level of 10 —10
without the cut. Similarly, relaxing the cuts on the en-

ergy loss in B2, pulse shape in B1, and the B2 timing
caused no noticeable effect on the lifetime. These proce-
dures confirmed that the positron suppression factor was
adequate, and a constant term in the fit was not neces-
sary. The measured lifetime was also tested for stability
against variation of the cuts on wide-gate ADC counts as
well as on the difFerence &om the short-gate ADC's that
provided additional pile-up information.

Changes in the pion population in the target by other
than the decays would result in a distortion in the de-

cay spectrum. Pion difFusion in the target was estimated
to be of the order of a micron for a period of the pion
lifetime, and the contribution to the lifetime measure-
ment was less than 10 . The &action of muons &om
other pion sources, such as pions stopping in the material
around the target and the collimators of the secondary
beam channel, was also estimated to be less than 10
Such an effect on the pion lifetime was negligible, because
the time zeros of those components were before the early-
time window edge of the fit, and their major contribution
to the time spectrum in the fitting region was just to in-
crease the amplitude of the primary component.

IV. RESULTS

Major sources of systematic uncertainties discussed
above are listed in Table I. All systematic uncertainties
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TABLE I. Systematic uncertainties. TABLE II. Lifetimes for difl'erent conditions.

Sources
Beam leakage, slow m'

Prompt positron background
Flat positron background
Pion background
Extra muons
Other pion sources
Diffusion

Uncertainties (ns)
0.0083
0.0002
0.0003
0.0002
0.0001
0.0001
0.0003

Conditions
Final result

Lifetime (ns)
26.0231+0.0097

Tests

B1B2B3 26.0210+0.0117 Positrons

Positrons, other

P = 27.6 MeV/c
P = 29.4 MeV/c

26.0288+0.0186 Positrons, m cloud
26.0196+0.0101 Diffusion

Free fiat background 26.0260+0.0113

Total uncertainty

Included in the 6t.

0.0084

C target
Be target

Slit 3 cm
Slit 4 cm

26.0198+0.0107
26.0260+0.0129

26.0226+0.0169
26.0239+0.0104

m+ dift'usion

~ cloud

were combined quadratically. The final result of our mea-
surement is 26.0231 + 0.0050 (stat) +0.0084 (syst) ns.
This is consistent with the world average, 26.030 + 0.024
ns [4].

In order to further confirm the above estimations and
nonexistence of unexpected efFects, the amplitude for the
additional flat-background component was set &ee in the
fit. The result is consistent with the standard fit and
is shown in Table II. It also shows results of analyses
of difFerent experimental conditions, i.e., requiring B3 in
the event definition, beam channel momenta, stopping
counter positions, production targets, and slit settings.
The uncertainties are a sum of statistical and systemat-

ical errors. All the results are consistent, confirming the
error estimations in Table I.

Note added. After submission of our paper, V.P.
Koptev et al. published a new pion lifetime:
26.0361 6 0.0052 ns; see Ref. [12].
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