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This paper presents a measurement of the mass of the TV boson using data collected with the CDF
detector during the 1992—1993 collider run at the Fermilab Tevatron. A fit to the transverse mass
spectrum of a sample of 3268 TV ~ p, v events recorded in an integrated luminosity of 19.7 pb gives
Mw" ——80.310+0.205 (stat) +0.130 (syst) GeV/c . A fit to the transverse mass spectrum of a sample
of 5718 W -+ ev events recorded in 18.2 pb gives Mw ——80.490+0.145 (stat)+0. 175 (syst) GeV/c .
Combining the muon and electron results, accounting for correlated uncertainties, yields M~ =
80.410 + 0.180 GeV/c .
PACS number(s): 14.70.Fm, 13.38.Be

I. INTRODUCTION

The relations among the masses and couplings of gauge
bosons allow incisive tests of the standard model of the
electroweak interactions [1]. These relations are precisely
specified at Born level; higher-order radiative corrections,
which are sensitive to the top quark mass Mq p and the
Higgs boson mass MH;ss, have also been calculated [2].
Measurements of the properties of the Z boson, as well
as measurements of atomic transitions, muon decay, and
deep-inelastic scattering, tightly constrain the relation-
ship between allowed values of Mt ~ and the W mass
M~ [3]. Precise measurements of M~ and of Mt ~, if
inconsistent with the allowed range of predictions, could
indicate the existence of new phenomena at or above the
electroweak scale. Alternatively, within the confines of
the standard model, such measurements predict MH;gg, .
The measurement of the W mass is unique among elec-
troweak measurements in its sensitivity to charged cur-
rents at large momentum transfer.

The direct measurement of the W mass has to date
been possible only at the antiproton-proton colliders at
CERN and Fermilab, accelerators with sufBcient center-
of-mass energy to produce the W. A summary of pre-
viously published measurements is given in Table I. We
present here a new measurement with a precision twice
that of the best previously published value.

This paper describes the measurement of the W mass
using W bosons observed in antiproton-proton (pp) col-
lisions produced at the Fermilab Tevatron with a center-
of-mass energy of 1800 GeV. The results are &om an

analysis of the decays of the W into a muon and neutrino
in a data sample of integrated luminosity of 19.7 pb
and decays of the W into an electron and neutrino in an
18.2 pb subset, collected by the Collider Detector at
Fermilab (CDF) during the period &om August 1992 to
May 1993.

The paper is structured as follows. A description of
the detector and an overview of the analysis are given
in Sec. II. The calibration and alignment of the central
tracking chamber, which provides the momentum scale
for the mass measurement, is described in Sec. III. Sec-
tions IV—VI are largely parallel: Section IV describes
muon identification and the determination of the momen-
tum resolution; Sec. V describes electron identification,
the transfer of the momentum scale to the calorimeter
energy scale, and the determination of the energy reso-
lution; Sec. VI describes the determination of the detec-
tor response to hadrons recoiling against the W in the
event, necessary to infer the neutrino momentum scale.
The knowledge of the lepton and recoil responses is in-
corporated in a Monte Carlo model of W production and
decay, described in Sec. VII. Section VIII describes the
eKects of background processes and radiative corrections
on the mass measurement. Section IX gives details of the
fitting method used to extract the W mass &om a com-
parison of the data and the model. Each of these sections
ends with a summary of numerical results. Section X
presents a global summary of the measured values and
the experimental uncertainties. Finally, the measured W
mass is compared to previous measurements and current
predictions.

Experiment

UA1-83
UA2-s3
UA1-84
UA1-86
UA2-87
UA1-89
UA1-89
CDF-89
UA2-90
CDF-90
UA2-92

Reference

[4]
[5]
[8]
[7]
[8]
[9]
[9]

[10]
[11]
[12]
[13]

Mode

ev, pu
eu

Mass
(GeV/cs)

81 + 5
So+"—6
S1+'

83.5 + 2.9
80.2 + 1.5
81.8 + 6.5
89+3+6
80.0 + 4.1

80.53 + 0.49
79.91 + 0.39
80.36 + 0.37

TABLE I. Some previously published R' mass measure-
ments. Not all of the measurements are independent. The
mode is the decay channel of the W used in the measure-
ment.

II. OVERVIEW

This section begins with a discussion of how the nature
of W boson production and decay motivates the strategy
used to measure the W mass. The aspects of the detector
critical to the measurement are then described. A brief
description of the data samples used for the calibrations
and for the mass measurement follows. A summary of
the analysis strategy concludes the section.

A. Nature ef W events

The dominant mechanism for production of W
bosons in antiproton-proton collisions is predicted to be
antiquark-quark annihilation, with additional contribu-
tions &om higher-order diagrams [14]. The W is pro-
duced with momentum in the transverse and longitudinal
directions relative to the center of mass of the antiproton-
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lepton

U

FIG. 1. Kinematics of lV boson production and decay for
the events used in this analysis, as viewed in the plane trans-
verse to the antiproton-proton beams. The vector u denotes
the transverse energy vector of the recoil.

proton collision. This momentum is balanced by the
momentum of hadrons produced in association with the
TV, referred to as the "recoil," as illustrated in Fig. 1.

The R' boson decays used in this analysis are the two-
body leptonic decays producing an electron or muon and
a neutrino. Since the apparatus cannot detect the neu-
trino and cannot measure the z component of the re-
coil momentum, much of which is carried in fragments
of the initial proton and antiproton at small angles to
the beams, there is insufBcient information to reconstruct
the invariant mass of the R' on an event-by-event basis.
Rather, this analysis uses the transverse mass of each W
event, which is analogous to the invariant mass except
that only the components of energy How transverse to
the beamline are used. Specifically,

where MT is the transverse mass of the R', ET, is
the transverse energy of the charged lepton (electron or
muon), and E& is the transverse energy of the neutrino. 2

The boldface denotes two-component vector quantities.
The transverse energy of the neutrino is not measured,
but rather is inferred &om momentum imbalance in the
calorimeter s:

adequate predictions of the transverse mass shape; the
distribution in u~, the component perpendicular to u~~,
is used as a sensitive test of the adequacy of the modeling.
In addition, efFects which systematically bias uI~ must be
accounted for. The transverse mass is invariant to first
order under Lorentz boosts in the transverse direction;
uncertainties associated with the TV boson transverse mo-
mentum spectrum enter into the mass measurement pri-
marily through mismeasurements of the H recoil trans-
verse energy, u, and, to a lesser extent, through accep-
tance effects. Note that the approximation of Eq. (2.3)
is shown only to illustrate these points and that the true
transverse mass is used everywhere in this analysis.

B. Detector

This section brie6y describes those aspects of the CDF
detector pertinent to the W Inass measurement. A more
detailed description can. be found in [15];recent detector
upgrades are described in [16, 17].

The CDP detector is an azimuthally and forward-
backward symmetric magnetic detector designed to study
pp collisions at the Tevatron. The magnetic spectrom-
eter consists of tracking devices inside a 3-m-diam, 5-
m-long superconducting solenoidal magnet which op-
erates at 1.4 T. The detector is divided into a cen-
tral region (30 & 8 & 150 ), end plugs (10 & 8 & 30,
150' & 8 & 170'), which form the pole pieces for
the solenoidal magnet, and forward-backward regions
(2' & 8 & 10', 170' & 8 & 178'). Muon chambers are
placed outside (at larger radius) of the hadronic calorime-
ters in the central region; toroidal steel magnets and
chambers provide additional muon coverage and shield-
ing on each end. An elevation view of one quarter of the
CDF detector is shown in Fig. 2.

ET = —(ET + u)) (2.2) f. '&eeking detector a

where u denotes the transverse energy vector of the recoil
(see Fig. 1).

When ~u~ && E&, the transverse mass measurement of
Eq. (2.1) becomes

where u~~ is the transverse energy of the recoil projected
along the direction of the charged lepton, (u E~&)/ET
The resolutions on the measurements of the charged lep-
ton energy and the recoil must be understood to make

CDF uses a cylindrical coordinate system with the z (lon-
gitudinal) axis along the proton beam axis; r is the transverse
coordinate, and P is the azimuthal angle. Pseudorapidity (rl)
is defined as q—:—in[tan(8/2)], where 8 is the polar angle
relative to the proton-beam direction. See Fig. 2.

Although energy is a scalar quantity, "transverse energy"
commonly denotes the transverse component of the vector
whose m, agnitude is the energy of the particle and direction
is parallel to the momentum of the particle.

A four-layer silicon microstrip vertex detector
(SVX) [17], used in this analysis to provide a precision
measurement of the beam axis, is located directly outside
the 1.9-cm radius beryllium beam pipe. The four layers of
the SVX are at radii of 3.0, 4.2, 5.7, and 7.9 cm from the
beamline. Outside the SVX is a set of vertex time projec-
tion chambers (VTX) [18], which provides r ztracking-
information out to a radius of 22 cm for ]il] & 3.25. The
VTX is used in this analysis for finding the z position
of the antiproton-proton interaction (the event vertex).
The event vertex is necessary for event selection, lepton
track reconstruction, and the calculation of E~. Both
the SVX and VTX are mounted inside the central track-
ing chamber (CTC) [19],a 3.2-m-long drift chamber that
extends in radius &om 31.0 cm to 132.5 cm. The CTC
has 84 sampling wire layers, organized in 5 axial and 4
stereo "superlayers" [19]. Axial superlayers have 12 ra-
dially separated layers of sense wires, parallel to the z
axis, that measure the r-P position of a track. Stereo
superlayers have 6 sense wire layers, with a 3 stereo
angle, that measure a combination of r Pand z informa--
tion. The stereo angle direction alternates at each stereo
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superlayer. Axial and stereo data are combined to form
a three-dimensional track. In this analysis, the electron
or muon momentum is measured &om the curvature, az-
imuthal angle, and polar angle of the track as the particle
traverses the magnetic 6eld. The CTC momentum mea-
surement is the ultimate source of all energy calibrations
in this experiment. Details of the calibration and align-
ment of the CTC are given in Sec. III.

Calo~naetet a

The electromagnetic and hadronic calorimeters sub-
tend. 2m in azimuth and &om —4.2 to 4.2 in pseudora-
pidity (xj). The calorimeters are constructed with a pro-
jective tower geometry, with towers subtending approxi-
mately 0.1 in pseudorapidity by 15' in P (central) or 5' in

P (plug and forward). Each tower consists of an electro-
magnetic calorimeter followed by a hadronic calorimeter
at larger radius. The energies of central electrons, used
in the mass measurement, are measured &om the electro-
magnetic shower produced in the central electromagnetic
calorimeter (CEM) [20]. The central calorimeter is con-
structed as 24 "wedges" in P for each half of the detector
(—1.1 ( xI ( 0 and 0 ( xI ( 1.1). Each wedge has 10 elec-
tromagnetic towers, which use lead as the absorber and
scintillator as the active medium, for a total of 480 CEM
towers. A proportional chamber measures the electron
shower position in the P and z directions at a depth of

6 radiation lengths in the CEM [20]. For the purposes
of triggering and data sample selection, the CEM cal-
ibrations are derived &om testbeam data taken during
1984—85. To compensate for scintillator aging, the tower
gains were corrected in March 1992 using cesium-137 p-
ray sources. Details of the calibration of the CEM are
given in Sec. V.

There are actually only 478 physical CEM towers; the lo-
cations of two towers are used for the cryogenic penetrations
for the magnet.

The central calorimeters also measure the energy flow
of particles produced in association with the O'. Outside
the CEM is a similarly segmented hadronic calorimeter
(CHA) [21]. Electromagnetic and hadronic calorixneters
which use multiwire proportional chambers as the active
sampling xnedium extend this coverage to ~q~

= 4.2 [22].
In this analysis, however, the recoil energy is calculated
only in the region of full azimuthal symmetry, ~g~ ( 3.6.
Understanding the response of these devices to the recoil
&om bosons is problematic as it depends on details of
the flow and energy distributions of the recoil hadrons.
Instead, the energy response to recoil energy is mapped
out using Z —+ ee events. Details of the calibration of
the calorimeters to recoil energy are given in Secs. VI
and VII.

8. Muon detector8

Four layers of drift chambers, embedded in the wedge
directly outside (in radius'( of the CHA, form the central
muon detection system (CMU) [23J. The CMU covers
the region ~g~ ( 0.6. Outside of these systems there is an
additional absorber of 0.6 m of steel followed by a system
of four layers of drift chambers (CMP). Approximately
84%%up of the solid angle for ~g~ ( 0.6 is covered by CMU,
63'%%up by CMP, and 53'%%up by both. Muons &om W decay
are required in this analysis to produce a track in the
CMU that matches a track in the CTC. The CMP is
used in. this measurement only in the level 1 and level 2
triggers. Details of the muon selection and reconstruction
are given in Sec. IV.

~gger and data acket sition'
The CDF trigger is a three-level system that selects

events for recording to magnetic tape. The crossing
rate of proton and antiproton bunches in the Tevatron is
286 kHz, with a mean interaction rate of 0.6 interactions
per crossing at a luminosity of 3.6 x 10 cm 2sec
typical of the data presented here. The 6rst two levels of
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the trigger [24] consist of dedicated electronics with sep-
arate data paths &om the data acquisition system. The
third level [25], which is initiated after the event infor-
mation is digitized and stored, uses a farm of commercial
computers to reconstruct events. The overall rejection
factors for each of the three levels are typically 600, 100,
and 4, respectively. At level 1, electrons are selected by
the presence of a single calorimeter tower above a thresh-
old; muons are selected by the presence of a track in the
CMU, and where there is full coverage, also in the CMP.
At level 2, electrons &om W decay can satisfy one of a
number of triggers. Some require a track to be found in
the r Ppla-ne by a fast hardware processor [26] and to
match to a calorimeter cluster; others have no track re-
quirement but require a high E-z cluster [24]. The muon
level 2 trigger requires a track with large transverse mo-
xnentum (pz) that xnatches to a muon chamber track.
At level 3, reconstruction programs that include three-
dimensional track reconstruction identify high-pz elec-
trons or muons.

Events that pass the level 3 triggers are sorted and
recorded. A subset of events, typically those &om rarer
processes (such as W decay), is written to disk in a sep-
arate data stream as well as being recorded to magnetic
tape with the bulk of the events. These events are re-
constructed rapidly after the data are taken, and, being
a smaller sample, are more easily available for analysis.
All of the data samples below, with the exception of the
inclusive electrons and the T samples, come &om this
data stream.

The data used in this anaysis come &om a recorded
integrated luxninosity of 19.7 pb [27]. A requirement
that the data not have been recorded immediately after
a long collision hall access, when the CEM phototube
gains were unstable, removes 1.5 pb &om the electron
sample.

C. Data samples

Seven data samples are employed in this analysis.
These are described brieBy below and in more detail in
subsequent sections as they are used. A list of the sam-
ples follows.

The J/g ~ pp sample. A saxnple of 60000 J/vP ~
pp, candidates is used to determine the absolute momen-
tum scale &oxn a measurement of the J/vP mass, and to
set limits on systematic effects associated with track re-
construction.

The T ~ pp sample. A sample of 2000 T —+ pp,
candidates serves as a check on the momentum scale.

The Z ~ pp Sam@/e. A sample of 330 dimuon events
near the Z mass measures the momentum resolution &om
the width of the Z peak. The sample also serves as an
additional check of the momentum scale.

The W —+ pv sample. A sample of 3268 W -+ p,v
candidates is used to measure the W mass.

The inclusive electron sample. A sample of 140000
central electrons with Ez- ) 9 GeV is used to understand
the response of the central electromagnetic calorimeter
(CEM) up to an overall normalization. A high-Ez subset
of these events is used to align the CTC.

The W + ev sample. A sample of 5718 W -+ ev
candidates is used to set the absolute CEM energy scale
&om the momentum scale, and to measure the W mass.

The Z ~ ee sam@/e. A sample of 555 dielectron events
near the Z mass is used to map out the response of the
calorimeters to W boson recoil. A subset of this sample,
259 events where both electrons land in the CEM, mea-
sures the energy resolution and serves as a check of the
energy scale.

D. Strategy af the analysis

The determination of the momentum and energy
scales is crucial to the W mass measurement. Mo-
mentum is the kinematic quantity necessarily measured
for muons; for electrons, the energy as measured in
the calorimeter is the quantity of choice as it is much
less sensitive than the momentum to the effects of
bremsstrahlung [28]. The basic architecture of the CDF
detector is a calorimeter behind a magnetic spectrome-
ter. The spectrometer measures the momentum of muons
and electrons, and the calorimeter measures the energy of
electrons. This con6guration allows in aitu calibrations of
both the momentum and energy scales directly &om the
collider data. The alignment of the CTC wires is done
with high xnomentum electrons, exploiting the charge in-
dependence of the electromagnetic calorimeter measure-
ment (both positives and negatives should give the same
momentum for a given energy) The .momentum scale of
the magnetic spectrometer is then calibrated using the
reconstructed mass of the J/g —+ pp resonance. Con-
versely, the calorimeter is calibrated by normalizing the
average calorimeter response to electrons (both e+ and
e ) of a given momentum, exploiting the uniformity, sta-
bility, and linearity of the magnetic spectrometer. The
momenta of lepton tracks &om W decays reconstructed
with the final CTC calibration typically change &om the
initial values used for data sample selection by less than
10%; the mean changes by less than 0.1%. The final
CEM calibration differs tower by tower &om the initial
calibration on average by less than 1%, with a rxns spread
of 3.5%.

The detector response to the recoil ~u~ is directly cal-
ibrated using Z —+ ee decays, in which the electron en-
ergies are well measured. This sample is used as a table
&om which one can look up the measured response ~u~

for a given p&. We assume that the response to the recoil
&om a Z of a given p~ is the same as that to the recoil
f'rom a W of the same pz.

The observed transverse mass line shape also depends
on the transverse and longitudinal W momentum spec-
tra, and the resolutions in momentum (for muons) and
energy (for electrons). As an initial guess for the p&
spectrum, the observed Z ~ ee p~ spectrum, corrected
for the effect of electron energy resolution, is used. This

Throughout this paper, momentum measurements using
the CTC are denoted as p, and calorimeter energy measure-
ments are denoted as R.
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spectrum is tuned for consistency with the observed u~
distribution. The longitudinal W momentum spectrum
is constrained by restricting the choice of parton distri-
bution functions to those consistent with the CDF W
charge asymmetry measurement [29]. The momentuxn
resolution is determined &om the width of the Z + pp
mass peak. The energy resolution is determined &om the
width of the Z ~ ee peak.

To extract the W mass, the measured W transverse
mass spectrum is Gt to transverse mass spectra simulated
by a Monte Carlo program for a range of W masses and
widths. Backgrounds are included in the simulated line
shapes. The mass shift due to electromagnetic radiative
processes is calculated by a Monte Carlo simulation and
is applied to the fitted mass. The uncertainties associated
with known systematic effects are estimated by varying
the magnitude of these effects within the Monte Carlo
simulation and refitting the data.

traversing the (8.9 + 0.9)% of a radiation length of mate-
rial (Xo) between the event vertex and the CTC tracking
volume (see Sec. V F). The correction for this energy loss
is negligible for the W ~ p,v mass measurement, but
is significant for the precision reconstruction of the J/@
mass, used to normalize the momentum scale. For elec-
trons, the effect of bremsstrahlung is not included in the
electron track reconstruction, but is dealt with in the
procedure used to transfer the momentum scale to the
calorimeter energy scale, discussed in Sec. V.

B. Calibration and alignment

The CTC calibration and alignment proceeds in three
steps. First, the relationship between the measured drift
time and the distance to the sense wire is established.
Second, the relative alignment of wires and layers in the
CTC is performed. The final step is a fine-tuning of the
alignment.

III. MOMENTUM SCALE

In this section, the reconstruction of charged-particle
trajectories and mornenta using the central tracking
chamber (CTC) is presented. The CTC calibration and
alignment, and the determination of the absolute momen-
tum scale using the J/g ~ pp resonance are described.
Checks of the momentum scale &om direct measurements
of the T ~ pp and Z + pp masses are given.

A. Track reconstruction

The momentum of a charged particle is determined
&om its trajectory in the CTC. The CTC is operated
in an axial magnetic field, uniform to within 1%. In a
uniform field charged particles follow a helical trajectory.
This helix is parametrized by curvature C (inverse diam-
eter of the circle in r-P), ixnpact parameter Do (distance
of closest approach to r = 0), Po (azimuthal direction at
the point of closest approach to r = 0), zo (the z po-
sition at the point of closest approach to r = 0), and
cot 0, where 0 is the polar angle. The helix parameters
are determined taking into account the nonuniformities
of the magnetic field using the magnetic field map (see
Sec. III C). The absolute scale of the magnetic field was
measured by inserting a NMR probe into a precise point
in the tracking volume at the end of the data-taking pe-
riod [30].

The momentum resolution is improved by a factor of 2
by constraining tracks to originate &om the interaction
point in the r /plane (th-e "beam constraint"). The z
location of the interaction point (the "event vertex") is
determined by the VTX for each event with a precision of
1 mm. The distribution of event vertices has a rms spread
of 25—30 cm, depending on accelerator conditions. The
r /location of the be-am axis is measured by the SVX as
a function of z with a precision of 10 p,m. The beam axis
is tilted with respect to the CTC axis by a slope that is
about 400 pm per m.

The xneasured muon momenta from J/@ —+ pp de-
cay are corrected for ionization energy loss (dE/Ch) in

Time-to-distance cahbr ation

Electronic pulsing, performed periodically during the
data-taking period, gives relative time pedestals for each
sense wire. Variations in drift properties for each super-
layer are rexnoved run by run [31]. Additional corrections
for nonuniformity in the drift trajectories are made based
on data &om many runs. For each primary vertex found
by the VTX, an interaction time is measured from the
associated tracks. This procedure accounts for the vari-
ation of the interaction time, as well as for any drift in
cable delays. After calibration, the CTC drift-distance
resolution is determined to be 170 pm (outer layers) to
220 pm (inner layers), to be compared with 120 pm
expected &om diffusion alone, and 200 pm expected
&om test-chamber results.

Wire and layer alignment

The initial individual wire positions are taken to be the
nominal positions determined during the CTC construc-
tion [19]. The distribution of difFerences between these
nominal positions and the positions determined with an
optical survey has a rms of 25 pm. The 84 layers of sense
wires are aligned relative to each other by requiring the
ratio of energy to momentum E/p for electrons to be in-
dependent of charge. A sample of about 10 000 inclusive
electrons with ET & 18 GeV is used for this alignment
procedure. The alignment consists of rotating each en-
tire layer on each end of the CTC by a difFerent amount
r x b,P. The measured deviation of each layer from its
nominal position after this alignment is shown in Fig. 3.

8. Eine-tuning

The W ~ ev mass sample (see Sec. V C) is used to fine-
tune the CTC alignment. The Gne-tuning removes resid-

For convenience, the requisite factor of c is dropped in the
ratio R/p.
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b(l/pT ) = —0.00025 x sin (P —Po), (3 1)

where Po is 3.6 rad and the coefficient corresponds to a
beam position displacement of 30 + 10 pm. A residual
charge difFerence in (E/p) that varies with z and 8 is also
observed. Assuming this is due to a rotation at each end
plate of the outer radius of the CTC with respect to the
inner radius, a correction of the form

h (1/pT ) = —0.000 35 x (cot 8 + z„„t,„/187), (3.2)

with z,q „in centimeters, is used. This corresponds to
a curvature distortion equivalent to a wire displacement
(at cot8 = 1.0, using zv„t,„——0) of 80 6 25 imam. Other
reasonable models of CTC twist could have been used
without a significant diQ'erence in the correction.

Residual misalignments of the CTC wires can cause a
systematic error on the R' mass. Specifically, a residual
modulation in 8, such as the one described in Eq. (3.2),
would introduce a momentum scale bias arising from the

ual global +dependent and 8-dependent charge splittings
of (E/p), using many fewer parameters than the CTC
layer alignment. The overall difFerence in (E/p) for the
e+ and e in this saxnple is (0.06 6 0.12)%, which is con-
sistent with zero. Note that a 0.12% diIFerence in (E/p)
corresponds to a curvature distortion equivalent to dis-
placing the outermost wire layer by about 8 pm in az-
imuth. A +modulated charge difference in (E/p), which
results &om a residual misalignment of the CTC with re-
spect to the beam axis, is observed. This modulation is
removed with a correction of the form

E/p

FIG. 4. The ratio of E/p for central e+ (solid) and e
(dashed) in the W ~ ev sample after all CTC alignments
and the beam constraint. The energy, E, used is calcu@,ted
after all CEM calibrations have been performed [33].

forward-backward charge asymmetry in W decay [32].
The systematic uncertainty due to the residual 0 de-
pendence is studied. using the simulation described in
Sec. VII. Residual misalignments consistent with the sta-
tistical precision on the parameters in Eq. (3.2) could
contribute up to a 0.02% scale uncertainty, correspond-
ing to 15 MeV/c on the W mass. This is taken as an
uncertainty common to the electron and muon analyses.
Figure 4 shows the E/p distributions for e+ and e after
all alignments.

C. Momentum scale determination

The momentum scale is determined by normalizing the
observed J/vP —

& pp peak to the world-average mass [34].
The invariant mass spectrum of 60000 muon pairs &om
J/@ decay is shown in Fig. 5. A list of the systematic un-
certainties on using the J/@ mass to set the momentum
scale is given in Table II. The tabulation includes the un-
certainty incurred when extrapolating from the momenta
characteristic of J/@ decay to the xnomenta of leptons
&om W decays, expressed as an uncertainty on the J/vP
mass. The entries in the table are described below in the
order they appear.

Statistics. The J/@ data are fit to a Gaussian with
a linear background in a 100 MeV/c window centered
on the world. -average mass. The fit determines the mean
with a statistical accuracy of 0.1 MeV/c2. Fits using
wider windows yield shifts in the mass consistent with
expected shifts due to the radiative tail. A fit to the
shape derived &om a simulation that includes radiative
efFects gives a consistent result (see Fig. 5).

Muon energy loss. The momentum of each muon is
corrected for energy loss in the material traversed by
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FIG. 5. The measured dimuon mass spectrum (points),
near the J/@ mass in a 200 MeV/c window. Upper:
The curve is a Gaussian fit with a linear background in
a 100 MeV/c window. The arrows delimit the fxt region.
Lower: The curve is a Monte Carlo simulation including ra-
diative effects.

the muon. The amount of material is measured in ra-
diation lengths booxn the tail of the E/Ix distribution for
W electrons (see Sec. V). For a given radiation length,
the muon energy loss has a dependence on the type of
material. A correction is made to the J/@ mass based
on the measured material. An uncertainty is calculated
&om the uncertainty in the amount and the type of ma-
terial. The J/vP xnass correction due to energy loss is
3.7 + 1.2 MeV/c2.

Beam constraint. Since many J/@ mesons come from

Effect

Statistics
Muon energy loss before tracking
Ream constraint
Opening polar angle eRect
Residual field nonuniformity
Background
Time variation
Radiative decay
Uncertainty in world-average M~/~
Subtotal

Uncertainty
(MeV/c )

0.1
1.3
0.3

0.6
0.1
0.5
0.2
0.1
1.6

TABLE II. Uncertainties on using the J/vP mass to set the
momentum scale for electrons and muons from W decays, ex-
pressed as the uncertainty on the J/g mass in MeV/c . The
tabulation includes the uncertainty incurred when extrapolat-
ing from tracks in J/@ decays to tracks with zero curvature.

decays of B mesons, which decay some distance &om the
primary vertex, the measured J/@ peak may be shifted
by the application of the beam constraint. The di8'erence
in the J/g mass between a fxt using the beaxn constraint
and a Gt using only a constraint that the two muons orig-
inate &om the same point is 0.3 MeV/c2. This difference
is taken as an uncertainty.

Opening polar angle. A dependence of the measured
J/@ mass on the opening polar angle (E cot 8 = cot 8„+-
cot 8„-) between the two muons is observed (see Fig. 6).
For the purpose of studying the systematics oxx the J/@
mass only, the stereo angle dependence is reduced by
scaling cot 0 as follows:

cot 8 (scaled) = 0.999 x cot 8. (3.3)
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I I I I
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h, cot 8„
0.5

The W mass measurement (as opposed to the J/Q mass
measurement) does not use this cot 8 scaling since only
the scale for transverse momentum is critical [35]. To
keep the momentum scale determination independent of
polar-angle efFects, the mass is Gtted versus 4 cot 0 to a
quadratic and the value at 4 cot 8 = 0 is used to deter-
mine the J/@ mass [36].

Residual field nonuniformity. The variations of the
magnetic Geld both in magnitude and direction are small
within the CTC active volume; ]B(r)—B(0) z~/H(0) has
a maximum value of a few percent, occurring at the outer
radius of the end plates of the CTC. Corrections to the
track parameters for the field nonuniformity are based
on a mapping of the Geld done in 1986, using a rotating
search coil at a solenoid current of 5000 A [37]. During
the data-taking period, the solenoid was actually run at
a current of 4650 A. Due to saturation in the iron return

Extrapolation from M~/~ to M~
Total

0.9
1.8

FIG. 6. The variation of the measured J/@ mass with
b, cot 8 before (upper) and after (lower) scaling cot 8. The
lines represent a quadratic fit.
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yoke, the magnetic field is not exactly proportional to
th l 'd current. A model of the iron structure ant e so enoi curren .
its saturation properties is used to correct for t s, wi

b 4650~5000the largest deviation &om a simple scaling y
being 0.2% near the outer edge in z of the CTC. The
model has been checked using search coil data taken at a
few points with the solenoid at 4500 A, with agreement
to within the measurement uncertainty of 2 x 10 4 T.
The eff'ect of the combined mapping and saturation cor-
rections on the J/g mass is shown in Fig. 7, as a func-
tion of cot 8 + + cot 8„-.The eKects of any residual fieldP+ IJ

nonuniformity are sought by looking at the vanatzon of
the J/g mass as a function of Zz = z + + z„
is the track position at a radius of 100 cm. The mass is
plotted as a function of Zz in Fig. 7 and the deviations
are fit to a line [38]. The difFerence across the fit region
is 0.6 MeV/c2, which is taken as the uncertainty on the

Background. The uncertainty of the measured J/g
mass due to uncertainty in the background shape is es-
timated by fitting both linear and quadratic background
shapes to the data. It is determined to be less than 0.1

Time variation. An unexplained time variation of the
J/@ mass is observed over the data-taking period as
shown in Fig. 8. The rms deviation, 0.5 MeV/c, is taken
as a systematic uncertainty. If this variation is due solely

erly averaged by the procedure of setting the momentum
scale, and no uncertainty would need to be taken.

Radiative decay. The measured mass must be cor-
rected for +ED radiative effects in J/g decay. The cor-
rection is determined using Monte Carlo simulation (see
Fig. 5) to be 0.56 + 0.20 MeV/c . The systematic un-
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modeling of resolutions, fitting procedures, and t e ac-
ground shape.

Uncertainty in the world-average M~yy. The uncer-
tainty in the world-averaged J/@ mass, 0.04 MeV/c2, is

average muon pT' is 3 GeV/c. The average muon pT'
from W decay is 38 GeV/c. However, the CTC does
not directly measure momentum, but curvature, i.e., in-
verse momentum, for which the difference between the
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J/g and the W is much smaller than the range in the
J/@ data. The most likely forms for nonlinearity iri the
CTC momentum measurement are linear in the average
1/pT, of the two rnuons [39]. Figure 9 shows the variation
of mass with the average 1/p2& of the two muons, before
and after the scaling of cote given in Eq. (3.3). Fitting
a line and extrapolating from (1/pT, ) = 0.14 (GeV/c)
to (1/p2T) = 0 gives the systematic uncertainty due to
nonlinearity. To be conservative, the nonlinearity mea-
sured before scaling by cote is used. The extrapolation
yields an uncertainty of 0.9 MeV/c2 when expressed as
an uncertainty on the J/@ mass.

The uncorrected measured value for the J/@ mass,
extracted by fitting the data in Fig. 5 (see Sec. IIIC)
and applying energy-loss and radiative corrections, is
3097.3 + 1.6 MeV/c2. The momentum scale is corrected
by a factor of 0.99984+0.000 58 for the J/@ mass to agree
with the world average of 3096.88 6 0.04 MeV/c2 [34],
where the uncertainty on the correction factor includes
the term accounting for the extrapolation to the W mass.
This corresponds to a correction of —11 + 50 MeV/c2 at
the W mass.

TABLE III. Measured masses of the T ~ pp, and Z ~ pp
resonances compared to the published values [34]. The first
uncertainty on the corrected value is from statistics. The sec-
ond is the systematic uncertainty from the momentum scale.

Resonance

T(1S) -+ yp
T(2S) m pp
T(3S) -+ py,

Z~pp

Corrected mass
(MeV/c )

9460 + 2+ 6
10029 + 5 + 6
10 334 + 8 + 6

91 020 + 210 + 55

World-average mass
(MeV/c )

9460.4 + 0.2
10 023.3 + 0.3
10 355.3 + 0.5

91187+7

E. Summary

The absolute momentum scale is determined by nor-
malizing the measured J/@ mass to the world-average
mass. The momentum scale needs to be corrected by a
factor of 0.99984+0.000 58. A 50 MeV/c2 systematic un-
certainty in the W mass measurement is ascribed to the
procedure. The possibility of remaining misalignments
adds a 15 MeV/c2 uncertainty to the W mass measure-
ment.

D. Checks IV. MUON MEASUREMENT
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PIG. 10. The dimuon mass spectrum near the T mass.
The 6ts are Gaussians with a quadratic background.

The mass peaks of the first three T resonances are
shown in Fig. 10. These check the CTC momentum scale
using pairs of tracks with larger opening angles than in
J/@ ~ p,p decays. The measured mass values, after
the absolute scale determination and a @ED radiation
correction of +3+1 MeV/c2, are shown in Table III. The
agreement for the 1S and 2S masses is good; the value
for the 3S peak shows a marginal discrepancy. Note that
the 3S peak area is dominated by background.

The mass of the Z boson measured in Z ~ pp de-
cays checks the momentum scale using tracks with curva-
tures comparable to those used to measure the W mass.
The measurement is limited by the finite statistics in the
peak. The measurement, described in detail in Sec. IV,
includes the effects of Drell-Yan interference, radiative
decays (Z —i @pe) and the detector resolutions discussed
in Sec. VII. The measured value, Mz = 91.02+ 0.21(stat)
+ 0.07(syst) GeV/c2, is in good agreement with the re-
sult of Mz = 91.187+0.007 GeV/c [34] from the CERN
e+e collider LEP. The tracking resolution is extracted
simultaneously with the momentum scale; the result is
given in the following section.

A description of muon reconstruction is given. The
W —+ pv and Z + pp event samples are described. The
momentum resolution is extracted &om the width of the
Z ~ pp, peak and the momentum scale is checked &om
the measured Z mass.

A. Muon identa6catxon

The W mass analysis uses muons traversing the cen-
tral muon system (CMU), which consists of four layers of
drift cells directly outside (in radius) the central hadron
calorimeters (CHA), covering the region ~rl~ ( 0.6. Muon
tracks in the CMU are reconstructed using the drift
chamber time-to-distance relationship in the transverse
(P) direction, and charge division in the longitudinal (z)
direction. Resolutions of 250 p,m in the drift direction
and 1.2 mm in z are determined &om cosmic-ray stud-
ies [23]. Track segments consisting of hits in at least three
layers are found separately in the r Pand r zplanes. --

These two sets of segments are merged and a linear fit is
performed to generate three-dimensional track segments.

Muons &om W or Z decays are identified in the fol-
lowing manner. To be considered a muon candidate,
the muon track in the CTC must have pT greater than
18 GeV/c. The track is extrapolated to the muon cham-
bers (CMU) through the electromagnetic and hadronic
calorimeters. There are approximately five hadronic ab-
sorption lengths of material between the CMU and the
CTC. The muon extrapolation must match to a track
segment in the CMU. The r x KP matching is required
to be within 2 cm; the rms spread of the matching is
0.5 cm. In addition, the muon is required to have an en-
ergy deposit in the calorimeters consistent with that of
a high-pz muon. The energy in the CEM tower(s) tra-
versed by the muon, which is 0.3 GeV on average, must
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be less than 2 GeV; the energy in the CHA tower(s),
which is 2 GeV on average, must be less than 6 GeV.

To increase the number of Z + pp events, one of the
two muons is not required to have a track segment in the
muon chambers, but is only required to have an energy
deposit in the calorimeters consistent with that of a high-
pz muon. This allows muon acceptance out to ~t7~ 1.0.

B. W' ~ pu sample

The event sample selection for the W + pv mass
measurement is intended to produce a sample with low
background and with well-understood muon and neutrino
kinematics. The selection yields a sample that can be
accurately modeled by simulation, and also preferentially
selects those events with the best resolution on the trans-
verse mass. The W ~ p,v sample extraction begins with
11748 events that pass a level 3 high-pT muon trigger
and satisfy the requirements on the muon and neutrino
of p~& ) 18 GeV/c and E& ) 18 GeV. From these, a fi-
nal sample is selected with the criteria listed in Table IV.
The event vertex chosen is the one reconstructed by the
VTX to be closest in z to the origin of the muon track,
and is required to be within 60 cm in z of the origin of
the detector coordinates. To reduce backgrounds &om
heavy flavor and other jet production, as well as &om
W —+ wv decays, p& and ET" are required to be greater
than 25 GeV. To reduce background &om cosmic rays,
the following two cuts are applied. First, the muon track
must satisfy ~Do~ & 0.2 cm, where Do is the impact pa-
rameter in the r /plane of t-he muon track with respect to
the origin of the detector. Second, the muon track must
satisfy ~zvertex ztrack~ & 2 cm, where ztrack and zvertex are
the z position of the muon track and of the vertex closest
to the muon track, respectively. These criteria also re-
move some muons which come &om the decay in Bight of
pions and kaons. Backgrounds &om Z ~ pp and remain-
ing cosmic rays are reduced by rejecting events contain-
ing any additional track with pT ) 10 GeV/c. To reduce
background &om heavy-favor decays and jets faking lep-
tons, events containing a jet with Ez ) 30 GeV and
events with recoil energy (see Sec. VIA) ~u~ ) 20 GeV
are rejected. The 6nal W sample contains 4663 events,
of which 3268 are in the region 65 & MT & 100 GeV/c2.

C. Z ~ p,gs sample

TABLE IV. Criteria used to select the TV —+ pv sample.

Criterion

Initial Sample
~
zvertex

~
& 60 cm

p~ ) 25 GeV/c
Ez- ) 25 GeV
~Dp~ & 0.2 cm
~Zvertex Ztrack~

No other tracks with pT ) 10 GeV/c
No jets with ET ) 30 GeV
(u( & 20 GeV

Fit region: 65 & MT & 100 GeV/c

Events
remaining

11748
11127
7612
6797
6155
5754
4972
4839
4663

3268

D. Z -+ p.p, mass spectrum

To measure the Z mass and the muon momentum reso-
lution, the mass distribution of the Z ~ pp data, shown
in Fig. 11, is Gt to simulated line shapes, which are gen-
erated at various values of Z mass and momentum reso-
lution, with the Z width fixed to the world average [34).
The Z events are simulated with a leading order calcula-

TABLE V. Criteria used to select the Z ~ pp sample.

chambers. Selection criteria are applied for the final Z
sample as listed in Table V. Both muons are required to
have pT ) 25 GeV/c. The second muon is required to
traverse all wire layers of the CTC so that the track res-
olutions of both muons are the same as the resolution of
muons &om W decay. To reduce cosmic rays, the same
impact parameter and z-vertex matching criteria used
to select the W + pv events are applied to both muon
tracks. Additional cosmic rays are removed when the two
muon tracks can be Bt as one continuous track, consis-
tent with being a cosmic ray. To reduce background &om
heavy-favor decays and jets faking leptons, events with
a (third) track of pT ) 10 GeV/c, with a jet of ET )
30 GeV, or with ~u~ ) 20 GeV are rejected. The event
selection yields 330 Z candidates in the invariant mass
range from 76 to 106 GeV/c2. There are no same-sign
(++ or ——) events in this sample.

A sample of Z ~ pp events is used to check the mo-
mentum scale and to measure the momentum resolution
in the high-p~ region. The sample extraction begins with
1181 events that pass a level 3 muon trigger and have
two muon candidates, each with pT ) 18 GeV/c. As
described in Sec. IV A, at least one muon is required to
pass through the CMU (the "first" muon). The "sec-
ond" muon is not required to pass through the muon

The beam position and the origin of the detector differ by
0.1 cm in the r r/r plane. -

Criterion

Initial sample
~
&vertex (

First muon pz ) 25 GeV/c
Second muon p~ ) 25 GeV/c
Second muon traverses all CTC layers
~DO~ & 0.2 cm for both muon tracks
~Z„«tex —Ztrack~ & 2 Cm fOr bOth muOn traCkS
Two muons not consistent with a cosmic ray
No other tracks with pT ) 10 GeV/c
No jets with E ) 30 GeV
~u~ & 20 GeV
76 & Mz & 106 GeV/c

Events
remaining

1181
1083
966
928
750
493
415
408
385
377
359
330
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This resolution is used in the simulation of track mo-
menta for the W mass measurement.

tracted &om the fit to the observed Z width, using
I'z = 2.490 + 0.007 GeV [34]:

E. Summary

30

20

0 +f i+i+1 t ~ i I I I

60 70 80 90 100 110 J120

pp, mass (GeV/c')

The track momentum resolution at high-pT is mea-
sured to be bpT /pT

——0.00081 + 0.00009 (GeV/c)
The track momentum scale in the high-pT region
is checked &om the invariant mass distribution of
Z + pp events. The extracted mass of the Z is
Mz = 91.02 + 0.22 GeV/c .

FIG. 11. The dimuon mass spectrum near the Z mass.
The arrows indicate the fit region of 76 to 106 GeV/c .

tion (pg = 0) that includes the Drell-Yan p and Z con-
tributions and radiative decays, Z -+ @pe [40, 41]. The
radiative decays shift the mass by 310 MeV/c2. The sim-
ulated Z is given a transverse momentum selected &om
the Z ~ pp data (see Sec. VII).

Table VI contains a list of the systematic uncertain-
ties on the mass and resolution. The largest uncertainty,
other than that &om the momentum scale, is &om ra-
diative effects due to not including initial state electro-
magnetic radiation in the calculation. The effect of the
missing diagram is evaluated by using another calcula-
tion [42], which does include initial state radiation. The
uncertainty is estimated to be 40 MeV/c2 on the Z mass.
The choice of parton distribution functions contributes a
negligible uncertainty. The uncertainty &om the choice
of the pT spectrum is shown to be negligible for variations
constrained by the measured pT spectrum.

The 6tted mass is

V. ELECTRON MEASUREMENT

The measurement of the electron energy dominates the
transverse mass measurement for the W ~ ev analy-
sis. Section VA begins with a description of the central
electron reconstruction algorithm. Section VB describes
a calibration of the CEM which equalizes the energy
response &om tower to tower, reduces dependences on
shower position, and corrects for time dependences. The
W m ev and Z + ee samples are described in Secs. V C
and V D. The extraction of the energy resolution from the
Z ~ ee data is described in Sec. V E; a check using the
W ~ ev data is also described. In Sec. VF, the W ~ ev
data are used to determine the energy scale using a Bt
to the peak of the E/p spectrum. A measurement of the
CEM energy nonlinearity, which affects the Z mass mea-
surement, but not the W mass measurement, is described
in Sec. V G. Finally, in Sec. V H, the measurement of the
mass of the Z ~ ee peak is presented as a check of the
energy scale.

A. Electron reconstruction

Mz = 91.020 + 0.210(stat)
+0.040(syst) + 0.055(scale) GeV/c . (4.1)

This value is consistent with the value of Mz ——91.1876
0.007 GeV/c2 [34]. The momentum resolution is ex-

The energy of a central electron is reconstructed &om
the sum of the energies measured in a cluster of towers
in the CEM. For each tower, the geometric mean of the
charge &om the two phototubes, one on each side in az-

TABLE VI. Summary of uncertainties in measuring the Z mass and the momentum resolution.

Effect

Statistics
Momentum scale
Radiative corrections
Fitting
Parton distribution functions
pT spectrumz
Total

Uncertainty on M&
(MeV/c )

210
55
40
10

220

Negligible
Negligible

Uncertainty on bpT /pT
(GeV/c)
0.000 085

0.000 010
Negligible

0.000 086
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imuth, is used as the measure of the tower energy. To
construct clusters of energy, seed towers are chosen from
an event as the towers with the largest transverse energy.
The two towers on either side in the z direction ("shoul-
der towers") are included in the cluster, unless this would
require crossing the boundary at g = 0, in which case the
cluster consists of just two towers. Once a tower is used
as a shoulder, it cannot be used as a seed. Central elec-
tromagnetic clusters whose seed tower is in the rings of
towers with 1.0 ( ~r1~ ( 1.1 are excluded &om this anal-
ysis. The energy of the electron is taken as the sum of
electromagnetic energies in the cluster of seed and shoul-
der towers. Individual clusters continue to be identified
in this way until no towers above the seed tower threshold
of 5 GeV remain. For the cluster to be considered as an
electron, the ratio of the hadronic energy summed over
the towers in the cluster to the electromagnetic energy
in the cluster must be less than 10'%%uo.

B. Energy calibration, excluding scale
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To improve the energy resolution of the CEM calorime-
ter, corrections are applied to account for known varia-
tions of the response due to differences among towers, de-
pendences on shower position within a tower, and time
dependences over the course of the data-taking period.
These corrections are determined using inclusive central
electrons with Ez ) 9 GeV, which have their momentum
and energy measured independently using the CTC and
the CEM, respectively. The momentum measurement in-
cludes the beam constraint, described in Sec. III A. These
electrons are predominantly produced &om the decays
of particles containing charm or bottom quarks. The
trigger selection and electron identification are similar
to those described in [43]. An additional requirement
that ET +pT c )22 GeV is applied so that the E/p dis-
tributions are minimally biased by the hardware trigger
thresholds at ET = 8 GeV and pT ——9 GeV/c. A sam-
ple of about 140000 electrons is selected with the same
fiducial criteria and &om the same runs as the electrons
in the R' ~ ev saxnple. These data are used to remove
calorimeter nonuniformities and time dependence as de-
scribed below.

Tower-by-toner calibration. An average gain for each
tower is determined for the first and second halves of the
data-taking period, before and after an accelerator shut-
down in January 1993, during which the collision hall
was open for several weeks. The responses are deter-
mined using the 100—200 electrons per tower collected in
each half of the data-taking period. Approximately 20
of the CEM towers without enough inclusive electrons to
be calibrated are excluded &om being seed towers for at
least one of the halves of the data-taking period.

Response maps. The variations in response ("response
maps" ) due to the position of the shower within the tower

The geometric mean is used to reduce the dependence of
the energy measurement on local shower position due to light
attenuation in the scintillator.
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FIG. 13. The mean of E/p in the range 0.9—1.1 for the

electrons in the W sample after all corrections. Upper: as
a function of the distance to the closest tower boundary in
the z direction. Lower: as a function of the number of days
since August 26, 1992. For each plot the line represents the
average.

z (cm)
FIG. 12. The mean of E/p in the range 0.9—1.1 for the

electrons in the W sample after all corrections. Upper: as a
function of azimuthal distance from the center of the tower.
Lower: as a function of z measured from the center of the
detector. For each plot the line represents the average.
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FIG. 14. Distribution of total correction factors applied.
to the energies of the electrons in the R' —+ eu sample.

were xneasured in the testbeam in 1984—85 [20] for each
of the 10 tower types in a wedge. The high statistics of
the inclusive electron sample allows additional adjusting
of the response maps for each tower type with 0.5% sen-
sitivity. Figures 12 and 13 show the relative response for
electrons in the 6nal TV sample, after all corrections, as
a function of shower position in the azimuthal and z di-
rections. In these 6gures, x~, ~ denotes the distance of
the shower &om the center of a calorimeter tower in the
azimuthal direction, z denotes the position of the shower
along the z axis &om the center of the detector along the
calorimeter, and z,dz denotes the distance of the shower
&om the nearest edge of the calorimeter tower in the z
direction. The shower position is measured at a depth of
6 Xo in the calorimeter.

Time-dependent correction. The energy response is
observed to drop by 3.5% over the data-taking period.
This change is also observed in the cesium-137 source
calibrations. The variation is reduced by 6tting the en-
ergy response measured with the inclusive electron data
as a function of time. The correction consists of eight
independent slopes, one for each of the four segments of
the high-voltage distribution system, for each half of the
data-taking period. Figure 13 shows the average energy
response, after all corrections, as a function of elapsed
time during the data-taking period. No obvious pattern
is observed in the changes among the towers. There is
a weak correlation with the segmentation of the high-
voltage distribution, which is also the physical segmen-
tation of the calorimeter. However, in spite of some (also
weak) correlations with temperature effects, no conclu-
sive explanation for the eKect has yet been found.

Figure 14 shows the distribution of the total correction
factors for the electrons in the W sample. The factors
include the corrections due to individual tower response,
shower position within a tower, and time. The spread of

these corrections is sxnall, 3.5%, with no electron receiv-
ing a correction larger than 15%.

The inclusive electron data are not used to set the ab-
solute energy scale for the calorimeter because the sample
contains a large background &om hadrons misidenti6ed
as electrons. The sample also contains electrons &om
photon conversions and electrons &om heavy-Havor de-
cays. The energy Bow near the electron for such pro-
cesses is difBcult to model. Consequently, electrons &om
R' decay are used to determine the absolute energy scale
as described in the following sections.

C. W ~ eu sample

The event selection for the TV -+ ev mass measurement
is intended to produce a sample with low background and
well-undersI'-rod electron and neutrino kinematics. The
selection begins with a 26887-event sample collected (us-
ing the on-line calibrations) by selecting events having
ET" ) 22 GeV and an electron with ET' ) 22 GeV,
p& ) 13 GeV/c, and electromagnetic energy fraction
greater than 90'%%up. The criteria applied to make the final
sample are listed in Table VII. A line-by-line description
of each of the criteria in Table VII constitutes the rest of
this section. Events &om runs immediately after a long
detector access are removed since temperature and other
conditions in the collision hall were unstable. To reduce
background &om Z ~ ee events, one and only one elec-
tron candidate may be present in the event [44]. The
event vertex is chosen as the closest one reconstructed
by the VTX to the origin of the electron track and must
be within 60 cm in z of the origin of the detector coordi-
nates. The rms residuals of hits used in the 6tted track
must be less than 350 pm. The electron track after the
beam constraint must extrapolate to within 5 cm in z
of the event vertex. The x /impact par-ameter of the
electron track relative to the beam axis before the appli-
cation of the beam constraint must be less than 1 cm.
The electron position in the central detector must pass
extremely tight fiducial criteria [45]. The transverse mo-
mentum of the electron track must change by less than
three standard deviations when beam constrained. The
electron E~ and the neutrino Ez are each required to
be greater than 25 GeV, after all calibrations, to reduce
backgrounds while retaining most of the W events. The
electron track pT, after all calibrations and the beam
constraint, must be greater than 15 GeV/c. Note that
the minimum transverse energy requirement presupposes
knowledge of the electron energy scale so the event se-
lection and calibration procedure requires one complete
iteration. Rejecting events with jets with ET ) 30 GeV
or events with recoil ~u~ ) 20 GeV reduces background.
In addition, these criteria keep the events with the best
resolution in transverse mass, and they yield a sample
which is easier to simulate. No event with another track
with pT &10 GeV/c is allowed. A track-isolation require-
ment rejects events with tracks of pT & 1 GeV/c within
a cone of g(b, g)2 + (baal)2 ( 0.25 around the electron
track. This reduces background without excessively bi-
asing the topology of the event. The 6nal TV sample
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TABLE VII. Criteria used to select the W ~ ev sample.

Criterion

Original sample
Run not immediately after a long access
Exactly one electron candidate
Izvertexl & 60 cm
rms Electron track residuals ( 350 pm
Electron track can be attached to a vertex
Electron track impact parameter (1.0 cm
Electron track beam constr. pull ( 3.0o
Electron is 6ducial
ET & 25 GeV
ET" & 25 GeV
pT & 15 GeV/c
~u~ & 20 GeV
No jets with ET & 30 GeV
No other track with pT & 10 GeV/c
Track isolation around electron

Fit region: 65 & MT & 100 GeV/c
Scale fit region: 0.9 & E/p & 1.1

Events
remaining

26 887
24 722
23 693
22 425
21 815
21 549
21 519
20 189
14 001
13025
10 739
10 399
9072
8961
8657
8067
5718
4425

Luminosity
(pb ')

19.7
18.2

contains 8067 events, of which 5718 are in the region
65 (M~~ & 100 GeV/c .

D. S -+ ee sample

The Z ~ ee sample serves two purposes in under-
standing the electron energy response. The width of the
Z ~ ee peak measures energy resolution. The extracted
Z mass serves as a check on the determination of the
energy scale.

The selection of Z ~ ee events with one electron de-
tected in the CEM is kept as close as possible to that
of the R' -+ ev event selection described above, requir-
ing one central electron, and a second electromagnetic
cluster within ~ri~ & 4.2. The criteria used to extract
the Z + ee sample from the 3366 candidates are listed
in Table VIII. Most of these criteria are described in
the preceding section. If both electrons &om the Z are
detected in the CEM, then which electron is considered
"first" is determined randomly. Otherwise, the central

TABLE VIII. Criteria used to select the Z —+ ee sample.

Criterion

Original sample
Run not immediately after a long access
Exactly two electron candidates (one in CEM)
( z~ertex (

First electron track residuals (rms) & 350 pm
First electron track can be attached to a vertex
First electron track impact parameter (1.0 cm
First electron track beam constr. pull ( 3.0cr
First electron fiducial (CEM)
Second electron fiducial (CEM, PEM, FEM)
First ET & 25 GeV
Second ET'* ("inferred" ) & 25 GeV
First pT & 15 GeV/c
Second pT & 15 GeV/c (if central)
~u~ & 20 GeV
No jets with ET & 30 GeV
No extra track with pT & 10 GeV/c
Track isolation around 6rst electron
Track isolation around second electron
Sl & Mz & 101 GeV/c'
Central-central
Central-plug
Central-forward

Events
remaining

3366
3114
2535
2422
2379
2361
2361
2244
1555
1241
1121
994
950
947
857
853
681
628
612
543
259
246
38

Exposure
(pb ')

19.7
18.2
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electron is dubbed "6rst." The requirement that the sec-
ond electron ET be above 25 GeV uses an ET that is
inferred from the first electron and the underlying event,
so that the Z selection closely xnixnics the requirement
on neutrino transverse energy in the W selection. The
event selection yields 543 Z ~ ee candidates in the range
81 ( Mz ( 101 GeV/c . From this sample, a subset of
259 central-central Z ~ ee events is used to extract the
Z mass and to measure the electron energy resolution.
There are no same-sign events in the 259-event central-
central sample.

(38.2 GeV), indicates that K=(l.l 6 1.1)%, which agrees
well with the number obtained &om the Z m ee data [46].

The value of e is also consistent with expectations
based on simple calculations. Since only 100—200 inclu-
sive electrons were available to set the gain in each tower
for the first and second halves of the data-taking period,
and since the rms of E/p for the inclusive electrons is
9%, tc should be at least 0.8%. Imperfections in the cali-
bration. procedure would make e slightly larger.

F. Energy scale calibration

E. Energy resolution

The width of the Z ~ ee peak is used to measure
the electron energy resolution. The energy resolution is
parametrized by

(bE i ~(13.5 6 0.7)% GeV' +~',
) I, v'E )

(5.1)

~ = (1.0 +1.0)%. (5 2)

The lower bound is determined by the constraint that e
be positive.

A consistency check can be made by examining the
width of the spectrum of the ratio of E/p for the electrons
in the W ~ ev sample. The e6'ects contributing to the
width of the E/p peak are the CEM energy resolution,
the CTC momentum resolution, and bremsstrahlung.
The ratio of cr to means of the E/p peak fit to a Gaus-
sian (see Fig. 17) over the interval 0.9 ( E/p ( 1.1 is
(4.30 + 0.05)%. This ratio becomes (4.03 + 0.05)% when
the spreading due to brexnsstrahlung is removed. Us-
ing Eqs. (4.2) and (5.1), and the (E&) of these electrons

The denominator uses ET because of the tourer construc-
tion [20].

This is difFerent from the fractional rms over a Qnite
interval.

where the first term is the "stochastic term" due to sta-
tistical Buctuations in energy response among electron
showers, measured with an electron testbeams [20]. In
the second term, tc accounts for residual gain varia-
tions not corrected by the calibration procedure. For ex-
ample, imperfections in the time-dependent or position-
dependent calibration would be absorbed by K.

The value of K is extracted from the observed width of
the Z + ee peak. The main contributions to this width
are the intrinsic width of the Z, radiative decays (Z +

eel), and the smearing due to CEM energy resolution.
The &actional rms of the peak in the interval 81 & M
101 GeV/c2 is (3.45 + 0.18)%. Line shapes of Z -+ ee
including the above three contributions to the width are
generated using an event simulation similar to that used
for the W events (described in Sec. VII) for different
assumed constant terms. The data indicate that the best
constant term to use in Eq. (5.1) is

No. of events with 1.3 ( E/p ( 2.0
No. of events with 0.8 ( E/p ( 1.2 (5.3)

is measured to be 470/4686. For the simulation to re-
produce this tail, the accounting of the material must be
increased by a scale factor, (, of 1.40+ 0.14. The sources
of the uncertainty on this number are suxnmarized in Ta-
ble IX. A statistical uncertainty of 0.10 (0.6% X'0) is due
to the finite number of events in the tail. An uncertainty
of 0.03 (0.2% Xs) is the limit on the effect of backgrounds
in the sample, measured by adding requirements on the r-

The energy scale of the CEM calorimeter is determined
&om a line-shape coxnparison of the observed E/p dis-
tribution for electrons &oxn TV —+ ev decay to a detailed
Monte Carlo prediction of this distribution. The electron
may lose energy to photons either as it is created &oxn
the W decay (internal bremsstrahlung) or as it passes
through material (external bremsstrahlung). Since the
associated photons are usually collinear with the electron,
they often are included in the electron calorimeter clus-
ter, so that the energy response is relatively unafFected by
the bremsstrahlung process. In the case of either internal
or external bremsstrahlung, the electron momentum, p,
is typically lower than the electron energy measurement
E producing the long tail in E/p

The modeling of the E/p spectrum uses the same event
modeling described in Sec. VII and also includes the con-
tribution &om the three-body R' decay matrix element
for W ~ eve [40, 41]. Electrons and photons are stepped
through the material from the beam line through the
CTC; the processes of electron bremsstrahlung and pho-
ton conversion as described by Tsai [47] are included.
The simulation propagates the electron and its associated
photons to the calorimeter, and forms an electromagnetic
cluster.

The simulation of the shape of the E/p distribution re-
quires knowledge of the amount of material traversed by
the electrons before their momentuxn is measured, since
low-energy bremsstrahlung shifts the peak of E/p. The
amount of material traversed by an electron traveling
&om its origin to the middle of the CTC is extracted
&om a direct accounting, created when the material was
constructed or installed. The mean material traversed
by electrons in the W sample is predicted to be 6.4% Xo
as shown in Fig. 15. The amount of material actually
present is measured &om the size of the E/p "tail" rela-
tive to the "peak, " which electively counts the nuxnber
of hard bremsstrahlung events. The value of
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FIG. 15. Upper: Amount of material traversed by each
electron in the W sample up to the middle of the tracking vol-
ume as predicted by the direct accounting. Lower: Variation
of (E/p) in the data and simulation before scaling material.
The mean of (E/p) is taken in the interval from 0.8 to 1.2.

z shower pro61e shape and the track-shower match. The
electron momentum and energy resolutions are varied
and the e8'ect on the estimate of the amount of material is
negligible. An additional uncertainty of 0.10 (0.6% Xo) is
taken to account for variations as the window de6nitions
for the "peak" and "tail" are changed. This is compara-
ble to the statistical uncertainty and is probably double
counting, but is taken to be conservative. Thus, the av-
erage amount of material traversed by a W electron is
(8.9 6 0.9)'%%uo Xe, compared to the result from direct ac-
counting of 6.4'%%uo Xa. This discrepancy was of concern,
but subsequent studies of the amount of material using
photon conversions measure (8.1 6 0.4)%%uo Xo (see Ap-
pendix A). As another check, the material is measured
from the tail of the E/p distribution from the "first"
electron in Z -+ ee events to be (8.7+ 1.7)% Xo, in good
agreement with the value extracted &om the TV -+ ev
data.

hpT /pT
——0.000 809 6 0.000 023(stat)

+0.000 105(syst) (GeV/c) (5.4)

which agrees well with the momentum resolution ob-
tained &om the Z -+ pp peak [see Eq. (4.2)j. The
sources of the systematic uncertainties on bpT /p&
are 0.000 016 (GeV/c) &om the uncertainty on (,
0.000085 (GeV/c) i &om the electron resolution, and
0.000061 (GeV/c) i &om doubling the size of the fit re-
gion to 0.8 ( E/p ( 1.2. The &actional rms (in the
interval 0.9 ( E/p & 1.1) in the data, (4.00 + 0.04)'%%uo,

agrees well with the prediction, (4.00+a'is)%. The best
fit for the E/p spectrum is shown in Figs. 16—18.

Systematic uncertainties on the energy scale and mo-
mentum resolution arising Rom uncertainties in the
amount of material, the electron energy resolution, and
other e8ects are investigated by fitting artificial data with

The value of ( is found to be independent of the az-
imuthal or polar location of the electron, the event ver-
tex position, location of shower within a tower, and time.
The measured value of (E/p) versus the amount of ma-
terial (taken &om the direct accounting) traversed by
electrons in the TV sample is compared to the predic-
tions &om the simulation in Fig. 15. Note that even if
the material distribution is replaced by a b function with
the same mean, the 6tted energy scale and calculated
amount of material change negligibly.

One may also look for anomalous behavior of the mea-
sured amount of material for diferent ranges of elec-
tron ET. A significant disagreement could indicate in-
adequate modeling of the electron ET spectrum, the
bremsstrahlung process, the pT requirement, the energy
dependence of the resolutions, or an energy dependence
of the electron identi6cation criteria. As shown in Ta-
ble X, the simulation predicts a slight rise in the number
of events in the tail relative to the peak as electron E~
increases, mostly due to the pT requirement. There is no
statistically signi6cant pattern of disagreement between
data and simulation.

The simulation produces line shapes of the E/p spec-
trum for a range of energy scales and momentum res-
olutions. The fitting procedure, applied to the region
0.9 ( E/p ( 1.1, is similar to that used in the two-
parameter fits described in Secs. VA and IX. Using the
electron resolution described in Eq. (5.2), the best-fit mo-
mentum resolution is

EKect

Statistics
Backgrounds
Resolution
Window de6nitions
Total uncertainty

Uncertainty
(on g)
0.10
0.03

Negligible
0.10
0.14

Uncertainty
(%Xp)

0.6
0.2

0.6
0.970

TABLE IX. Uncertainties in measuring the amount of ma-
terial inside the tracking volume. The scale factor, $, is a
factor multiplying the material extracted from the direct ac-
counting.

Range
(GeV)

25 & E~ & 30
30&E~ &35
35&E~ &40
40&E& &45
45 & E~ & 50
50 & E'~ & 55

Tail/peak

9/88
119/1057
226/2275
99/1184
32/249
9/69

Ratio
(data)

('Fo)

10.2 + 3.4
11.3 + 1.0
9.9 + 0.7
8.4 + 0.8
12.9 + 2.3
13.0 + 4.3

Ratio
(simulation)

(%%uo)

10.3 + 0.8
9.8 + 0.2
10.1 + 0.2
10.4 + 0.2
11.1 + 0.5
12.1 + 1.2

TABLE X. Energy dependence of the size of the tail of
the E/p spectrum relative to its peak.
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FIG. 16. The distribution of E/p for electrons in the W
sample (points) and the best-fit simulation (histogram). The
value of ps~ is for the region used by the fit, 0.9 & E/p & 1.1.
Upper: linear scale. Lower: logarithmic scale.

FIG. 18. Tail of E/p for electrons in the W sample. The
points are the electron data and the histogram is the best-fit
simulation. The arrows delimit the fitting region. The y is
calculated over the full region.
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LLI
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~ W~ev data
f Simulation

Ngf ——19 31

these effects modified [48]. The results of varying the
amount of IIlaterlal RI'e showIl ln TRble XI. UsiIlg the
0.14 uncertainty on ( (0.9%%uo Ao), an uncertainty on the
energy scale of 0.09%%uo is extracted &om Table XI. A simi-
lar study for the electron resolution is summarized in Ta-
ble XII, 6.om which the resolution is seen to contribute

a 0.06'%%uo uncertainty on the energy scale. A 0.02'%%uo shift
is seen as the fit window is doubled, which is taken as
an additional systematic uncertainty due to Gtting. Ta-
ble XIII summarizes the systematic uncertainties in set-
ting the energy scale. The uncertainties at the TV mass
are 65 MeV/c2 from the finite statistics in the E/p peak,
70 MeV/c2 from the material ineasurement, 50 MeV/c2
&om the electron resolution, and 15 MeV/c from the
shift due to doubling the size of the fit window. The
total uncertainty on the W mass from E/p, added in
quadrature, is 110 MeV/c2; combined with the uncer-
tainty on the momentum scale the total uncertainty is
120 MeV/c .

300 G. Nonlinearity of energy response

250

200

150

A nonlinearity in the energy response would affect the
Z mass measurement, since the calibration is made with
R' electrons, and the electrons from Z events have larger
average transverse energies. A measurement of nonlin-
earity is only necessary for using the Z mass as a check,

100

50

TABLE XI. Variation of the fitted energy scale and track
resolution as the material scaling factor is changed from its
favored value.

0
0.8 0,85 0.9

+
I I I I I I I r I r

0.95 1 1.05 1.1 1.15 1.2

FIG. 17. Peak of E/p for electrons in the W sample. The
points are the electron data and the histogram is the best-fit
simulation. The arrows delimit the fitting region. The y is
calculated over the full region.

Material scale
(&)
1.00
1.20
1.40
1.60
1.80

Energy scale
(%)

99.72 + 0.01
99.87 + 0.01

= 100.00
100.08 + 0.01
100.17 + 0.01

~» ~/pr
K«V/c) ']

0.000 764
G.GOO 783

= 0.000 809
0.000 811
0.000 822
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TABLE XII. Variation of the fitted energy scale and track
resolution as 1o [see Eq. (5.2)] is changed from its favored value.

TABLE XIII. Uncertainties incurred setting the energy
scale from the momentum scale.

(%)
0.0
0.5
1.0
1.5
2.0

Energy scale
('%%uo)

99.96 + 0.01
99.94 + 0.01:—100.00
100.01 + 0.01
100.04 + 0.01

~pT/pT
[(GeV/c) -']

0.000 752
0.000 761:—0.000 809
0.000 848
0.000 904

rms(E/p)
('%%uo)

3.84 + 0.01
3.80 + 0.01
4.00 + 0.01
4.15 + 0.01
4.33 + 0.01

EKect

Statistics in E'/p peak
Material scale
Electron resolution
Fitting
Total

Uncertainty
(%%uo)

0.08
0.09
0.06
0.02
0.136

AM~
(MeV/c )

65
70
50
15

110

l.l
1.08

1.06

1.04

I I I
I

I I I
I

I I I
I

I I ~
I

I

&Er'&w (Er )z

I
I

I I I

IA'~ eu d

Simulatio
ato

and is not used in the W mass measurement. Two mea-
surements of the nonlinearity are made.

One measurement of the nonlinearity attempts to ob-
serve a direct gain variation with E~. However, un-
like the variation of the energy response with respect
to energy-independent variables such as shower position,
the variation of the response with respect to transverse
energy will be biased by the resolutions. The bias arises
because fIuctuations in the energy correlate the Ez and
E/p measurements. Because the energy response is as-
sumed to be linear in the simulation, an Ez dependence
in the difFerence of the residuals of the data and simula-
tion is a measurement of the nonlinearity of the energy
response. Figure 19 shows the dependence of E/p on
electron ET both in the data and simulation, where the
mean has been taken over the interval 0.9 ( E/p ( 1.1.
The residuals, obtained by dividing the two curves and
subtracting 1.0, are also shown fit to a line. In the R
calibration data, (ET,)=38.2 GeV and in the Z ~ ee
data, (QE&i')=42.5 GeV. The slope of the residu-

als in Fig. 19 is (0.000 51 6 0.000 22 6 0.00043) GeV
where the fn'st uncertainty is statistical and the second
results &om varying the E and p resolutions. This mea-
surement corresponds to a correction at the Z mass of
—200+190 MeV/c2, where the uncertainty is largely sys-
tematic.

Another measurement of the CEM energy nonlinearity
is inade by repeating the E/p calibration using the "first"
electron &om Z + ee events. The ratio of the energy
scale determined from these electrons relative to that de-
termined Rom W decays is 1.00051 + 0.00243(stat). A
systematic uncertainty on this scale determination, due
to varying the E and p resolutions, is an order of magni-
tude smaller than the statistical uncertainty and is con-
sidered negligible. This measurement corresponds to a
correction at the Z mass of +45 + 230 MeV/c2. The
uncertainty is dominated by statistical uncertainty.

The two measurements of the energy nonlinearity are
combined by taking a weighted average. Thus, the Z
mass measured in the following section is corrected for
the effect of a nonlinearity by a —100+145 MeV/c2 mass
shift. Since the difference between (ET', ) in the E/p fit
region and the (E&) for the entire W mass fitting sample
is 0.12 GeV, the efFect of nonlinearity in the energy scale
on the W mass measurement is smaller than 5 MeV/c2.

1.02 7r ~ T H. Z ~ ee xnass1
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FIG. 19. Upper: Variation of the mean of E/p with elec-
tron transverse energy in the data and the radiative simula-
tion. Lower: The residuals of the ratios from the upper plot
(data/simulation-1). The arrows indicate the mean ET of the
W and Z samples.

The data are 6t to line shapes made with difFerent Z
masses. The Gt range includes electron-positron pairs
with invariant mass between 81 and 101 GeV/c . The
modeling of the production and measurement of Z bosons
is similar to that for R' bosons described in Sec. VII.
The Z simulation includes both the Drell-Yan [49] p and
Z amplitudes and includes the radiative decay, Z
eel [40, 41]. Including radiative decays in the simulation
shifts the mass by 140 MeV/c2.

A summary of the uncertainties in measuring the Z
mass is shown in Table XIV. A line-by-line descrip-
tion of the entries in this table completes this paragraph.
The mass is determined with a statistical precision of
185 MeV/c . The choice of parton distribution func-
tions contributes less than a 5 MeV/c2 uncertainty to
the Z mass measurement. The parametrization of the
electron resolution also contributes less than a 5 MeV/c
uncertainty to the Z mass measurement. As described
in the previous section, the Gtted Z mass is corrected by
—100 + 145 MeV/c to account for a possible calorime-
ter nonlinearity in transferring the scale measured for W
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TABLE XIV. Uncertainties in determining the Z mass.
Uncertainties less than 5 MeV/c are considered negligible.

EfFect

Statistics
CEM constant term
Parton distribution function
Nonlinearity
Backgrounds
Radiative correction
Fitting
Scale
Total

AM"Z
(MeV/c )

185
&5
&5
145
10
30
5

135
270

electrons to Z electrons. The total background rate &om
jets faking electrons, &om electrons from heavy Bavor,
and &om S -+ 7.v. is estimated, in the same way as de-
scribed in Sec. VIII for the W sample, to be less than
0.4 events. The worst-case shift in the Z mass caused
by backgrounds is 10 MeV/c2, which is taken as an un-
certainty. The uncertainty due to radiative corrections is
30 MeV/c2 (see Sec. IV). The finite statistics used in the
line shapes for fitting contribute a 5 MeV/c uncertainty.
Reducing the fit window to 86 ( M ' ( 96 GeV/c2 shifts
the mass by 9+50 MeV/c2, where the uncertainty reflects
the statistical power of the check. The uncertainty in set-
ting the energy scale, described in Sec. VF, corresponds
to a 135 MeV/c2 uncertainty at the Z mass.

The Ineasured Z mass using electrons is

Mz = 90.880 + 0.185(stat)
+0.200(syst) GeV/c

This is 1.1 standard deviations below the LEP value of
91.187 + 0.007 GeV/c2 [34]. The data and best fit are
shown in Fig. 20. The uncertainty is dominated. by lim-
ited statistics and the ability to measure a nonlinearity,
rather than the energy scale uncertainty. These are the
reasons why the Z M ee mass is not used to set the
absolute energy scale.

I. Summary

The electron energy resolution is studied and a value
of r = (1.0 + 1.0)% is measured for the constant term in
Eq. (5.1). The energy scale contributes a 120 MeV/c2
uncertainty on the W mass, of which 110 MeV/c2 is
from E/p and 50 MeV/c2 is &om the momentum scale.
The measured Z mass using electrons is Mg = 90.88 +
0.27 GeV/c .

VI. RECOIL MEASUREMENT

The only kinematic quantities used in the R' mass de-
termination are the total transverse momentum of the
recoiling hadrons and the transverse momentum of the
charged lepton. This section describes the reconstruc-
tion of the recoil transverse momentum, including the
corrections applied to avoid biasing the transverse mass
measurement.

A. Recoil reconstruction

The recoil transverse energy vector u is calculated us-
ing a vector sum of energies over all calorimeter towers
within (q~ ( 3.6:

)
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I I I
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u= ) ~ ) E' "(n.r") r
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(6 1)

where E wer is the energy measured in the electromag-
netic (EM) or hadronic (had) calorimeter tower, n is the
unit vector pointing in the direction of the center of the
tower &om the event vertex, and r is the unit vector in the
radial direction. Towers near the charged lepton are ex-
cluded &om the sum as described in Sec. VIA 1. The en-
ergy thresholds for calorimeter towers are set calorimeter
by calorimeter (CEM, CHA, etc.) several standard devi-
ations above the noise typical of that system, and range
&om 100 MeV for the central detectors to 800 MeV for
the forward hadronic detectorsio [12]. The electromag-
netic and hadronic calorimeter compartments typically
use a slightly diferent n as the vertex position is in gen-
eral not at z = 0.

The recoil transverse energy vector, u, is decomposed
into its components u~ and u~t, which are perpendicular
and parallel to the direction of the charged lepton, respec-
tively. This decomposition is chosen since the measure-

FIG. 20. Upper: The dielectron mass spectrum around
the Z peak. The points are the data shown on a linear scale.
Lower: logarithmic scale. The solid line is the simulation for
the best-6t mass. In the at region, delimited by arrows, there
are 259 events.

Note that the threshold is in energy, and not transverse
energy. The thresholds in RT are thus smaller by a factor of
sin 8.
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TABLE XV. Summary of systematic uncertainties on (u~~) and M~ due to removing the charged
lepton from the event and due to biases incurred &om charged-lepton identi6cation.

EfFect

Charged-lepton removal
Charged-lepton ID
Total

(MeV)
9

44
45

(MeV)

20
20

(MeV/c )
10
25
25

(MeV/c )

10
10

ment of u~ is much less subject to systematic biases &om
bremsstrahlung, shower leakage, and charged-lepton se-
lection than the measurement of u~~. Consequently, it is
the u~ distribution which constrains the event model-
ing discussed in Sec. VII. Effects which could lead to a
u~~ bias, with corresponding efFects on the W xnass [see
Eq. (2.3)t, are the energy flow near the charged lepton,
and energy-dependent or topology-dependent ineFicien-
cies in the charged-lepton identi6cation. The handling
of these effects is described in the following two sections,
and is summarized in Table XV.

Charged-lepton mmoeal

The electromagnetic and hadronic energies in the tow-
ers near the charged lepton are excluded from the sum
in Eq. (6.1). The measurement of u must be corrected
for this; otherwise their exclusion would produce a bias
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FIG. 21. The distribution of average transverse energy
per tower adjacent to the electron cluster in azimuth; (a)
xghI&~~@ ) 8 cm and (b) x,h III, & 8 cm, where 2l,hIIIIIe, is
the electron shower distance from the fiducial boundary. The
6ducial boundary is 5 cxn from the physical boundary of the
tower. (c) The average transverse energy in towers adjacent in
azimuth to the electron cluster (neighbor towers) as a function
of &shower-

on (u~~) and therefore on the W mass. Energy flow near
the charged lepton is measured by studying the trans-
verse energy in the towers adjacent in azimuth to the
electron cluster in TV + ev events. The observed en-
ergy is the sum of two contributions: 6rst, the recoil,
and second, leakage and bremsstrahlung from the elec-
tron [50]. Figure 21 shows that measuring the average
energy of these towers as a function of the position of
the electron shower resolves the two contributions. This
figure also shows that the average transverse energy per
tower not related to the electron is 30+2 MeV. A similar
study using towers near the muon in the R' —+ pv sam-
ple 6nds the same average transverse energy per tower.
Thus, 30 MeV is added back into each W ~ Ev event for
every tower removed from the sum in Eq. (6.1).

For the W ~ ev events, the two or three towers de6n-
ing an electron cluster (see Sec. V A) are always removed
&om the sum in Eq. (6.1). In addition, whenever the
electron shower is within 8 cm of the fiducial boundary
in azimuth, the towers (either two or three, depending
on the number of towers in the cluster) adjacent to the
electron cluster in that azimuthal direction are also re-
moved. Since on average 4.5 towers are removed, the
mean uncertainty on (u~~) is 9 MeV. From Eq. (2.3) and
the fact that (M~) = 1.1 x (M&~), the resulting uncer-
tainty on the TV mass due to electron removal is found
to be 10 MeV/c .

For the TV + pv events, the towers the muon traverses
are removed from the sum in Eq. (6.1). The average num-
ber of towers removed is 1.5, leading to an uncertainty
on the W mass of 3 MeV/c2. This uncertainty is com-
pletely correlated with the corresponding uncertainty in
the W M ev measurement.

For Z ~ ee and Z ~ pp events, this tower subtraction
is applied to both leptons.

Charged lepton identic-cation bias

The charged-lepton identification (ID) requirexnents
may also introduce a bias on (u~~) and the W mass. For
example, if the R' decays such that the charged lepton
travels in the same direction as the recoil, there is greater
opportunity for the recoil particles to cause the electron
or muon identi6cation to fail. These biases are investi-
gated by tightening the charged-lepton identi6cation re-
quirements and xneasuring the subsequent shifts in (u~~)
and M~.

In R' —+ ev events, tightening the electromagnetic frac-
tion requirement shows that its inefBciency may cause up
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to a 3 MeV bias on (u~~) and a +20 k 10 MeV/c shift of
the W mass [51]. Increasing the size of the track isola-
tion cone around the electron shows that the inefFiciency
of the isolation requirement biases (ut~) by —44 MeV and
shifts the W mass by less than 15 MeV/c2. In W ~ p,v
events, tightening the calorimeter energy requirement in
the direction of the muon indicates that it causes a bias
of —20 MeV on (u~~) and a —10 MeV/c2 shift on the W
mass. The shifts are small and are taken only as uncer-
tainties (see Table XV).
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3. Covnyavison to simulation

The simulation described in Sec. VII predicts (u~~) for
the R' ~ ev sample to be —457 MeV. This agrees with
the measurement of —473 + 72 + 45 MeV, where the first
uncertainty is statistical and the second is the limit on the
systematic bias estimated above (Table XV). The (u~~)
prediction for muons is —377 MeV compared to —514 +
100+20 MeV for the data. These results are summarized
in the first lines of Tables XVIII and XIX.

The distributions of ~u~ for the electron and muon data
samples are shown in Fig. 22. The distributions of the
components u~ and all are sho~n for the electron and
muon data in Fig. 23. The results of the simulation are
superimposed.
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FIG. 23. (a) Distribution of ull and (b) distribution of uL
for the W ~ ev channel. Also, (c) distribution of ull and
(d) distribution of uL for the W + pv channel. The data are
represented by points and the simulation by a histogram. The
mean and rms of each distribution from data and simulation
are given in the Grst lines of Tables XVIII and XIX.

O~

C3

C3

(D

LLJ

400
350
300
250

0
0

200
150
100
50

I

2

I I I

i
I I I

i
I I I

i
I I I

i
I I I

i
I I I

i
I I I

~ Nf ~ em data
J Simuiation

5718 Entries

I I I I I I I

4 6 8 10 l2 14 16 18 20

1ul (GeV)

B. Summary

The identification of charged leptons and their sepa-
ration &om the recoil energy summation afFect (u~~) and
thereby the TV mass. The combination of these eKects
contributes an uncertainty on the W mass of 25 MeV/c2
in the W + ev channel and 10 MeV/c in the W m pv
channel, of which 5 MeV/c~, due to the lepton removal,
is common.
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I I VII. EVENT MODEI, INC

This section describes the modeling of W boson pro-
duction and decay, which is implemented as a Monte
Carlo event simulation. The model is compared to the
data using the relevant variables for this analysis: E&,
ET", I uI~I uLI ~u~I and MT . The contributions to the sys-
tematic uncertainty on the R' mass are calculated.

A. R production model
t

FIG. 22. Upper: Distribution of ~u~ from the W -+
ev data (points) and simulation (histograms). The data
have a mean of 6.20 + 0.06(stat) GeV and rms of 4.27 +
0.06(stat) GeV, to be compared to the predictions from the
simulation described in Sec. VII of 6.21 GeV and 4.31 GeV,
respectively. Lower: The same distributions for TV ~ pv
data. The mean and rms of the data are 6.32 +0.08 GeV and
4.27 + 0.08 GeV, compared to 6.22 GeV and 4.30 GeV from
the simulation.

The simulation generates R' events according to a rel-
ativistic Breit-signer distribution and a leading-order
(p&~ = 0) model of quark-antiquark annihilation. The
distributions in momentum of the quarks are based
on the Martin-Roberts-Stirling set D' (MRS D' ) par-
ton distribution functions I52]. The simulated W is
Lorentz boosted in the center-of-mass kame of the quark-
antiquark pair with a transverse momentum, p& . The



52 MEASUREMENT OF THE 8"BOSON MASS 4807

(D

O

V)

a
Smoothed
Af ter Un srnea r j

Mean = 9. 'I GeV
rms = 7.5 GeV

and Scaling
C

I I I I
j

I I I I
j

I I I I

j
I I I I ' l t i 1

j
I I I I

[
I I I $

j
1 I I I

j
I I I I

j
I I I

35

0 centra I
—central

e centra I
—plug

central —forward

5 I I ' I
j

I f I I
j

I 1 I 1
j

I I l I j
I I I I j I I I I

j
I I I I

j
I I4

30
555 Entries

b
O

25

20 ~ ~

j

0
I i & i i I i » & j

5 10 15 20 25 30 35 40 45 50

P, (GeV/c)

1 o ~ a ~ +5 4 ~ ~ 5
4 ~

0
e+

4 + ~ ~ 4 t ~

'a~ o~

0 I+IX IH I 4 I I j I i I ! I i I I I I I I I I j I I

0 5 10 15 20 25 30 35 40 45

p,
' (GeV/c)

FIG. 24. The p& spectrum used in the W event simula-
tion. The spectrum is derived from 555 Z ~ ee events and
the "bump" near 30 GeV/c is not statistically signi6cant.

FIG. 25. Scatter of ~u~ vs pT for the Z -+ ee events. There
are 555 events, rather than the 543 events listed in Table VIII,
since the ~u~ ( 20 GeV requirement has been removed. The
"outliers" referred to in the text are the three events with

pz ) 25 GeV/c and ~u~ ( 10 GeV.

p&~ spectrum is derived from the Z ~ ee data (see
Sec. VII C 1), and is shown in Fig. 24.

The Z —+ ee data are also used to model the detector
response to W recoil [53]. The distributions in momen-
tum of the individual recoiling particles, and the detector
response to them, are diKcult to model or measure at the
requisite precision. However, Z bosons are produced at
the Tevatron in the same pT range as W bosons. Be-
cause both electrons in Z ~ ee events are detected and
the electron energies are measured with better resolu-
tion than the recoil, the detector can be calibrated over
the necessary range of recoil momenta using Z ~ ee de-
cays. Speci6cally, when the R' simulation generates a
R' with a particular transverse momentum, the u mea-
surement &om a Z ~ ee event with similar transverse
momentum is inserted as the TV recoil. The advantage of
this technique is that the detector response to the recoil,
taken directly &om data, does not need to be modeled.
Figure 25 shows a scatter plot of lul versus pg for the
Z + ee events.

It is instructive to examine the behavior of the projec-
tions of —u and pT along the axis defI.ned by the angular
bisector of the two electron directions, the "q axis" (see
inset to Fig. 26). A scatter plot of these projections, u„
versus p„(see Fig. 26), has two advantages over Fig. 25.
First, the low-pT recoil response is no longer obscured.
Second, this projection of pT is the least subject to mea-
surement error due to electron energy resolution. Using
the latter feature and the observation that the two of the
three farthest outliers in Fig. 25 (see caption) are also
the farthest outliers in Fig. 26, suggests that it is the
recoil measurement, not the charged-lepton energy mea-
surement which is causing the deviation. In support of
this interpretation, these three events all lie in the tail of

the z-vertex distribution where the recoil measurement is
expected to worsen because there are larger cracks into
which hadrons can escape undetected. These events il-
lustrate how the method of inserting the measured recoil
&om Z -+ ee events reproduces rare deviations &om a
simple parametrization.
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central —forward

I I
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I I I I
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0 W ~ 0

~ 4f 4
4

"+is'I::.~. "; ' '
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FIG. 26. Scatter of u„vs p„ for the Z —+ ee events. There
are 555 events, rather than the 543 events listed in Table VIII,
since the ~u~ ( 20 GeV requirement has been removed. The
"outliers" referred to in the text are the two events with p„&
17 GeV/c and u„( 5 GeV.
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H. % decay model

In the simulation, the TV bosons are treated as spin-
one particles with a momentum and polarization deter-
mined by the leading-order production model described
above. The W boson decays via the weak interaction
into a neutrino and charged lepton (electron, muon, or
v). Events with a v that does not decay into an elec-
tron or muon are rejected [54]. The electron or muon
&om the W decay is propagated through a model of the
CDF geometry to deterxnine if it strikes a Mucial re-
gion. If so, its measured momentum or energy is deter-
mined according to the parametrization of the resolution
in Eqs. (4.2) or (5.1). Using this simulated charged lep-
ton measurement and the simulated recoil measurement
described in the preceding section, the transverse mass
and other properties of the event are reconstructed.

C. Constraints and performance of model

This section describes the evaluation of systematic un-
certainties on the W mass and the W width due to mod-
eling. Data showing the performance of the model are
given.

X. g&~ spectrums

To model the shape of the transverse mass and other
spectra in W events, a pT spectrum must be used in the
event simulation. However, the low-pT part of the trans-
verse moxnentum spectruxn of W events, &om which most
of the events used in this measurement are drawn, is not
known with sufhcient precision to use in the W trans-
verse mass measurement. A direct measurement of the
p&~ spectrum [55] has systematic uncertainties greater
than 300/0 in the pertinent region. Theoretical calcu-
lations of the shape of the spectrum in this p&~ region
are also subject to large uncertainties [56, 57]. Rather
than using a previous pT measurement or a theoretical
calculation, this W mass analysis uses the similarity of
the pz- spectra of W and Z bosons observed in direct
measurements [55, 58) and in theoretical predictions [59]
as a starting point. Speci6cally, an initial guess at the
proper p& spectrum is taken as the observed Z ~ ee J)~
spectrum [53], corrected for distortions due to electron
energy resolutions.

This initial pT, spectrum is tuned by scaling the trans-
verse momenta by a scale factor r, i.e.,

p~(--I d) = (p~), (7.1)

until the rms of the u~ distribution &om the simulation
agrees with that from the data. Table XVI shows how the
widths of the u~~ and u~ distributions predicted by the
W ~ ev simulation change as the W transverse momenta
are scaled by r. Table XVII shows the same information
for the W ~ pv simulation. The value and uncertainty
of the rms of u~ determine r to be 1.112 + 0.018 for
electrons, and 1.110+ 0.030 for muons [60]. The uncer-
tainty on r produces an uncertainty on the W mass of
35 MeV/c for both the electron and the muon analyses.

TABLE XVI. Variation of the rms of u~[ and u~ and sys-
tematic mass and width shifts with the pT scale factor, r, in
the TV —+ ev simulation. The mass shift is for the fixed-width
fit. The width shift is for a simultaneous Gt to both the mass
and width.

1.072
1.092
1.112
1.132
1.152

rms(u~~ )
(GeV)
5.25
5.35
5.38
5.52
5.60

rxIls u~
(GeV)
5.15
5.24:—5.28
5.40
5.47

AM~
(MeV/c )
—29+ 14
—16+ 14

=0
+35+ 14
+81 + 14

&~w
(MeV)

—86+ 26
—53+ 27:—0
+73 + 24
+229 + 23

p (d t td)= [p +t x(p )'], (7.3)

where t paraxnetrizes this distortion and r is chosen so
that the rms of the u~ distribution agrees with the data;
the bounds on 8 and t are determined &om the data.
The data are consistent with the p&~ spectrum used in
the simulation needing no skew. The effects due to these
distortions are constrained by the data to be less than
25 MeV/c~ on the W mass and 40 MeV/c2 on the W
width. These uncertainties are common to the electron
and muon channels.

2. Recoil m, odeliny

Uncertainties in the recoil modeling are incurred &om
using the Z -+ ee events to calibrate the detector re-
sponse to the W recoil. Two effects are investigated:
statistical Quctuations arising &om the 6nite size of the

TABLE XVII. Variation of the rms of ug and u~ and
systematic mass and width shifts with the pT scale factor,
r, in the W ~ pv simulation. The mass shift is for the
axed-width 6t. The width shift is for a simultaneous Bt to
both the mass and width.

1.050
1.080
1.110
1.140
1.170

rms(u)) )
(GeV)
5.19
5.27
5.38
5.57
5.65

rms u~
(GeV)
5.11
5.23

—:5.30
5.47
5.55

AM~
(MeV/c )
—50+ 23
—14+ 23

=0
+38 + 23
+90 + 23

(MeV)
—114+ 43
—66 +43

=0
+75 + 43
+226 + 43

The corresponding uncertainty on the W width measure-
ment (see Sec. IX A) is 95 MeV for both the electron and
muon measurements.

Sensitivity of the W mass measurement to a change
in shape of the pT distribution beyond a scale change
is investigated using the W —+ ev data and simulation.
The shape of the pT spectrum used in the simulation is
skewed with its mean (9.1 GeV jc) held constant using

pz (distorted) = 9.1 GeV/c
+s(p~~ —9.1 Gev/c),

where 8 is the skew parameter. An alternate distortion of
the pT spectrum is investigated by changing the shape
of the p&~ spectruxn according to
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Z sample and the effect of electron energy resolution on
the p&+ measurement. Data showing the performance of
the model are given.

The effect of statistical Buctuations in the Z sample is
measured by generating arti6cial W ~ ev data samples
which use fewer Z + ee recoil calibration events. Fitting
these arti6cial data to the line shapes in Sec. IX shows
that the finite number of Z events leads to a 50 MeV/c~
uncertainty on the W mass and a 170 MeV uncertainty
on the W width. These are common to the electron and
muon channels. The uncertainties are checked using sim-
ulated Z + ee and W —+ pv events. The spread in 6tted
W mass values has a rms of 50 MeV/c~; the fitted W
width values have a rms deviation of 150 MeV.

The effect of the energy resolution of the electrons on
p& modeling is investigated by degrading the electron
energy resolution by a factor of 2 in the p&+ measure-
ment, and repeating the analysis. The study indicates
an uncertainty of 35 MeV/c~ on the W mass, common to
the electron and muon channels. The corresponding un-
certainty on the W width is 200 MeV, common to both
channels. These uncertainties are checked &om simulated
Z + ee and R' ~ pv events by removing the electron
energy resolution. Consistent results are observed.

As a demonstration of the ability of the simulation of
the event production and recoil to reproduce the data,
the spreads and means of u~~ and u~ for data and sim-
ulation are compared as the maximum value of ~u~ is
lowered. Tables XVIII and XIX show this comparison
for the electron and muon channels. The largest bias
to (uII) arises &om requiring a minimum transverse en-

ergy or momentum for the charged lepton in the event
selection; decays of the W boson in which the charged
lepton is boosted by the transverse momentum of the W
are preferentially kept. Figure 27 shows the data and
simulation for (uII) as a function of the Ez of the elec-
tron. Similarly, Fig. 28 shows the data and simulation
for (uII) as a function of the pT of the muon. There is
a variation of 30 GeV in (uI~) over the range of charged-
lepton transverse energies, 25 ( ET ( 55 GeV, which
the accompanying plots of residuals show is well mod-
eled. Similar plots of (uI~) versus the E~ of the neu-
trino also show good agreement. The variation of (uI~)
with the transverse mass of the event is shown in Fig. 29
for the W —+ ev data, and in Fig. 30 for the W -+ pv
data. These variations are much smaller (which is why
the transverse mass is used to extract the W mass), and
are well described by the simulation. Plots of (uII) versus
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lu~ are sensitive tests of the quality of the event modeling
and exhibit good agreement between data and simulation
in Figs. 29 and 30.

8. Phaeton par ton distribution functions

Varying the parton distribution functions (PDF's) of
the proton varies the distribution of the W longitudi-
nal momentum, and, through acceptance effects, the line
shape of the transverse mass spectrum. Due to the miss-
ing neutrino, the W longitudinal momentum is not di-
rectly measurable in W decays. The longitudinal momen-
tum distribution cannot be constrained by the Z data
either, since Z production is sensitive to different parton
distributions (uu + dd is difFerent &om ud). However,
the CDF measurement of the forward-backward charge
asymmetry in W decay [32] can be used to constrain
the longitudinal momentum distribution of the W. The
charge asymmetry gets larger as the longitudinal mo-
mentum distribution broadens. The asymmetry mea-
surexnent is directly sensitive to those components of the

E, (GeV)

FIG. 27. Upper: Data vs predicted value of (u~~) as a
function of the electron ET for the TV ~ ev data. Lower:
The residuals of the data minus the simulation.

TABLE XVIII. Variation of mean and rms of u~~ and u~ with maximum ~u~ for data and
simulation in the R ~ ev analysis. The uncertainties are statistical only.

max u

(GeV)
20
15
10

(data)
(MeV)

—473 + 72
—277 + 63
—91+54
+20 + 40
—16 +40

(sim)
(MeV)
—457
—309
—120
—51
+8

rms(uii)
(data)
(GeV)

5.36 + 0.07
4.64 + 0.06
3.67 + 0.05
2.23 + 0.04
1.42 + 0.04

(sim)
(GeV)
5.39
4.78
3.66
2.16
1.39

rms 'll~

(data)
(GeV)

5.28 + 0.07
4.61 + 0.06
3.69 + 0.05
2.19 + 0.04
1.37 + 0.04

(sim)
(GeV)
5.28
4.72
3.65
2.15
1.39
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FIG. 28. Upper: Data vs predicted value of (ull) as a
function of the muon pT for the W ~ p,v data. Lower: The
residuals of the data minus the simulation.

FIG. 29. Upper: Data vs predicted value of (ull) as a
function of MT for the W -+ ev data. Lower: Same as a
function of u.

PDF's which infIuence TV production at the Tevatron,
and is able to distinguish among parton distributions.
The MRS D' set [52] is chosen as the default PDF since
it is favored by the CDF charge asymmetry measurement
and deep inelastic scattering experiments [61].

To quantify how well the various PDF's reproduce the
data, for each PDF in Table XX, the weighted mean
of the charge asyinmetry [32] in the region 0.2 ( ~rI( (
1.7 is calculated (ApDF). The mean is compared to the
measurement (Adsts) to yield a significance,

+PDF +data
~Adata

where bAd~q~ is the uncertainty in the mean charge
asymmetry measurement. The fitted R' mass is ex-
tracted using each PDF. The values of (' and AMvt (=

MRS D'
M~PDF —M~ ) are listed in Table XX and their
correlations are shown in Figs. 31 (W ~ ev) and 32
(W ~ pv). These correlations between the fitted W'

mass and the charge asymmetry are expected since a

larger charge asymmetry (a larger mean W longitudinal
momentum) leads to a smaller average MT~, and hence
a larger fitted W mass [62, 63]. The uncertainty in mass
due to the choice of PDF is taken as half the mass differ-
ence between points A. and B in Figs. 31 and. 32, corre-
sponding to ~g~ ( 2. This is 50 MeV/c for the region 65( MT ( 100 GeV/c, and is common to the electron and
muon mass measurements. Although the smaller rapidity
coverage of the muon detector causes greater sensitivity
to the W longitudinal momentum distribution, the effect
is small.

Charged-lepton energy resolutions

Tables XXI (W -+ ev) and XXII (W ~ yv) show the
variation in the fitted W mass when artificial data sim-
ulated with energy or momentum resolutions other than
the favored values are fit to the line shapes as described
in Sec. IX. For electrons, the corresponding uncertain-
ties are 80 MeV/c on the W mass and 280 MeV on the

TABLE XIX. Variation of mean and rms of ull and u~ with maximum )u~ for data and simu-
lation in the W ~ p, v analysis. The uncertainties are statistical only.

IIlax ll

(GeV)
20
15
10

(ull)
(data)
(MeV)

—514 + 100
—266 + 90
—128 + 80
+1+60
+74 + 50

(sim)
(MeV)
—377
—251
—104
—42
+4

rms(ull)
(data)
(GeV)

5.48 + 0.10
4.77 + 0.09
3.77 + 0.08
2.25 + 0.06
1.43 + 0.05

(sim)
(GeV)
5.38
4.76
3.67
2.18
1.38

rxns tc~
(data)
(GeV)

5.28 + 0.10
4.64 + 0.09
3.74 + 0.08
2.14 + 0.06
1.37 + 0.05

(sim)
(GeV)
5.30
4.70
3.66
2.16
1.37
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I TABLE XXI. Variation in the R' mass and width from
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and width.
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FIG. 30. Upper: Data vs predicted value of (u~~) as a
function of MT for the R' —+ pv data. Lower: Same as a
function of ~u~.

R' width. For muons, the corresponding uncertainties
are 60 MeV/c2 on the W mass and 250 MeV on the W
width.
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5. %' width

The value of the W width used in the simulation is the
measured value of 2.064+0.085 GeV/c2 [43]. Table XXIII

TABLE XX. Dependence of the W charge asymmetry and
the W mass on PDF [52] choice. The Monte Carlo statistical
uncertainty is 15 MeV/c . MRS D' is the default choice
of the current analysis. MRS B is the default choice of the
previously published CDF W mass measurement [10].
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FIG. 31. The correlation between b.Mi'v (MeV/c ) and
using various PDF's for the W -+ ev sample, where

AM~ ——M~ —M~ . The Mz regions for the WpDF MRS D

mass fitting are (a) 60 & Mz* ( 100 GeV/c, (b) 65 & MP
100 GeV/c, and (c) 70 & Mz & 100 GeV/c . The solid lines
are taken as bounds on PDF efFects. The dashed lines indi-
date ~(~ = 2. The uncertainty on the W mass is half of b, Mi'v
between points A and B.
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~pT/pr
[(GeV/c) '1
0.000 63
0.000 72
0.000 81
0.000 90
0.000 99

AM~
(MeV/c )
—117+23
—36+23

=0
+68 + 23
+145 + 23

ar~
(MeV)

—463 + 45
—244+ 45

=0
+220 + 45
+430 + 45

TABLE XXII. Variation in the W mass and width from
muons if a muon momentuxn resolution [see Eq. (4.2)] other
than the favored value is used. The change in the W width
is for a simultaneous fit to both mass and width. rw

(GeV)
1.664
1.864
2.064
2.264
2.464

AM
(MeV/c')
—97+ 14
—40+ 14

=0
+21 + 14
+102 + 14

AM"
(MeV/c )
—102 + 10
—50+ 10

=0
+48 + 10
+94 + 10

TABLE XXIII. Variation in the 6tted W mass as the W
width used in the simulation is varied.

shows the variation in the Gtted R' mass as the W width
is varied in arti6cial data. The resultant uncertainty on
the W mass is 20 MeV/c, common to both the electron
and muon measurements.
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8. Migger bias

The triggers for the TV -+ Zv sample may affect the
W mass measurement if there is a kinematic dependence
upon the efBciency. The trigger eKciencies are not in-
cluded in the model. Their effect on the R mass is esti-
mated.

Events in the R' —+ ev sample satisfy at least one of
three triggers: (1) a trigger requiring an electromagnetic
cluster with ET & 16 GeV with a calorimeter transverse
energy imbalance (PT) requirement of Ez ) 20 GeV,
where no track is required; (2) an inclusive electron
trigger at 9 GeV which requires a track; and (3) a v
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FIG. 32. The correlation between AM~ (MeV/c ) and
using various PDF's for the W -+ pv sample, where

MRS D'
AM~~ ——M~ —M~ . The MT regions for the W
mass fitting are (a) 60 & MT ( 100 GeV/c, (b) 65 ( MT* (
100 GeV/c, and (c) 70 & M~ ( 100 GeV/c . The solid lines
are taken as bounds on PDF efFects. The dashed lines indi-
date lgl = 2. The uncertainty on the W mass is half of AM~
between points A and H.
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FIG. 33. Upper: The level-2 muon trigger eKciency as a
function of track g. The solid curve is a fourth order poly-
nomial it. Lower: The level-2 muon trigger efBciency as a
function of track pz (GeV/c). The dotted lines indicate +1-o
uncertainties in the slope of a linear fit.
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trigger that requires a "jet" matched to a track and
Pz ) 20 GeV. No events come in exclusively on an addi-
tional trigger requiring only Pz ) 35 GeV. The trigger
requiring an electromagnetic cluster with Ez is 99.8'%%uo ef-
ficient. Given such high eKciency, the 9-GeV inclusive
electron trigger serves as an adequate backup with its
93.1% efficiency. Only three events fail both of the first
two triggers due to hardware failures during electromag-
netic cluster 6nding. Less than one event is expected to
have been missed by all three triggers. The trigger bias
on the W —+ ev measurement is negligible.

The W ~ pv sample requires muons at all three trig-
ger levels. Of these, only the level-2 trigger has a signifi-
cant dependence on the kinematics of the muon; its eK-
ciency varies by 5% with g of the tracks (see Fig. 33).
This variation, however, leads to a negligible variation
( 2 MeV/c2) on the W mass since MP is approxi-
mately invariant under pg boosts. The W mass is more
sensitive to an inefBciency as a function of p& since M&
is directly related to g, [see Eq. (2.3)]. No g, depen-
dence is seen (see Fig. 33), but the statistical limitation
on measuring such a dependence leads to a 25 MeV/c2
uncertainty on the W M pv mass.

7. JIigher- ov der co~ctiona to W pt oducti on

The physics simulations used for the present W mass
measurement use a Born-level matrix element calculation
for W production, augmented by a realistic p& distribu-
tion. The true production mechanisms (even at low p& )
include additional higher-order QCD corrections. These
corrections will affect the W longitudinal momentum dis-
tribution, as well as the polarization of the produced W.
No complete theoretical calculation, including all these
effects, is presently available. In the following, the ex-
pected contributions of these two effects are estimated
by using the results of partial calculations.

A potential problem with the leading-order model is
that it does not change the polarization of the W as the
pz of the W increases. In [64] it is shown that higher-
order QCD corrections add a term to the angular dis-
tribution of charged leptons 6.om W decay. When av-
eraged over charges, the polar-angle (8') distribution of
the charged leptons in the rest kame of the W becomes

tion in pz and rapidity provided by Arnold and Kauff-
man [56] with AqcD = 300 MeV, S z ——1.36 GeV b, and
b „=(2GeV) i is used. This spectrum is constrained
using the same procedure as that used to constrain the
spectrum derived &om the Z —+ ee data, resulting in
an r factor of 0.977. First, as a check, arti6cial data
are generated using this p& spectrum without the rapid-
ity correlation. The returned W mass for these data is
shifted by +20 6 10 MeV/c2. This shift is smaller than
the systematic uncertainty taken for uncertainties in the
p&~ distribution. Note that there is no reason to believe
the theoretical spectrum to be "correct" at this level,
anyway. The shift in the mass between fits using this
arti6cial data generated with and without the rapidity
correlation included is 13 + 14 MeV/c2. Although the
shift is consistent with no efFect, 15 MeV/c2 is taken as
the systematic uncertainty, common to the electron and
muon analysis.

D. Summary

The uncertainty on the W mass due to uncertainty on
the p&~ spectrum is 45 MeV/c2 for both the W ~ ev
and W ~ p,v analyses, of which 25 MeV/c2 is common.
The modeling of the calorimeter response to the recoil
contributes a 60 MeV/c2 uncertainty, common to both
channels. Uncertainties in the electron energy resolution
and muon momentum resolution contribute 80 MeV/c2
and 60 MeV/c2 uncertainties, respectively. These are in-
dependent. The choice of parton distribution functions is
shown to contribute a 50 MeV/c2 uncertainty on the W
mass common to the electron and muon measurements.
The effects of trigger bias have been estimated to be neg-
ligible for the W ~ ev measurement, but contribute a
25 MeV/c uncertainty on the W m pv measurement.
The effects of higher-order QCD corrections on the W
polarization and on a correlation between p& and ra-
pidity are investigated. No measurable shift of the W
mass is observed. The ability to measure such a shift, 20
MeV/c2, is taken as an uncertainty for both the W ~ ev
and W ~ pv analyses, of which 10 MeV/c2 is &om ef-
fects in the W polarization and 15 MeV/c2 is &om effects
in the correlation between p& and rapidity.

= (1 + cos 8') + a (1 —3cos 8'),
d cos8' (7.5)

VIII. BACKGROUNDS AND RADIATIVE
CORRECTIONS

where the first term in parentheses is reproduced by the
leading-order model, and the second term is the correc-
tion due to higher-order effects. The coefBcient a is al-
ways positive. For simulated W events selected as in the
mass sample, a is calculated to be typically 0.007, and is
usually less than 0.03. A study in which arti6cial data
with this effect included are 6t to the leading-order line
shapes used in Sec. IX shows that a 10 MeV/c2 uncer-
tainty should be taken on the W mass for this effect.

A theoretical model may be used. to isolate and es-
timate the bias due solely to possible correlations be-
tween p& and VV rapidity. To estimate the uncertainty
a theoretical double-differential spectrum of W produc-

Backgrounds contribute events to the signal region dis-
torting the line shape. Radiative corrections also modify
the line shape. This section describes the treatment of
these processes, and presents the estimated mass shifts
and uncertainties.

A. Backgrounds

This section describes how the following processes are
incorporated into the analysis (1) W —+ 7v ~ Evvv; (2)
Z m A' where the second charged lepton is not found;
(3) W ~ rv -+ h + A ("one-prong" hadronic r decays);
(4) bb production, cc production, and jets faking leptons
("fakes"); (5) Z —+ rr where all decays of r leptons are
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FIG. 34. Upper: Transverse mass distributions of back-
ground in the W ~ ev sample. Lower: Transverse mass
distributions of background in the TV —+ pv sample.

considered; (6) WW and tt production; (7) cosmic rays.
As can be seen in Fig. 34, backgrounds have a lower av-
erage transverse mass than TV -+ Ev decay, and, if not
accounted for, will lower the 6tted mass. In addition,
some backgrounds may acct the distributions of quan-
tities that serve as checks against systematic error, such
as

ural

To understand the efFects of the background processes
on (ull) and other quantities, the backgrounds have been
incorporated into the simulation. The methods by which
each of the seven background processes are simulated and
the effects on the mass measurement are addressed sepa-
rately for the electron and muon channels in the following
sections.

W —+ eu baeIcgrounds

The R —+ Tv ~ evvv process is included as described
in Sec. VIIB. Few R' M Y.v M evvv events pass the
kinematic cuts. For Miv = 80.5 GeV/c2, the final sample
is estimated to contain 0.79'Fo of its 5718 events &om this
process. This is the largest background in the R' ~ ev
sample, and is also the easiest to simulate since the TV

production characteristics are the same as for the TV M
ev signal.

A Z ~ ee event can mimic a R —+ ev event if one
of the electrons is either not observed or is mismeasured,
creating significant gT. Because the rate of these "lost-
Z" events is low, a correction calculated &om 18AJET [65]
and a CDF detector simulation is adequate. The ef-
ficiency for detecting an additional high-pT track falls
rapidly for i@i ) 1.4 because the electron does not tra-
verse enough wire layers in the tracking volume to be re-

TABLE XXIV. Variation in f, the ratio of jet events with
an isolated track to those with a high track multiplicity (more
than four tracks within the track isolation. cone around the
electron), for a range of kinematic cuts. Units on cuts are in
GeV and GeV/c for E and p, respectively.

Cuts
ET ) 20, pT ) 12, gz ( 20
ET ) 20, pT ) 12, gz ( 10
E» 25, p» 15, ET & 20
ET ) 25, pT ) 15, ST & 10
ET )30, pT )18, ET &20
ET ) 30, pg ) 18, gT & 10

0.43 + 0.07
0.39 + 0.08
0.34 + 0.11
0.31 + 0.14
0.41 + 0.21
0.38 + 0.17

constructed. As a result, missed electrons will tend to be
in cracks in the forward regions. The kinematics and the
residual energy deposited by the missed electron cause
the transverse mass spectrum of these events, shown in
Fig. 34, to fall with MT rather than form a peak near
M~. The spectrum of uiI for these events is shown by
the simulation to have a long negative tail due to energy
left by the missed electrons. Such events are expected to
be 0.12'%%up of the 5718-event sample.

The number of events in the sample due to electrons
ft. om bottom and charm decays and to fakes may be
estimated ft. om inclusive 20-GeV jet data. Since jets
and heavy-Qavor decays are characterized by high-track
multiplicities, a measurement of their track multiplicity
distribution allows an estimate of the few background
events with a single track. The multiplicity of tracks
with pT greater than 1.0 GeV/c in the track isolation
cone [g(AP)2 + (Arj)2 & 0.25] around the electrons is
Ineasured for jets passing all other electron identification
criteria. The Z ~ ee data indicate that events with
four or more tracks within the isolation cone form a pure
background sample. The ratio (f) of events with one
isolated track to those with four or more tracks in the
isolation cone is measured in the jet data. Table XXIV
shows the values of f for several kinematic selection cri-
teria. There are 25 TV ~ ev events with four or more
tracks in the isolation cone, but which satisfy all other
selection criteria. Combined with a value of f=0 43 (the.
largest value in Table XXIV, to be conservative), these 25
events correspond to a background &action of 0.19'F&& in
the W —+ ev sample. Checks using diferent track multi-
plicity normalizations and samples enriched in heavy Qa-

vor are consistent with this background fraction. Events
in the W sample which fail the track multiplicity cut are
used to predict the shape of the background, shown in
Fig. 34.

The "one-prong" hadronic decays of tau leptons &om
TV bosons, R" ~ vv ~ 6+ X, constitute a background
not normally considered in high-ET electron analyses.
However, the R' mass measurement is forced to make
only loose cuts on the electron shower profile to reduce
biases on events with large bremsstrahlung. Such events
would also be likely to bias the tail of E/p. A study using
IsAJET and a CDF detector simulation shows that the
sum of the contributions &om the decays w+ —+ vr+vX
and w+ ~ K+vX is small, as shown in Table XXV and
Figure 34.
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The number of events &om the process Z ~ ww is
estimated using IsAJET and a CDF detector simulation.
All decay modes of each 7. are included. The efFect of
this process on the W mass is small, and is summarized
in Table XXV and Figure 34.

The efFect of direct W-pair production is calculated
using a cross section of 10 pb [66]. The contribution
to the observed event rate is 0.6 events in the sample
(0.01%). Top-quark pair production with a top mass of
174 GeV/c2 and cross section of 13.9 pb [16, 67] con-
tributes 0.2 events. Since the sum of these processes pro-
duces less than one event in the sample, and because the
processes produce electrons &om real W bosons which
will not have a significantly biased transverse mass dis-
tribution, any efFects from these processes are negligible.

Cosmic-ray muons may in&equently emit brems-
strahlung in the CEM and be identified as electrons. Of
the events failing only the 1.0 cm impact parameter cut,
three are identified by a visual inspection to be cosmic
rays. These events are otherwise quiet, have muon hits
aligned with the track on both sides of the detector, and
have hits in the opposite side of the CTC in azimuth.
Extrapolating into the region with impact parameter less
than 1.0 cm indicates that less than one event is expected
in the sample. The effect of cosmic-ray background is
thus negligible.

The uncertainty due to the largest background process,
W + 7 v —+ evvv, is negligible since it is precisely sim-
ulated. The omission of this process in the line shapes
is seen to cause a shift in the W mass of —50 MeV/c2.
The omission of all the other background processes in the
event model is seen to shift the W mass by —10 MeV/c .
This shift, although corrected for, is also taken as the
uncertainty.

TV —+ p,v bacIcyvounds

Few W —+ wv -+ pvvv events pass the kinematic selec-
tion requirements on p» E'&, and M& . The final sample
is estimated to contain 0.78% of its 3268 events &om this
process. This background, if omitted koln the model,
would lead to a W mass shift of —57 MeV/c2.

The largest background in the W —+ p,v sample comes
from the Z + pp process with one of the muons un-
detected by the CTC. This background is large because
the CTC has limited g coverage. The coverage extends
to ~g~ &1.7, although the tracking eKciency falls with in-
creasing ~g~ for ~g~ ) 1.0. This background is estimated
to be (3.6 + 0.5)%, and, if omitted from the model, would
lead to a W mass shift of —120 + 20 MeV/c2. The un-
certainty in the background estimate comes &om two
sources: the uncertainty in the measured tracking efIi-
ciency, and the choice of parton distribution functions.
By varying the absolute tracking efIiciency in the region
of 1.0 & ~g~ & 1.7 by 10'%%uo (which is conservative), the
uncertainty due to the tracking efIiciency uncertainty is
estimated to be 0.5% in the amount of background, and
20 MeV/c on the W mass. The contribution from the
uncertainty in the tracking eKciency in the region of
~g~ & 1.0 is less than 5 MeV/c . The number of events

from Z ~ pp decay that enter the W sample poten-
tially have a large parton distribution function depen-
dence since they involve the loss of leptons at high g.
Such leptons preferentially come from the high-rapidity
tail of the Z production cross section, which depends
sensitively on the small-~ behavior of the parton distri-
bution functions. The uncertainty due to the choice of
parton distribution functions is estimated to be 0.2%%uo in
the amount of background and 10 MeV/c on the W
mass. The effect on (u~~) from Z ~ pp background is
significant because the amount of contamination is large
and the lost muon deposits about 2.3 GeV of energy in
the calorimeters in the opposite direction to the found
muon. A shift of —36 + 5 MeV in (u~~) is estimated; this
shift is included in the line-shape modeling.

Background &om jet and heavy-Qavor production is
estimated using the W ~ pv data sample. The sam-
ple is divided into two by using Zpz, the sum of the
pr of tracks with pr greater than 1.0 GeV/c in a cone

[g(AP)2 + (Ag)2 & 0.4] around the muon. A sample of
nonisolated muons is made with a cut Zpz ) 2 GeV/c,
which should contain most of the background. A sample
which is more likely to be background-&ee is made by re-
quiring Zpr & 2 GeV/c. Distributions of P„J,t of the two
samples are then compared, where P„~,q is the azimuthal
angle between the neutrino direction and the direction
of the highest E~ jet with Ez ) 5 GeV. Background
events tend to have P„,j,q

0' or 180 . By normal-
1zlzlg the dlstrlbutlons 1I1 the range 30 ( P~ j~g ( 150
the nonisolated sample has an excess of six events (0.2%)
over the isolated sample in the range P„J,q & 30' or) 150'. The W mass shift due to these six events
is —15 + 15 MeV/c . This background is not included in
the model; a correction is instead applied to the fitted W
mass.

Cosmic rays can appear as two back-to-back tracks in
P when they cross the detector in time with pp collisions,
due to the time difFerence between the two "tracks. " The
requirement of no other tracks with pr ) 10 GeV/c re-
moves these events. Sometimes cosmic rays have only one
track reconstructed Require. ments of ~z„e,t« —zq, «g~ (
2 cm and ~Do~ & 0.2 cm remove most of these events. The
number of cosmic rays remaining in the final sample is
estimated using events which fail the ~z„„q,„—zq, d,

~

&
2 cm or ~Do~ & 0.2 cm criteria, but which pass all the
other selection criteria (see Table IV). A control sam-
ple of identified cosmic-ray events is formed &om these
events by visual inspection. The Dp and @vertex &&racQ

distributions of this control sample are used. to estimate
the background in the regions

~
z„„t« —zq, «~

~

& 2 cm
and ~Do~ & 0.2 cm. The expected number of cosmic-ray
events in the final sample is 0.5+0 5. Adding two cosmic-
ray events in the W —+ pv sample would lead to a shift
of 5 MeV/c, which is taken as the uncertainty. No cor-
rection is applied to the W mass.

Background from the process Z ~ ~w is estimated us-
ing HERUIG [68] and the CDF detector simulation. This
background is estimated to be (0.05+0.05)%%uo and leads
to a shift of —5 + 5 MeV/c on the W ~ pv mass. This
background is not included in the model; a correction is
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TABLE XXV. Backgrounds in the W samples. To
estimate the uncertainty due to backgrounds in the
W ~ ev channel, the sum of all backgrounds other than
W ~ vv -+ evvv is varied by 100%. For the W + p, v analysis
the mass shift from each background is measured individually,
as discussed in the text.

Decay

W —+ vv ~ Evvv
Lost Z~ee
W + 7 v —+"one-prong" hadrons
Heavy-Bavor decays and fakes
Z w 7 7

Cosmic rays

Events in
Wmev
sample

45
7
2
11
2
0

Events in
Wmpv
sample

26
118+ 16

0
6+6
2+2

0 5+"—0.5

B. Radiative Corrections

Wp production and radiative W decays (W ~ Evp)
are simulated using the calculation by Berends and
Kleiss [40,41]. Most photons are from radiative W decays
and tend to be collinear with the lepton, often shower-
ing in the same calorimeter towers as the lepton. For
the electron channel, these photons are merged with the
electron cluster; for the muon channel, they are removed
by the lepton removal procedure. Radiative effects &om
collinear photons are thus expected to be larger in the
muon channel. Photons not collinear with the lepton are
included in the calculation of u, and have an effect that
is similar in both the electron and muon channels. Shifts
in the TV mass due to radiative effects are predicted to
be —65 MeV/c2 and —168 MeV/c2 for the electron and
muon channels, respectively. Corrections of +65 MeV/c2
and +168 MeV/c2 are thus applied to the fitted W mass.
Corresponding shifts on the W mass &om fitting E&~ and

instead applied to the fitted TV mass.
Effects &om direct W-pair production and top-quark

pair production are negligible.
The number of events and transverse mass distribu-

tions for these backgrounds are shown in Fig. 34. Large
backgrounds (W ~ vv ~ Ijvvv and Z ~ pp), if
not included in the model, would lead to a shift of
—177 + 20 MeV/c2 on the W mass. Small backgrounds
(heavy-fiavor decays, fakes, Z ~ r7, and cosmic rays)
are not included in the model; the effect of these back-
grounds is to shift the W mass by —20 6 15 MeV/c2.
A correction of +20 + 15 MeV/c2 is thus applied to the
fitted W mass.

E& are also studied. These results together with effects
on the TV width are listed in Table XXVI. For the muon
channel the effect on (u~~) from radiative decays is signifi-
cant, +75 MeV. The effect is included in the line-shape
modeling.

Uncertainties in the radiative effects on the TV mass
are estimated &om uncertainties in the theoretical calcu-
lation and in the photon response. The Berends-Kleiss
calculation does not include all the radiative Feynman
diagrams. For example, it does not include initial state
radiation (t and -u-channel diagrams). The effect of the
missing diagrams is evaluated by using the Baur-Berger
calculation [42], and is found to be 20 MeV/c2 on the
R' mass. The uncertainty in photon response, for pho-
tons well separated kom the W decay lepton, is evalu-
ated by varying the photon energy threshold, the photon
fiducial region, and the photon energy resolution. The
effect is less than 5 MeV/c on the W mass. The to-
tal uncertainty on the TV mass due to radiative effects is
20 MeV/c, common to the electron and muon channels.

C. Summary

Backgrounds are directly included in the simulated line
shapes, with the exception of small backgrounds in the
muon channel &om Z ~ 7& and jet or heavy-Havor pro-
duction. The total effect of backgrounds on the measured
R' mass, if they had not been directly accounted for,
would have been to shift the mass down by 60 MeV/c in
the electron channel and 197 MeV/c in the muon chan-
nel. The uncertainties are 10 MeV/c2 and 25 MeV/c
in the electron and muon channel, respectively, and are
uncorr elated.

Radiative corrections are applied as a separate shift
to the fitted value of the W mass and width (see Ta-
ble XXVI). The shifts on the W mass from fitting the
transverse mass spectra are —65 MeV/c2 for the electron
channel and —168 MeV/c for the muon channel. The
fitted TV mass is shifted upwards by these amounts to
compensate for the effects. The uncertainty on the R
inass due to radiative effects is 20 MeV/c2, common to
the electron and muon measurements.

IX. FITTING

This section describes details of fitting the observed
transverse mass to simulated line shapes to extract the
W mass. The section begins with a description of the
transverse mass fitting procedure. Checks of the internal
consistency of the fitting procedure follow. Checks of

TABLE XXVI. Corrections to the W mass due to the effects of radiative decays. The corrections
are shifts applied to the 6tted W mass.

Fit type

MT
gg

ET
Mw, t'w 6oating

aMw
(MeV/c )
+65+ 20
+95 + 30
—21 +30
+58 + 24

AMw"

(MeV/c )
+168 + 20
+240 + 32
+45 + 30
+176 + 30

&I'w
(MeV)

—65 + 57

ar"
(MeV)

—36 + 50
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the results are also made using the data by varying the
fit types and changing the sample. The fits from which
the final W masses are extracted (the "ultimateii fits")
are one-parameter 6ts to the transverse mass spectra of
the W + ev and W ~ pv events with the W width
constrained. An uncertainty due to the 6nite number
of events simulated at each W mass is estimated. Log-
likelihood contours for fits with the W width constrained
and. unconstrained are shown.
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This section describes the W ~ Ev transverse mass fit-
ting procedure in detail. The description also applies to
the procedures used for fitting the dielectron and dimuon
mass spectra, the E/p spectrum, and the individual-
lepton E~ spectra. Transverse mass spectra are gener-
ated for W masses &om 79.6 GeV/c2 to 81.0 GeV/c2
at 100 MeV/c intervals for the W -+ ev channel and
79.2 GeV/c2 to 81.0 GeV/c2 at 150 MeV/c2 intervals for
the W ~ pv channel, and for W widths &om 1.9 GeV
to 2.5 GeV at 200 MeV intervals. The range of trans-
verse masses used in the fit is 65 ( MP ( 100 GeV/c2.
At each mass-width point, an unbinned log-likelihood is
calculated for the hypothesis that the data are consis-
tent with that mass and width. An uncertainty on each
log-likelihood point is calculated IIrom the finite statis-
tics used to generate each line shape. That is, the num-
ber of events in each bin of each line shape contributes
a statistical uncertainty to the log-likelihood. The log-
likelihoods 6t well to a paraboloid. The maximum of the
paraboloid corresponds to the best values for the mass
and width. The contour in the mass-width plane corre-
sponding to a decrease of 0.5 in log-likelihood relative to
the maximum d.efines the "one-0" confidence level. For
the fixed-width 6ts the procedure is similar, except that
the log-likelihoods are fit to a parabola.

B. Checks of Stting procedure

Any 6tting procedure must; satisfy at least two relia-
bility criteria. First, when the procedure is applied to an
ensemble of simulated experiments of the same sample
size, the average returned value must be consistent with
the mass used to generate the events. Second, the rms
spread of the fitted masses in these experiments must be
consistent with the mean statistical uncertainty returned
by the fits.

To check these criteria, arti6cial W ~ ev data sam-
ples of the same size as the real data are made at a
known mass and width using the same simulation as
used to make the line shapes. Fitting to 225 such data
samples, the average of the returned masses is seen to
agree with the mass at which they were generated, and
their rms spread agrees with the mean statistical uncer-
tainty. The returned widths must show similar agree-

ultimate, adj. , completing a series or process; 6nal;
conclusive.
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ment, which they do. As a check of the constrained-
width 6ts, the spread of returned masses for 6ts to
artificial data generated with M~=80.45 GeV/c2 and
I'~ ——2.064 GeV is shown in Fig. 35. The mean returned
mass, 80.458 + 0.010 GeV/c, agrees with the value used
to generate the data, 80.450 GeV/c2. The rms spread,
1476 7 MeV/c2, agrees with the mean fitted uncertainty
of 143 MeV/c . The distribution of fitted masses is
well described by a Gaussian, and the 6ts of the log-
likelihood points to parabolas are statistically consistent
with (y ) = 1.0, justifying the assumption of Gaussian
statistical uncertainties. Since each line shape consists
of several hundred thousand events, the fitted mass is
expected to vary by less than 10 MeV/c2 when fit to sta-
tistically independent templates. A scatter of this mag-
nitude is seen when fitting the data to statistically inde-
pendent line shapes, and. is taken as a systematic uncer-
tainty due to fitting. Studies of the W + pv fits, Z mass
fits, and the E/p line-shape fits show them to satisfy the
reliability criteria.

C. Consistency checks

The previous checks tested only the internal consis-
tency of the fitting procedure. Other checks are made
with the W —+ ev and W ~ pv data. The changes
in the returned mass as the 6t window on the trans-
verse mass spectrum is varied are given in Tables XXVII
and XXVIII. Only the transverse mass window is
changed for these 6ts; the event selection is otherwise
the same. In addition to checking the fitting procedure,
these results check event modeling and background esti-

FIG. 35. Upper: The distribution of returned masses for
6xed-width Bts to 225 artificial W —+ ev data samples gen-
erated at Ming=80. 45 GeV/c . Lower: The distribution of
returned statistical uncertainties in those 6ts. Studies with
the W —+ pv line shapes yield similar results.
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TABLE XXVII. The difFerence in the returned fit relative
to the ultimate 6t as the lower cutofF in transverse mass for
the fit is varied. The uncertainty is the independent statistical
uncertainty estimated using the Monte Carlo.

TABLE XXIX. Shifts in the R' mass as the fit type is
changed from the transverse mass spectrum used in the ulti-
mate fit to a fit of an individual-lepton spectrum. The shifts
are assigned an uncertainty estimated from the Monte Carlo.

MT (min)
(GeV/c )

50
55
60
65
70

AM~
(MeV/c )
—55+49
—35 +48
+12 + 39

0
—44+ 73

am~
(MeV/c )
+38 + 71
+47 + 76
+47+ 60

0
+63 + 107

Spectrum fit

Electron ET fit
Electron ET fit
Muon p& 6t
Muon gT fit

AM~
(MeV/c )
—14 + 132
+70+ 138
+322 + 184
—26+ 143

TABLE XXVIII. The difference in the returned fit rela-
tive to the ultimate fit as the upper cutoff in transverse mass
for the fit is varied. The uncertainty is the independent sta-
tistical uncertainty estimated using the Monte Carlo.

MT (max)
(GeV/c2)

90
95
100
105
110
120
150

aMw
(MeV/c )
—65 +54
—60+ 19

0
—4+9
—4+ 10
0+12

+2 +14

AM~~

(MeV/c')
+42 + 97
—28+49

0
+37 + 43
+50 + 46
+37 + 52
+22 + 77

mates. The observed mass shifts are consistent with the
Quctuations expected &om the change in the number of
events as the fit window is changed.

Fits to the individual charged lepton and neutrino ET.
spectra are more sensitive to systematic errors in the
p&~ and recoil modeling. The resulting mass shifts rela-
tive to the ultimate fits are summarized in Table XXIX.
These fits do not have a fit window imposed other than
the overall requirement that 65 & MT & 105 GeV/c .
The scatter is consistent with the estimates of the inde-
pendent statistical uncertainty which is estimated using
artificial experiments. Even larger deviations than in-
dicated by the statistical estimate might be anticipated
since systematic uncertainties increase for these fit types.
In Figs. 36 and 37, the lepton p~ spectra are compared to
the Monte Carlo spectra predicted using the mass value
returned &om the ultimate fit.

Fits may be made to the samples split into low and
high ~u~ regions to further test the event modeling. The
subsets of the W ~ ev saxnple with ~u~ & 5 GeV and
~u~ & 5 GeV have 2770 and 2948 events in the fit range,
respectively; the TV —+ pv samples have 1504 and 1764
events. The results of these fits relative to the ultimate
W ~ Xv fits are shown in Table XXX. Although the
numbers are split about zero, the shifts are highly anti-
correlated so the numbers can be interpreted as only a
single check. Note that the splitting is consistent with
what would be expected &om the apparent statistical
Huctuation in (u~~) and the modest disagreements in the
rms values of u~~ and u~ seen in Table XVIII. More-
over, the p~ spectrum given to the boson was not re-

tuned for this study. The transverse mass spectrum for
each of these samples for electrons and muons is shown
along with the Monte Carlo spectrum predicted using the
mass from the ultimate fit in Figs. 38 (W -+ ev) and 39
(W + pv).

Another check of systematics is the fitted TV width and
the shift in the fitted mass when. the width is not con-
strained in the fit. The mass and width values are corre-
lated because the shape of the transverse mass spectrum
is asymmetric. Since the TV width behaves as a reso-
lution, the comparison of the measured W width with
its expected. value serves as a check on the modeling.
The measured value for the width from the fit to the
W ~ ev data, after applying the radiative correction in
Table XXVI, is

I'~ ——2.35 + 0.25(stat) + 0.40(syst) GeV.

For the W ~ pv data, the measured number is

(9.1)

TABLE XXX. Shifts in the TV mass as the 6t type is
changed from the ultimate 6t to ones covering a different sub-
set of ~u~. The shifts are assigned an uncertainty due to the
independent statistical and systematic uncertainties as is done
for other checks. The shifts for the two subsets are expected
to be almost completely anticorrelated.

Fit type

)u~ & 5 GeV fit
(u~ ) 5 GeV fit

AM~
(MeV/c )

+200 + 180
—170 + 200

(MeV/c )
+77 + 240
—80+ 270

I'~ ——1.53 6 0.44(stat) 6 0.39(syst) GeV. (9.2)

The systexnatic uncertainties on the widths are estimated
in the same way as those on the mass. The width mea-
surements are consistent with the indirectly measured
value of 2.064 + 0.085 GeV [43], the directly measured
value of 2.040+ 0.320 GeV [69], and the standard model
prediction of 2.067 + 0.021 GeV [70]. In the W ~ ev
channel, the shift in the measured mass, when the width
is unconstrained rather than fixed to its expected value,
is —79 MeV/c2. For the W ~ pv channel, the shift
is +123 MeV/c2. These are consistent with the fitted
widths [71]. The log-likelihood contours for the fitted
mass and width for the electron and muon fits are shown
in Figs. 40 and 41, respectively.

The TV+ and R' are expected to have the same mass
because of CPT conservation. Indirect tests comparing
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FIG. 38. Transverse mass spectra of W ~ ev compared
to the simulation using the mass value from the ultimate 6t.
Upper: oui & 5 GeV. Lower: 20 GeV) jui ) 5 GeV. In each
plot the two distributions being compared are normalized to
equal area.
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the decay rates of p+ and p [72] are about 2 orders
of magnitude more sensitive to this mass difference than
the direct measurement presented here. For the TV ~ ev
measurement, since the electron energy measurements
are charge independent, the measurement of the mass

difFerence is dominated by the statistical uncertainty. Di-
viding the sample by charge, there are 2826 W+ events
and 2892 TV events. The measured mass difFerence from
the W ~ ev data is

M(W+) —M(W ) (electrons)

= +700 + 290(stat) MeV/c, (9.3)

where the same energy scale is used for e+ and e . Fits
with the TV width unconstrained show a similar mass
splitting with no significant splitting between the mea-
sured widths. For the W —+ pv measurement, dividing
the W —+ pv sample by charge yields 1644 W+ and 1624
TV events. The mass difFerence &om the TV ~ pv data
1S

M(W+) —M(W ) (muons)

= +549 + 410(stat) 6 70(stat) MeV/c, (9.4)

where the systematic uncertainty is due to residual align-
ment effects in the CTC calibration. The combined result
1S

M(W+) —M(W ) (combined) = +625 + 240 MeV/c .

(9 5)

Extensive studies have been performed to see if this
effect could be an artifact of the calibration procedure,
or due to miscalibration of the energy scales for the gas
calorimeters (the latter could give a difFerence due to the
forward-backward asymmetry in TV+ and R' produc-
tion). No evidence is found for a systematic efFect which
could cause such a large mass splitting.
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FIG. 42. Comparison of the W —+ eu transverse mass
spectrum for the data and simulation. The points are the
data and the histogram is the simulation using the W mass
value determined by the ultimate fit to the data. The arrows
denote the limits of the window used for the ultimate 6t.
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D. Ultimate fits X. B.ESULTS

The ultimate fits to the electron and muon data, from
which the quoted masses are taken, are 6ts to the trans-
verse mass spectra of each data sample, where the W
width has been constrained to its measured value of
2.064 +0.085 GeV. The log-likelihood points for the ulti-
mate 6t to the electron and muon transverse mass spec-
tra are shown in Figs. 40 and 41. A fit of a parabola to
the points has y /KDF = 5/11 for the electron fit, and
y2/NDF = 11/10 for the muon fit. The transverse mass
spectra of the W —+ ev and R' —+ pv data, superimposed
with the predictions using the mass returned &om the
ultimate fits, are shown in Figs. 42 and 43. Radiative
corrections of +65 6 20 MeV/c2 for the electron channel
and +1686 20 MeV/c2 for the muon channel are added
to the fit values. A correction of +20+ 10 MeV/c2 due to
small backgrounds that are not included in the simulated
line shapes is also applied to the fit value for the muon
channel.

The measured values of the R' mass extracted kom
these 6ts are given in Sec. XB.

E. Summary

A 10 MeV/c uncertainty on the W mass, independent
in the electron and muon analyses, is taken due to the
finite statistics used to generate the transverse mass line
shapes. Fits to the transverse mass spectra with the
t/V width unconstrained yield values for the R' width
of F~ ——2.35 + 0.25(stat) + 0.40(syst) GeV and I ~~ ——

1.53 + 0.44(stat) + 0.39(syst) GeV. The results of the
ultimate fits are given in the following section.

This section presents a summary of the measured val-
ues and experimental uncertainties in the R' mass mea-
surement. The results ft. om the electron and muon chan-
nels are combined, accounting for correlated uncertain-
ties. The new measurement is compared to previously
published values as well as to predictions of the TV mass
based on global fits to electroweak measurements. The
measurement, when combined with Mt ~, is compared to
predictions in the M~-Mq z plane.

A. Summary of systematic uncertainties

A summary of the systematic errors on the TV mass
measurement discussed in this paper is given in Ta-
ble XXXI.

All uncertainties have been rounded to the nearest
5 MeV/c2. The statistical uncertainties are determined
&om the 6ts. The systematic uncertainty on the energy
scale for electrons, 120 MeV/c2, is dominated by the sys-
tematics of connecting the momentum scale to the elec-
tron energy scale. The 50 MeV/c2 momentum scale un-
certainty, included in this 120 MeV/c2, is common to
both the muon and electron channels. Other systematic
uncertainties due to modeling and event selection add
up to 130 MeV/c and 120 MeV/c2 for the electron and
muon analyses, respectively. The total common uncer-
tainty is 100 MeV/c .

B. Masses

The mass extracted &om the electron data is
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FIG. 44. Previously published W masses and this mea-
surement compared to the LHP and SLAG predictions.
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TABLE XXXI. Summary of uncertainties in the W mass measurement.

Uncertainty Mw
(MeV jc )

AM~
(MeV/c )

Common
(MeV/c )

Statistical 145 205

Energy scale
1. Scale from J/Q
2. CTC alignment
3. Calorimeter

a. Stat. on E/p
b. Syst. on E/p

120
50
15

110
65
90

50
50
15

50
50
15

Other systematics
1. e or p, resolution
2. Input pz
3. Recoil modeling
4. Parton distribution functions
5. e or p ID and removal
6. Trigger bias
7. Radiative corrections
8. W +width

9. Higher-order corrections
10. Backgrounds
11. Fitting

130
80
45
60
50
25
0

20
20
20
10
10

120
60
45
60
50
10
25
20
20
20
25
10

90

25
60
50

5

20
20
20

Total uncertainty 230 240 100

Mg, = 80.310 6 0.205(stat)
+0.130(syst) GeV/c'. (10.2)

Accounting for correlations, the combined data yield a
mass

Mgr = 80.410 6 0.180 GeV/c . (10.3)

This result is compared to previously published results
(see Table I) in Fig. 44.

C. Ewperirnental and theoretical context

A world-average value for the TV boson mass is calcu-
lated by combining this measurement with the previous
CDF [12] and UA2 [13] measurements (see Fig. 44). The
value is

8~.2 —
W Moss (this measurement):

M„= 80.41 + 0.18 GeV/c'

8Z — CDF Measured Top Quark Mass'.
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The procedure used to calculate the average is (1) re-
move the uncertainty due to parton distribution func-
tions (PDF), which is assumed to be (largely) com-
mon to the measurements, (2) combine the measure-
ments weighted by their remaining respective uncertain-
ties, and, (3) add back in the largest PDF uncertainty,
which in this case is 85 MeV/c [13]. The y /NDF of the
three measurements to the world average is 0.69.

FIG. 45. The data point represents the W mass mea-
surement presented in this paper and a top quark mass of
176+13 GeV/c [76]. The curves are from a calculation [76]
of the dependence of the W boson mass on the top quark
mass in the minimal standard model using several Higgs bo-
son masses. The band on each curve is the uncertainty ob-
tained by folding in quadrature uncertainties on n(Mz), Mz,
and n, (Mz).
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Values for the W mass can be inferred &om mea-
surements at the Z pole and &om experiments mea-
suring charged currents at low momentum transfer
(Q (& Mxv) under the assumption that there are no
new phenomena outside of the standard model. Fits
to properties of the Z measured at LEP [73] give a
value M~ ——80.28 + 0.07 GeV/c . The left-right
asymmetry of the Z boson, measured at SLAG [74], is
used to infer Miss~A = 80.79 + 0.19 GeV/c . Deep-
inelastic neutrino scattering measurements are used to
infer MxDD,

xs = 80.24 + 0.25 GeV/c2 [61). Figure 44 shows
a comparison of the present values for the direct and in-
direct determinations of the TV mass.

The direct measurement of the R' boson mass can be
combined with other electroweak data to yield a predic-
tion for the top quark mass. One can also use a top quark
mass to test the consistency of the standard model. Fig-
ure 45 shows a top quark mass of 176+13 GeV/c [75]
and the CDF R' mass measurement presented in this pa-
per. Also shown are theoretical predictions [76] of the
regions in the M~-Mt p plane allowed in the standard
model for difFerent values of the mass of the Higgs bo-
son. Note that the curves are sensitive to, among other
things, the values of o. and cx, at the Z pole [77].

D. Conclusion

A direct measurement of the TV mass is one of the
few measurements sensitive to the presence of new phe-
nomena in the standard model of the electroweak in-
teraction involving charged currents at high momentum
transfer. A measurement of the t/V mass using both the
electron and muon decay channels has been described.
The mass is measured with the CDF detector, a com-
bined magnetic spectrometer and calorimeter that allows
many controls and checks of systematic effects, including
the momentum and energy scales. This measurement,
Mxv = 80.41 6 0.18 GeV/c2, has an uncertainty that is a
factor of 2 smaller than any previously published direct
measurement. The result indicates no deviation &om the
standard model.
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APPENDIX A: COMMENT ON INNER
MATERIAL

The energy scale for the calorimeter is set by matching
the distribution of the energy to moxnentum ratio E/p for
R'-decay electrons to that for a radiative simulation. In
the absence of bremsstrahlung, the calibration would be
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FIG. 46. The radial distributions for conversions (sohd
line) and background (dashed line). The radial positions of
the various sources of conversions are also shown.
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est approach, and
~

b, cot 8~ & 0.03. Nonconversion back-
grounds are subtracted using a control region, defined by
the same separation cut, but with 0.06 &

l
E cot Ol & 0.15.

The shower inaximum detector (CES) [20] is used to con-
firm the distributions in separation and L cot 8 for true
conversions and fake backgrounds. There are 209 000 sig-
nal candidates.

To optimize the resolution on the measured conversion
radius, a two-constraint fit is applied to the helix param-
eters of the two tracks: the separation is constrained to
vanish, and the angle P from the beam spot to the con-
version point is constrained to match the P of the photon
momentum vector. These constraints give an average ob-
served resolution of 0.41 cm on the conversion radius, to
be compared with an expected resolution of 0.35 cm. The
radial distributions for conversions and backgrounds are
shown in Fig. 46; the inner wall of the CTC is clearly visi-

ble. In estimating the number of conversions in the CTC
inner wall itself, backgrounds &om nearby SVX cables
[see Figs. 47(a) and 47(b)] are reduced by appropriate
azimuthal cuts. The efficiency of the azimuthal cuts is
not strictly geometrical, due to the shadowing caused by
P cracks in the calorimeter, as illustrated in Fig. 47(c).
The background-subtracted number of conversions in the
CTC inner wall is 39900+975 or (3176 2+ 7+ 15) x 104
conversions per radiation length, where the three uncer-
tainties are due to statistics, backgrounds, and uncer-
tainty in the thickness of the CTC inner wall, respec-
tively.

A check on this result is provided by the inner guard
wires of the first superlayer in the CTC, as shown in
Fig. 48. These wires are 153 pm- and 127 pm-radius
stainless steel, corresponding to 0.045'%% Xo. The wires
and the CTC inner wall are close in radius so the con-
versions &om the two regions are expected to be recon-
structed with the same efficiency. The distributions of
conversions &om the inner guard wires and &om the
other wires in the first superlayer are compared with a
Monte Carlo simulation that includes resolution eKects
and background &om conversions in the argon-ethane
gas. After efficiency corrections (see below), the num-
ber of conversions in the inner guard wires is 1378+52,
or (305 6 12) x 104 conversions per radiation length, in
good agreement with the CTC inner wall calibration.

A second check is provided by counting Dalitz pairs
and conversions in the 500-p,m beryllium beampipe, se-
lecting pairs with r &6 cm &om the beam axis. To elimi-
nate backgrounds &om conversions in the SVX material,
an event vertex requirement (lz„«te„~ ) 35 cm) is im-
posed. The efficiency for counting Dalitz pairs depends
on the conversion-photon production mechanism, and in
particular the relative production rates of e+e pairs
from m and g decays and internal conversions of prompt
photons; each of these contributions is expected to have a
broader opening angle distribution and therefore, a lower
efficiency, compared with external conversions. The num-
ber of Dalitz pairs plus beam pipe conversions near the
origin is 2246+130, where the uncertainty includes un-
certainties on the production mechanisms, the radial de-
pendence of the reconstruction efficiency, and the beam
pipe thickness. Using measured Dalitz decay rates to de-
fine an equivalent radiator, this implies (313+ 20) x 10»
pairs per radiation length, again consistent with the CTC
inner wall calibration.

To measure the average material traversed by elec-
trons, the total conversion rates are compared with those
in the CTC inner wall; this requires a determination
of the relative efficiency for detecting conversions as a
function of radius. The main source of this efficiency
dependence is bias in the electron trigger. When both
the trigger electron and partner positron point to the
same calorimeter cell, the trigger efficiency is increased
because of the enhanced energy deposition. The geomet-
rical probability for both tracks to point to the same cell
increases with radius, causing the overall conversion ef-
ficiency to grow with radius; the increase is about 10%
in going &om the origin to the CTC inner wall. This
radial dependence is measured directly &om the data by
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Check

T(1S) mass
T(2S) mass
T(3S) mass
Z + pp mass
Tracking resolution
Z + ee mass
Material measurement

(u~~) ofFset for W + ev

(u()) ofFset for W m pv
rms (u~~) for W -+ ev
rms (u~~) for W m pv
I'w
I'w
ET 6t
E'T" (W + ev) fit

p~ fit
ET" (W m pv) fit
MT, '" ——50 GeV/c (W m ev)
MF'" = 70 GeV/c (W -+ ev)
MF "=90 GeV/c (W -+ ev)
MF " ——150 GeV/c (W m ev)
MF'" = 50 GeV/c (W + pv)
MF'" = 70 GeV/c (W m pv)
MF "=90 GeV/c (W m pv)
MF " = 150 GeV/c (W m pv)
IuI ( 5 GeV (W m ev)
]uI & 5 GeV (W m pv)
CPT test (e and p)
Root mean squared deviation from zero

Standard
deviations

0.04
0.81
2.26
0.67
0.00
1.14
0.81
0.12
1.34
0.43
1.00
0.61
0.91
0.06
0.93
1.35
0.67
1~ 12
0.60
1.20
0.14
0.53
0.59
0.43
0.29
0.90
0.32
2.60

0.98 + 0.13

TABLE XXXII. List of 28 of the checks made in this pa-
per.

7
C) rms deviation from zero = 0.98 6 0. '1 3

Signs are arbitrary
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FIG. 49. Standard deviations of 28 of the checks made in
this analysis.

of the CTC inner wall. Adding in CTC gas and wire
material between a 31 cm radius and the center of the
CTC, the total predicted material is (8.1 6 0.4)% Xp.
This compares well with the (8.9 + 0.9)% Xo value de-
rived &om the fit to the E/p distribution, and confirms
the discrepancy with the 6.4% Xo estimate based on the
direct accounting of the material.

APPENDIX 8: COMMENT ON CHECKS

transplanting conversion pairs &om small to large radius,
and comparing their pz spectra with those observed at
large radius. This eKciency correction is included in the
Dalitz pair calibration described above.

Subtracting nonconversion backgrounds and Dalitz
pairs, correcting for relative efBciencies, and averaging
over event vertex position and 8, the amount of material
traversed inside a radius of 31 cm by an electron Rom
W m ev decay is determined to be (7.1+0.1+0.4)% Xo,
where the erst uncertainty is statistical and the second
is systematic, dominated by uncertainty in the thickness

Many checks of the model and results have been made
in this paper. Of these, 28 have been identi6ed as sig-
nificant and independent and are listed in Table XXXII.
The root mean squared standard deviation &om zero is
0.98 + 0.13, in good agreement with the expected value
of 1.0. There are 20 entries with standard deviation less
than 1.0, where one would expect 19.1. There are 6 en-
tries between 1.0 and 2.0 where one would expect 7.6.
There are 2 entries between 2.0 and 3.0 where one would
expect 1.2. There are no entries above 3.0 where one
would expect 0.1 (Fig. 49).
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