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We discuss the consequences of recent experimental results from CDF, SLC, CERN, LEP, and
elsewhere for the standard model and for new physics. A global fit to all indirect precision data
yields mz ——175 + 11+is GeV, sin 8~& ——0.2317(3)(2), and n, = 0.127(5)(2), where the central
values are for Mil = 300 GeV and the second uncertainties are for M~ —+ 1000 GeV (+) and 60
GeV (—). The m& value is in remarkable agreement with the value m& ——174+ 16 GeV suggested by
the CDF candidate events. There is a slight preference for a light Higgs boson with M~ ( 730 (880)
GeV at 95'%%uo C.L. if the CDF m& value is (not) included. The sensitivity is, however, due almost
entirely to the anomalously large observed values for the Z ~ bb width and left-right asymmetry.
The value of o, (from the line shape) is clean theoretically assuming the standard model, but is
sensitive to the presence of new physics contributions to the Z —+ bb vertex. Allowing a vertex
correction b&& one obtains the significantly lower value o., = 0.111+ 0.009, in better agreement
with low energy determinations, and b&&

——0.023 + 0.011. There is now enough data to perform
more general fits to parameters describing new physics effects and to separate these from m& and
MH. Allowing the parameter po, which describes sources of SU(2) breaking beyond the standard
model, to be free one finds po = 1.0012 + 0.0017+ 0.0017 remarkably close to unity. One can also
separate the new physics contributions to the oblique parameters S„,T„, , and U„, which all
take values consistent with zero. The effects of supersymmetry on the determination of the standard
model parameters are discussed.

PACS number(s): 12.60.—i, 12.15.Lk, 13.38.Dg, 14.65.Ha

I. INTR.ODUCTIQN

In April 1994 the Collider Detector at Fermilab (CDF)
Collaboration [1] reported evidence for top quark produc-
tion at the Tevatron. The collected events are consistent
with a top quark (pole) mass mt ——174 + 16 GeV. Elec-
troweak radiative corrections to standard model (SM)
observables have large mq eKects, so that its direct de-
termination is of the upmost importance. Significant in-
direct bounds on the Higgs boson mass M~ can only be
obtained after mz is known independently. Top quark ef-
fects impede the setting of bounds on or the discovery of
new physics beyond the standard model from precision
observables. In this paper we study the implications of
the mq range suggested by the CDF candidate events for
high precision measurements. For comparison, we carry
out analyses of the standard model parameters with and
without the CDF constraint.

Only one month prior to the announcement from Teva-
tron, the SLD Collaboration [2] at SLAC published a pre-
cise measurement of the left-right asymmetry AL, R. The
polarization of the SLAC Linear Collider (SLC) electron
beam was increased from 22% to 63% and the number
of Z events increased by a factor of 5 compared to the
1992 run. At about the same time the CERN e+e col-
lider LEP groups [3] presented a first analysis of their
1993 data. The integrated luminosity in 1993 amounted
to 40 pb, a number only slightly smaller than the in-
tegrated luminosities from the previous years combined.
Thus, the new (and preliminary) data contribute with a
high statistical weight. Moreover, systematic uncertain-

ties were significantly reduced, most notably in the total
Z width, increasing the significance of the 1993 run even
further.

The experimental results are summarized in Table I,
together with the SM expectations using the global best
fit values mt ——175 + 11 GeV (for MII = 300 GeV) and
n, = 0.127 + 0.005 (see below). The three errors in the
SM predictions correspond, respectively, to (1) the un-
certainties in Mz and n(Mz), (2) the (correlated) uncer-
tainties from mt and M~ (which can vary from 60 to 1000
GeV, with a central value of 300 GeV), and (3) the uncer-
tainty in 0, oh & is the bare hadronic peak cross section,
i.e. , the cross section at ~s = Mz after correcting for

photonic contributions. Similarly, AFB ——4A Af is the
bare forward-backward asymmetry for e+e -+ Z ~ ff,
A&B is the asymmetry for charged leptons assuming fam-
ily universality (after correcting for m ), s, (QFB) is the
e8'ective weak angle determined from the hadronic charge
asymmetry, and A&R ——A is the bare left-right polariza-
tion asymmetry. The quantity A& for flavor f is defined
by'

p gVy gAy
f —2 —2

gVf + gAy

sf and g~, ~f are Havor-dependent effective mixing angles
and vector (axial-vector) couplings. They include propagator
and vertex corrections evaluated at s = Mz.
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TABLE I. Z-pole observables from LEP and SLD and other recent measurements compared to their standard model ex-

pectations. The standard model prediction is based on Mz and uses the global best 6t values for m~ and o.„edith 60 GeV
( M~ ( 1000 GeV. The fits include the (Mz, I'z, R, cri, z, AFB) and (Rz, Re) p = —0.4) correlations.

Quantity
Mz [GeV]
I z [GeV]

R = I'(had)/I'(I+I )
O ice I'(e+ e )I'(hed) r «)had M2 I' (nb

Rb = I'(bb)/I'(had)
R, = I'(cc)/I'(had)

AFs —(A, )
A'„(P )
A, (P)

s.' (q p ii)
A, = Ala (SLD)

Mw [GeV]
Mw/Mz (UA2)

Qw (Cs)
g~' (CHARM II)
gir' (CHARM II)

MH [GeV]

m, g [GeV]

o.(Mz)

Value
91.1888 + 0.0044
2.4974 + 0.0038
20.795 + 0.040

41.49 + 0.12

0.2202 + 0.0020
0.1583 + 0.0098
0.0170 + 0.0016

0.143 + 0.010
0.135 + 0.011

0.0967 + 0.0038
0.0760 + 0.0091

0.2320 + 0.0016
0.1637 6 0.0075 (92 + 93)

(0.1656 + 0.0076 (93))
2.988 + 0.023

80.17 + 0.18
0.8813 + 0.0041

—71.04 + 1.58 + [0.88]
—0.503 + 0.017
—0.035 + 0.017

0.2218 + 0.0059 (CCFR)
0.2260 6 0.0048 (All)

& 61 (LEP)

& 131 (DO)
174 + 16 (CDF)

0.123 + 0.006 (event shapes)
0.116+0.005 (event shapes + low energy)

Standard model
input

2.497+ 0.001 + 0.003 + [0.002]
20.784 + 0.006 + 0.003 + [0.03]

41.44 + 0.004 6 0.01 + [0.02]

0.2156 + 0 + 0.0004
Oe171+0+0

0.0151 + 0.0005 + 0.0006
0.142 + 0.003 + 0.003
0.142 + 0.003 + 0.003
0.0994 + 0.002 + 0.002
0.071 + 0.001 + 0.001

0.2322 + 0.0003 + 0.0004
0.142 + 0.003 + 0.003

80.31 + 0.02 + 0.07
0.8807 + 0.0002 + 0.0007

—72.93 + 0.07 + 0.04
—0.506 + 0 + 0.001
—0.037 + 0.001+ 0

0.2245 + 0.0003 + 0.0013

( ~

~

0(60()) (theory)
0(800) (iudirect)

175 + 11+i9 (indirect)

0.127 + 0.005 + 0.002 6 [0.001]
(Z line shape)

N is the number of active neutrinos (with m ( Mz/2),
Qv(r is the effective weak charge in atomic parity viola-
tion [4], gP& are effective four-fermion couplings for neu-

trino electron scattering [5], and ski, ——1 —Micr/Mz is
the on-shell weak mixing angle &om deep inelastic neu-
trino nucleon scattering [6]. Our fits include the older
low energy data [?] as well.

The agreement between theory and experiment is gen-
erally excellent, with the exceptions of A&& and Bg. Of
course, given the plethora of precision measurements one
expects deviations at some level, and it would be pre-
mature to take the deviating quantities described below
as serious problems for the SM. However, these quanti-
ties, especially Bg, have a signifi. cant efFect on some of

Also, the individual forward backward -(FB) w asymmetry
A~~ ——0.0228 + 0.0028 is 2.8o above SM expectations and
renders the test of lepton universality only moderately suc-
cessful. If the FB asymrnetries into the three lepton species
are used, one finds that universality is excluded at the 93+p
C.L. [8]. There is also a direct discrepancy between APz and
A (P ) (which is consistent with the SM) of about 2 5rr.

the conclusions, and so it is worthwhile to comment on
them.

The left-right asymmetry AI.~, as measured at SLC,
is the most precise single determination of the effective
weak angle s, [2]. SLD quotes Al, ~(~s = 91.26 GeV) =
0.1628 + 0.0076. Correcting for photon exchange, elec-
troweak interference, and initial-state radiation yields

Ai~ ——A, = 0.1656 + 0.0076.

This corresponds to

1 .
I

= 0.2292+ o.oo1o.
4I&-I &

(2)

(3)

Inclusion of the 1992 result [9] A~&&
——0.100 + 0.044

yields combined values A~~ ——0.1637 + 0.0075 and 8, =
0.2294 + 0.0010, which is about a 2.5o deviation from
global SM fits and at least 2o from the values derived
from LEP asymmetries. The 1992 + 1993 result (com-
bined with the LEP value of Mz) yields mq ——251+zs
GeV for M~ ——300 GeV. Relaxing the universality as-
sumption or even allowing for the most general fermion
couplings to the Z does not considerably improve the
goodness of the fits [8]. Also, using results from Ref. [10]
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it was argued in [8] that no kind of new physics can
account for the SLD result without simultaneously con-
flicting one or several other observables, most notably
the W mass. Thus assuming that these experiments are
completely governed by p and Z amplitudes we look at
a direct experimental conflict. One possible loophole,
namely, the presence of new effective interactions which
contribute significantly to the line shape and asymme-
tries, is discussed in Ref. [11].

The Z b bb vertex has long been advertised [12] as
the "ideal top quark mass meter" since it is virtually
independent of M~, and the terms quadratic in mz enter
in a difFerent way than in p = M~2/M&cos OMs which
governs other electroweak observables, where MS denotes
the modified minimal subtraction scheme. At the same
time it is sensitive to many kinds of physics beyond the
SM. The I EP groups obtain [3]

Rb = ——0.2202 + 0.0020,
I'(bb)

from a fit with R, = I'(cc)/I (had) left free. This is
2.3 standard deviations Rom the SM prediction P~b

0.2156 + 0.0004. Rb drives the fits to smaller values of
mq, independent of MH. Because of the correlation of
top quark and Higgs boson effects in the p parameter,
this in turn favors smaller values of MH.

With the possible exception of these measurements, ex-
periments and the minimal standard model are in spec-
tacular agreement with each other.

II. RADIATIVE CORRECTIONS

One of the goals of the Z factories at SLAC and CERN
is to test electroweak theory at the quantum level. m&,
MH, and o., enter only through radiative corrections.
They are obscured by pure @ED corrections, which are
large but calculable and under control, with the possi-
ble exception of sinall-angle O(n ) Bhabba scattering.
Experimenters usually present data with all @ED cor-
rections other than final-state radiation removed.

The hadronic contribution to the vacuum polariza-
tion [16] induces an uncertainty of 0.0003 in sin 0~.

We will always use the experimental values of R& and R
with their correlation of —0.4 [3]. Alternatively, one could use
the value Rb = 0.2192 + 0.0018, obtained [3] by fixing R to
its SM value of 0.171. We have checked that the two methods
yield virtually identical results.

After the submission of the original version of this paper,
three new calculations of this contribution appeared [13—15].
Two of these agree within uncertainties with the estimate used
here. The central value of the third [13] is 1.9o away from
the old calculation. The major eKect of this most extreme
new estimate is to lower the predicted value of m& by 7—10
GeV, depending on the 6t. The e8'ects on other parameters
are largely compensated by the shifted m, & and are therefore
small. These issues are currently under further investigation.

Omitting this error in the global fits can change the ex-
tracted value of mq by about 3 GeV.

@CD corrections are calculated [17] and included up
to O(n, ). We did not include O(a, ) corrections, which
are estimated to contribute with a negative sign and
with about 0.4 MeV to the hadronic Z width [18], cor-
responding to an additional uncertainty of 0.001 in o,
As pointed out in [19] the O(n, ) corrections to the vec-
tor and axial-vector parts of the partial Z width into b

quarks exhibit different dependences on m&. They are im-
portant and included along with the analogous results for
the O(n, ) corrections [20]. Higher order @CD corrections
proportional to mb/M& are incorporated as well [21].

As for the electroweak sector, full one-loop corrections
are taken into account. Because of the heavy top quark,
two-loop efFects of O(n m, ) are included with their full
M~ dependence [22], as well as O(no. ,mb) corrections
to the p parameter [23] and to the Z -+ bb vertex [24].
Threshold efFects corresponding to O(o:n, m& ) corrections
are incorporated by making use of the detailed work of
Fanchiotti, Kniehl, and Sirlin [25]. They can also be esti-
mated [26] by employing n, (0.15m&) rather than n, (mq) .
The numerical difference between the two approaches is
negligible, and either way threshold effects increase the
extracted top mass by about 3 GeV.

In practice we used the routine zFITTER [27] for the
calculation of form factors. The improved Born formu-
las were then dressed with the aforementioned @ED and
@CD corrections for the Z partial widths. The agreement
with ZFITTER version 4.6 is excellent with differences be-
ing at the 0.1 MeV level in the total Z width. For the
most important form factor k, (M&) [see Eq. (5) below],
we used the update by Gambino and Sirlin [28].

On the quantum level the exact definition of the weak
mixing angle becomes ambiguous [28—36]. In addition
to the conceptually most simple on-shell definition [29]
s2~ = 1 —M~2/M&2 ——0.2243 + 0.0012, there are two
other definitions which are numerically very close to
each other.

One is based on the coupling constants tan 8~(Mz) =
g'/g, which are radiatively corrected according to the
MS prescription [32]. This makes the MS quantity
sin 0~:sz: 0 2317 + 0 0004 particularly convenient
for grand unified theory (GUT) predictions and insensi-
tive to new physics. However, it is a quantity designed by
theorists and is not related simply to any single observ-
able. Rather, it is best determined by a global fit. Also,
there are variant forms of 8& which differ in the treat-
rnent of heavy top quark efFects. A variant [33] in which
the heavy top quark is not decoupled is a few times 10
larger [28] than the one introduced in [34]. In the latter,
which is used here, the lnmq effects in p-Z mixing are de-
coupled, so that the Z-pole asymmetries are essentially

Yet another definition s~ ——0.2312+0.0003 is obtained by
removing the mt, dependence from the expression for Ms [30].
The m& uncertainty reenters when other observables are ex-
pressed in terms of s~ . The various definitions are further
discussed in [31].
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s, = szRe k, (Mz), (5)

with the form factor Re k, (Mz) from Ref. [28]. Rela-
tion (5) is a very good approximation due to the small-
ness of Im k, (Mz). For mq in the relevant range, (5)
implies

8.' - s~ + 0.00028.

III. FIT RESULTS

We regard the deviations in some of the observables as
consistent with statistical fluctuations and have therefore
refrained from using scale factors to increase error bars,
and instead simply combined the data.

Table II summarizes the results of various fits to 8&,

independent of mq.
The other is the efFective mixing angle [35] defined in

Eq. (3), with analogous definitions for other flavors. It
is defined through observables (the Z-pole asymmetries),
which makes it conceptually simple, but for the ewact re-
lation to other quantities a computer code is needed due
to the need to compute three-point functions. That also
makes it diKcult to relate 8, to non-Z-pole observables.

The two definitions above share a smaller sensitivity
to mq compared to the on-shell 8~. For the relation
between slav (or Mgr), sz, and Mz we rely on Ref. [25].
8& and s are related by

n, (Mz), and mq based on difFerent data sets. The central
values correspond to M~ ——300 GeV and the second
errors indicate the results for M~ = 1000 GeV (+) and

MIr = 60 GeV (—). The increase in y when changing
M~ from 60 to 1000 GeV, Ay~ = y (1000) —y (60),
is also indicated. The first row is the fit to all indirect
precision data. The prediction mq ——175+ 11+&9 GeV
is in remarkable agreement with the CDF value 174 + 16
GeV. Not surprisingly, including the CDF value as an
additional constraint (second row) has little impact on
the global fit within the standard Inodel. It will, however,
be of great importance in non-standard-model fits. The
third row is a fit in which the indirect data are combined
with the additional constraint n, (Mz) = 0.116 + 0.005
obtained from data other than the Z line shape [37]. As
expected, the extracted n, (which can be regarded as a
simultaneous fit to the line shape and other n, data) is
somewhat lower than the value from the line shape alone.
The other rows are fits to subsets of the data, which show
the sensitivity to the various inputs. From the fourth row
(LEP + low energy) we see that the predicted m& is 7
GeV lower without AI.~ from SLD, while when averaging
A, from AoL& and from P with a scale factor of 2.2 (fifth
row) it is lower by 5 GeV. The results from the Z pole
(LEP + SLD), LEP, and SLD + Mz are also shown. The
large value of mq in the last case reBects the high value
of Ao~~.

It is useful to compare these results with the fits per-
formed by the LEP electroweak working group [3]. Their
fits for Z-pole, M~, and recent neutrino data (which cor-
responds roughly to our first "all indirect" fit), as well as

TABLE II. Results for the electroweak parameters in the standard model from various sets of data. The central values
assume M~ = 300 GeV, while the second errors are for MH —+ 1000 GeV (+) and 60 GeV (—). The last column is the increase
in the overall y to the fit as the Higgs boson mass increases from 60 to 1000 GeV. The last two rows are the results of fits
performed by the LEP electroweak working group (LEP-EWG), with the appropriate translation of s, into sz.

Set
All indirect

Indirect + CDF (174 + 16)
Indirect + n, (0.116+ 0.005)

LEP + low energy
All indirect (S = 2.2)

Z pole
LEP

SLD+ Mz
Z pole, Miv, recent v (LEP-EWG)

LEP (LEP-EWG)

A2Sz
0.2317(3)(2)
0.2317(3)(', )
0.2316(3)(', )
O.232O(3)(2)
O.2319(3)(,')
0.2316(3)(1)
0.2320(4) (2)

0.2291(10)(0)
0.2317(3)(', )
0.2319(4)(,')

n. (Mz)
0.127(5)(2)
0.127(5)(2)
O. 122(3)(1)
0.128(5)(2)
0.128(5)(2)
0.126(5)(2)
0.128(5)(2)

0.125(5)(2)
0.126(5)(2)

mg [GeV]
175 + 11+
175+ 9+1123

178110+17
—11 —19

168+"+'7
—12 —19

170+11+17—12 —19
179+11+17—12 —19
170+12 +18—13 —20
251+24 +21—26 —23

178 + 11+"
173+12 +18—13 —20

4.4
4.4
6.0
2.7
3.3
4.2
2.6

We .-.re indebted to Bernd Kniehl, who made his computer code on which the numerical results of Ref. [25] are based available
to us.

A scale factor of 2.2 for the uncertainties in A, from Al, s and P, as suggested by the Particle Data Group [37], would
decrease the value of m& predicted by the indirect data by 5 GeV.

The predictions in Table I, especially for s, (Qi;s), difFer slightly from the values at the best fit point, because the former use
the central value of n (Mz) = 127.9 + 0.1 [25], incorporating the +0.1 in the first listed uncertainty, while the best fit occurs
at n (Mz) = 128.0.

The overall y is 181 for 206 DF. This is rather Iow (mainly due to the earlier neutral current data), but statistically
acceptable: The probability of y & 181 is 10'pp. The correlation coefficients are p;2 = 0.30, p;~, = —0.67, p

The correlations for the other data sets are similar.
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all

no R,
no ALR

noR, , A„„

indirect

C)
10 100

M„(GeV)
1000

all
no Rb
no ALR

no R„A,„

indirect + CDF

C)
10 100

M„(GeV)
1000

FIG. 1. Increase in y from the best fit for all data, with
and without the CDF constraint m~ ——174 + 16 GeV, and
distributions omitting Bq and/or Al.~.

to the LEP data are displayed in the last two rows of
Table II. The agreement between their results and ours
is excellent, with the small (correlated) difFerences in n,
and m& a refIection of the completely independent imple-
mentation of radiative corrections.

There is a slight preference for a light Higgs boson (as is
predicted in the minimal supersymmetric extension of the
SM) but it is weak statistically. Coinbining all indirect
data we can set an upper limit on M~ ( 570 (880) GeV
at the 90'%%uo (95%%up) C.I . Adding the CDF result this limit
is strengthened to MH ( 510 (730) GeV. Moreover, the
preference is driven mainly by the anomalous values of
Rg and AL, R. Removing them &om the data set leads to
an almost fIat y distribution with respect to MH, as is
shown in Fig. 1. Hence, caution is called for in drawing
any conclusion on MH from the present data.

In the context of the SM, R = I (had)/I'(l+l ) is a the-
oretically clean measurement of n, (Mz). In the presence
of new physics which increases the hadronic or bb event
sample, however, B loses its sensitivity to the strong cou-
pling constant. Similar remarks hold for I'z, which is also
sensitive to o, In 1993 the LEP groups collected data at
the Z peak and at +1.8 GeV away from the peak. That
allowed for a precise measurement of the Z line shape.
The extracted I'z is about one standard deviation higher
than in 1992 and the error decreased by almost 50%. It
should be noted, however, that a line shape scan involv-
ing only three scan points cannot by itself be sensitive
to any non-Z-pole contribution to the cross section. An
overconstrained line shape Bt is only possible when the

lower statistics 1990—1991 scan is included.
The extracted value of o., = 0.127 + 0.005 + 0.002

is consistent with the LEP jet event shape analysis,
which yields o., = 0.123 + 0.006, and with the value
0.122 +0.005 from the hadronic w decay fraction [37—39].
It is also in perfect agreement with grand desert super-
symmetric (SUSY) grand unified theory (GUT) expec-
tations, favoring o., = 0.127 + 0.002+ 0.008, where the
6rst error is due to mq and MH and the second arises
from the lack of knowledge of the sparticle and GUT
particle spectra (thresholds) and from the unknown ef-
fects of possible nonrenormalizable operators [40]. It is,
however, significantly higher than the values [37—39] ob-
tained &om deep inelastic neutrino and lepton scattering
(0.112 + 0.005), from J/g and T decays (0.113+ 0.006),
and from determinations relying on lattice calculations of
the charmonium (0.110 + 0.006) [41] and bottornonium
(0.115 + 0.002) [42] spectra. (The lower energy determi-
nations must of course be extrapolated to Mz. ) As will
be discussed in the next section, if one allows for the pos-
sibility of new physics in the Zbb vertex to account for
Rg, the extracted value of o;, decreases to a lower value
(0.111+0.009+0.001) consistent with these latter values.

IV. NEVI PHYSICS

In this section we describe the efFects on the its when
additional parameters describing new physics are allowed
for. We mention the two most popular classes of new
physics which are currently under discussion, namely, su-
persymmetry and compositeness ideas, and give our fit
results for the minimal supersymmetric standard model
(MSSM). A more detailed discussion can be found, e.g. ,

in [43]. We then introduce our new physics parame-
ters, namely, S, T (po), U, and b&&&

(b"-' ). Finally,
we present and discuss our results.

In the context of the MSSM and all its extensions un-
der discussion, the lightest Higgs eigenstate is known to
be light, in the range 60 GeV ( M~ ( 150 GeV. Taking
as a central value M~ = Mz the extracted top mass is
lowered to mq ——160+&&+5 GeV because of the strong
mq-M~ correlation. In most parts of the MSSM pa-
rameter space, i.e., whenever the sparticles and second
Higgs doublet are much heavier than Mz, the decoupling
theorem applies and the only signs of supersymmetry in
the precision observables are a light Higgs boson and the
absence of deviations from the SM.

On the contrary, in extended technicolor (ETC) and
compositeness models we expect a variety of efFects, most
notably the observation of large Bavor-changing neutral
currents (FCNC's). As an example, in models with
composite fermions, the efFective four-Fermi operators
formed by constituent interchange have to be strongly
suppressed. If we call the compositeness scale A, so that
a four-Fermi operator takes the form

other parameters are s& ——0.2316(3)(&) and o's
O. 126(5)(1).
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4'
L = +A, fiI'f2fsI'f4,

S=S„+S,+SM
new+ m, + M~~

U=U„.„+U „
(8)

where S, and S~ are, respectively, the mz and MH
contributions to S, and similarly for T and U. The effects
of S, T, and U on the SM expressions for observables are
given in [47]. A recent discussion of the predictions of
technicolor models when compared with precision elec-
troweak data is given in [48].

We parametrize the new physics entering the Z ~ bb

width by bbb, defined by [46]

bb bb ( + bb )

bbsb for the MSSM was computed in Ref. [49] and found
to be positive or negative depending on the part of pa-
rameter space considered. If the experimental deviation
of I'&& from the SM is to be explained by supersymme-
try, then there must be one sparticle light enough to be
detected soon [50]. In typical ETC models and in partic-
ular in the explicit model by Appelquist and Terning [51]
in which the ETC gauge bosons are weak singlets and no
Gne-tuning occurs, b&b is negative and proportional to
mt [52]. In models in which the ETC gauge bosons are
weak doublets, the sign in the corresponding contribu-
tion to b&& is reversed. However, there is a competing
effect from weak gauge boson mixing which tends to can-
cel the former. Hence, a model-independent statement
about the sign and the size of bb- in this class of mod-
els is not possible [53]. b"-' may also be used to set limits
on the admixture of extra particles such as an additional
[SU(2) singlet] DL, quark, since bi, DI. mixing reduc-es
I'bb [10]. In the fits ebb affects and is determined by Rb,

Iz, andoh d

&oin FCNC's we must require A + 100 TeV unless a
Gne-tuning is invoked. Even then, atomic parity viola-
tion experiments set lower limits [44] A + 10 TeV. They
are expected to be increased to 40 TeV with upcoming
experiments. In ETC models, again contrary to observa-
tions, Bp is usually expected to be below the SM value.
Other predictions, at least of the simplest versions based
on scaled-up @CD dynamics, are S„, ) 0 and T„, g 0,
neither of which are in conformity with the data (see be-
low).

It has become customary to use three quantities, e.g. ,

S, T, and U [45], to parametrize the flavor-independent
oblique radiative corrections, or a single parameter pp,
to characterize new sources of SU(2) breaking. In addi-
tion, new physics may in particular affect the Z —+ bb

vertex [46]. In the past it was difficult to disentangle
possible new physics effects from the dominant top mass
contributions. With the new CDF result for mq, however,
it is now possible to clearly determine the new physics ef-
fect from the data.

For our analyses we introduce the new variables S„
Tnew& and Unew via

One can also study the quantity

loop
pp = pp + pp = 1 + o'Tnewy

which describes nonstandard sources of (vector) SU(2)
breaking. In the standard model, by definition pp = 1.
That is, pp is a p parameter with all standard model
contributions corresponding to the fit value of mq and to
MH = 300 GeV removed. If po g 1, one has to replace

Mz~ z
1 MsM
po

z -+ pprzSM

SM8N/ ~ ppdNg,

where CNC is a neutral current amplitude (effective La-
grangian). pto'" differs from unity in the presence of
Higgs triplets or higher Higgs representations,

(12)

where t; and t3, are the weak isospin and its third com-

ponent of the neutral Higgs field P;. pt
'~ gets a positive

definite contribution in the presence of additional non-
degenerate scalar or fermion doublets [54],

p 3GF C;
Po

~ = ) —'F(mi;, m2;),
8 2~2

2

(13)

Nondegenerate multiplets involving Majorana fermions or
scalars with nonzero vacuum expectation values can give con-
tributions of either sign.

where C; is the color factor and I" a positive function of
the internal particle masses which vanishes for mq ——m2.
In typical (level 1) superstring models and in grand desert
SUSY-GUT models po is close to 1, while po g 1 in most
compositeness models. Allowing po P 1 is a special case
of the Sn, T„,U„parametrization, corresponding
to S„, = U„, = 0 and po ——1 + aT„, . (Higher-
dimensional Higgs representations are technically not in-
cluded in the standard definition of Tn, . In practice,
however, they cannot be distinguished &om oblique con-
tributions from the precision observables alone, and so
we will include both in our definition of T„, .)

With the CDF result we can now simultaneously de-
termine sz, o.„and m& as well as a variety of parameters
describing physics beyond the SM. Table III shows the re-
sults of various Gts, allowing for different parameters left
free. In these Bts mq comes mainly &om the direct CDF
result and s& from the asyrnmetries, and since (given
the value of Mz) they are consistent with each other in
the SM, they are largely insensitive to the presence of
the new physics parameters. With them T„can be ex-
tracted from I z, S„ is determined by Mz, and U„
from M~. These observables are only weakly correlated,
with one important exception. When b&& is left free the
large observed value of Bb drives it significantly to posi-
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A 28z gnew
bb

TABLE III. Results for the electroweak parameters including additional fit parameters describing physics beyond the SM.
All fits include the CDF constraint m~ ——174 + 16 GeV. The central values are for M~ = 300 GeV, the upper second errors for
M~ = 1000 GeV, and the lower ones for M~ = 60 GeV. For T„, we also list the equivalent po = 1 + nT„

n, {M2;) mg [Gevj S„, Tne w U„,

0.2317(3)(3)
0.2316(3)(2)
0.2316{3)(1)

0.2316(3)(2)

0.2314(4)(1)

0.2313(4)(1)

o.127(5)(2)
0.111(9)(0)
0.125(6)(1)

0.111(9)(0}

O. 125(6)(O)

O. 112(9)(O)

175 + 9+13
177+9+13
166+15+0

174 + 16+0

167+ 15 +0

175+16+0

0 2 1 + 0 24+ o

—0.21 + 0.24

0.16+ 0.23 + 0.23
(1.oo12(17)(17))

0.05 + 0.25 + 0.25
(1.0004(18)(18))
0.03 + 0.30+
(1.0002(22)( 7 ))—0.09 + 0.32+—0.11
(0.9993(23)( ) )

—0.50 + 0.61

—0.53 + 0.61

0.023 + 0.011 + 0.003

0.022 + 0.011 + 0

0.022 + 0.011 + 0

tive values. In this case the theoretical expression for the
hadronic partial Z width is modified according to

I'(had) = I'(had) + I'bb bbv

On the other hand o., is mainly determined by

I'o(had) (i. + bclcD) + I
bb bbb

I'(I+t )
(15)

where I" (had) denotes the standard model hadronic par-
tial width with the @CD correction bqcD n, /vr re-
moved. Hence, we And a change in the extracted value
for o., of

Ao., = —srBbbb-' = —0.015,

and the error is enlarged. The correlation between ebb
and o., was already noticed by Blondel and Verzeg-
nassi [55], who could only use I4 to extract independent
information on m&. Now, with the input of mq from CDF,
we ob"erve a significant effect on the determination of n, .

Before the announcement of the CDF top quark can-
didates the oblique parameters S, T, and U could only
be discussed relative to some arbitrary reference value of
mq. In particular, it was diKcult to separate the effects
of a heavy top on T (or equivalently on pII) from those of
new physics. Including the CDF top quark mass range
such a separation became feasible, and from Table III
we see that pp is remarkably close to unity, leaving little
room for any new physics which contributes to it. The
allowed regions in pp vs sg from various observables and
the global fit are shown in Fig. 2. Similarly, S„,T„
and U„are well constrained and consistent with zero.
The global fit yields a negative central value for S„,but
consistent with 0 at 10. This is in contrast to S & 0, as

The same efFect on n, would be obtained if one used the
measured value of Rg rather than the standard model formula
in the expression for I'(had).

Some separation was possible using Rb [55] and, earlier, by
using I s and I'(had), which include the bb contribution [56].

The oblique parameters are defined with a factor n fac-
tored out so that they are expected to be of order unity if
nonzero.

was suggested by earlier data. (AoLR by itself does favor
S ( 0.) The allowed region in S„, and T„, is shown. in
Fig. 3.

So far, we have allowed for new physics in the Zbb
vertex only by an overall factor in (9). This implicitly
assumes that the relative contributions to the vector and
axial-vector vertices are such that there is little effect on
AFB. Indeed, ApB can be seen in Table I to be in good
agreement with the SM expectation. However, one can
do a more detailed analysis [57—59] by allowing separate
corrections to the left- and right-handed couplings; i.e. ,
the (lowest order) couplings are replaced by

gI,b =
2 (gvb+ gAb) ~ —

2 + s»n Ow + ~L„

gRb —
2 (gvb gAb) M s sm Ow + 8R ~

From a global fit we obtain

I

I

I

I

'I
I

I

I

all, M„= 300
M, M, m,
widths, m,
asymmetnes
M„= 60
M„= 1000

C)
O

CD

C)

QO
CD

8=.229

I

I

I

I

I

I

0.231

I

I

I

, I

A 2
Sz

I

0.233

FIG. 2. Allowed regions at; 90% C.L. in po and Sz from
the Z-pole asymmetries; the Z widths (and CDF mt, ); and

M~, M~, and m~, assuming M~ = 300 GeV. Also shown are
the allowed regions for all data, including the CDF m, ~, for
M~ ——60, 300, and 1000 GeV.
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FIC. 3. Allowed regions at 90'Po C.I. in S„, and T„, for
various observables. The 6t to Mz, M~ assumes U„= 0,
but U„ is left as a free parameter in the other cases. The
Bts to all data are shown for M~ = 60, 300, and 1000 GeV.
The CDF m~ constraint is always included in the Gts.

0.0003 + 0.0047

b = 0.026+ 0.018,

with a correlation of 0.86. This result can be understood
in the following way: The Zbb width and A&B are, respec-
tively, proportional to gl & + g&& and (gL,&

—
g&&)/(gL& +

g&&) 1 —2g&b/gl&, where the last form follows &om
the fact that g&b (( gib in the standard model and rea-
sonable deviations. Bb is about 2.3o. above the standard
model prediction, while A&B is consistent with the pre-
diction but is about 0.5o below. Clearly, A&B does not by
itself require a nonzero bL &, but does suggest that any
increase in Bb is most likely due to an increase in g&b
rather than in gl& (despite the fact that the coefficient
of bl, from the standard model contribution to gI,b, is
about 5 times larger in magnitude than that of bR~). The
large correlation coefFicient is due to the relatively poor
determination of A&B and its closeness to the standard
model prediction.

V. SUMMA%V

The indirect determination of mq ——175 6 11+&g GeV
(for MIt = 300+24p GeV) is in spectacular agreement
with the CDF range, mq ——174 + 16 GeV, while the
somewhat lower value 160 &&+5 expected in supersym-
metry is still in reasonable agreement. Also most other
observables are in excellent agreement with the predic-
tions of the standard model. One exception is that the
left-right asymmetry is in direct confIict with LEP asym-
metries. n, determinations from LEP I0.127(5)(2) from
the line shape, 0.123(6) from jets, and 0.122(5) from B ]
are significantly higher than the ones performed at lower
energies. The Z ~ bb partial width exceeds the standard
model value by about 2.3 standard deviations. Inter-
estingly, new physics which can account for bb-' would
simultaneously decrease the extracted o., from B, bring-
ing it in closer agreement with other measurements. It
remains to be seen to what extent these deviations and
the one in AFB persist in the future.

Inclusion of the CDF result does not alter the standard
model fits significantly. It is, however, very useful in con-
straining new types of physics: One can now separate the
eA'ects of new physics from mz. E.g, po, which describes
sources of vector SU(2) breaking beyond the SM, is now
known to be very close to and consistent with the SM
value (of unity), pp = 1.0012 + 0.0017 6 0.0017. The
same is true for all the oblique parameters. High preci-
sion experiments continue to prefer nonpositive values for
S„, and a vanishing T„, , but there is no longer a sig-
nificant indication of S„, ( 0. This is in contrast with
standard ETC and/or compositeness models, but is con-
sistent with most of the parameter space of minimal su-
persymmetry. The new data show a slight preference for
a light Higgs boson mass close to the direct lower bound,
but this is weak statistically. One finds MH ( 510 (730)
GeV at 90% (95%) C.L. It should be kept in mind, how-
ever, that this limit depends almost entirely on Rb and
AL R, both of which are high compared to the SM.
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