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We have measured the branching ratio for Kl —+ p+p using our full data set obtained during
running periods in 1988, 1989, and 1990. The total number of @+p candidates after a background
subtraction is 707, which represents the largest sample to date of this rare decay mode. Our result
is R(ICI. m p+y, ) = (6.86 + 0.37) x 10,which is consistent with earlier results and very near the
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unitarity bound. The upper limit on B(Kz, —+ p p, ) is used to set an upper limit on the real part
of the amplitude A(Kr —+ p+y, ); this is subsequently used to constrain the top quark mass m, and
the Wolfenstein parameter p of the CKM matrix.

PACS number(s): 13.20.Eb, 12.15.Hh

I. INTRODUCTION

The decay Kl —+ p+p has played a major role in
our understanding of weak interactions. The small value
of the branching ratio provided strong experimental ev-
idence for the Glashow-Iliopoulos-Maiani (GIM) mecha-
nism of weak decay [1], in which the presence of a second-
generation charge-2/3 quark (c) prevents flavor-changing
neutral currents &om occurring at the tree level, and
strongly suppresses them &om occurring at the one-loop
level (u and c quark contributions cancel). In fact, the
GIM mechanism was proposed prior to the discovery of
the c quark and allowed its mass to be predicted with
surprising accuracy [2].

The small residual rate left after u and c contributions
cancel is almost entirely due to the process KL ~ pp ~
p+p where the intermediate photons are real. Using
the measured value [3] B(KI ~ pp) = 5.70 x 10 and
the @ED result [4, 5] I'(KLo -+ pp —+ @+p )/I'(KL
pp) = 1.20 x 10, one calculates B(KI -+ y+y, )~~ =
6.83 x 10 . This value, referred to as the "unitarity
bound, " is the minimum rate at which K& ~ p+p is
expected to occur: other absorptive amplitudes such as
those resulting &om 7r7r and 37r intermediate states are
small and cannot significantly destructively interfere with
K&~ ~ pp ~ p+p [5, 6].

The rate for B(K& -+ y, +p ) also receives contribu-
tions &om the short-distance electroweak diagrams of
Fig. 1. The internal loops within these diagrams are
dominated by the heavy t (top) quark. The diagrams
together contribute an amplitude proportional to [7, 8]

f (&~) l«(Vi~Vi. ) I

where f is a function of z~ = (mi/mdiv) and Vip and
Vt, are Cabibbo-Kobayashi-Maskawa (CKM) mixing ma-
trix elements [9]. An accurate measurement of B(K&~ —+

ttiCik"

tt)Cit, "

FIG. 1. Short-distance electroweak contributions to the
amplitude for Kl. —+ p+p

p+p ) thus constrains the product of CKM matrix ele-
ments (Vi&Vt, ) given the top mass mi, or vice versa [8,
10—14]. We discuss such constraints in the final section
of this paper.

The Kl ~ p+p decay was first searched for with
sufficient sensitivity by Clark et al. [15] at the Lawrence
Berkeley Laboratory Bevatron. This experiment failed
to observe any events and published an upper limit of
1.82 x 10 s at the 90% confidence level, significantly
below the unitarity bound. A subsequent pair of ex-
periments at Brookhaven National Laboratory (BNL)
(Carithers et al. [16]) together having nominally less sen-
sitivity than that of Clark et al. observed nine events
and measured B(KI ~ @+p ) = 12+4 x 10 . The BNL
experiments ran consecutively and used the same appa-
ratus with slightly diferent magnetic fields and muon de-
tectors. The disagreement between Carithers and Clark
was resolved by a third BNL experiment (Fukushima
et al. [17 ) which observed three events and measured
B=8.8+5 5 x 10 . This confirmed the existence of
K& —+ p+p but left uncertain whether the branching
ratio was above or below the unitarity bound. The situ-
ation improved in 1977 when an experiment at Argonne
National Laboratory having approximately twice the sen-
sitivity of the previous searches observed 16 K~ m p+ p
events and measured B= 8.1+i's x 10 (Shochet et
al. [18]). While this result precluded a branching ratio
very much lower than the unitarity bound, the statisti-
cal error was too large to rule out nonstandard contri-
butions to the rate. In the mid-1980s two experiments
designed to search for KL —+ p+e+ with high sensitivity
also measured B(Kz —+ p+ p ) with high statistics. The
experiments were conducted at KEK (Japan) and BNL,
where more intense neutral beams than used previously
had become available. The KEK experiment observed
178 KL ~ y+p decays (Akagi et al. [19]), while the
BNL experiment observed 707. We report here the final
results &om the BNL experiment.

The data from this experiment was taken over three
years of running —1988, 1989, and 1990. The yields
of KL ~ p+p candidates after a background subtrac-
tion are 87, 274, and 346, respectively. The results for
the 1988 and 1989 data sets have been previously re-
ported [20—22]. The 1989 data set has now been reana-
lyzed along with the 1990 data set using a common pro-
cedure described here. The 1988 data used a different
trigger and off-line pattern-recognition algorithm; since
it comprises only 12'% of the overall statistics, it was not
reanalyzed. Our final sample represents the largest sam-
ple to date of K& ~ p+p events.

The measurement of B(KI ~ p+p, ) is challenging
because of the branching ratio's small value. To attain
a good statistical sample, a very high flux KL beam
is needed. This unfortunately produces high rates in
tracking chambers and counters from the dominant de-
cay channels KL ~ 7r+E+v and K& ~ vr+vr 7r . Good
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mass resolution is also needed to discriminate against
KL -+ vr+p+v decays followed by m+ ~ p+v, which also
produce @+p pairs. To normalize the sensitivity of the

0 +experiment, a prescaled sample of KL ~ a m decays
is recorded simultaneously with the KL ~ @+p sample
and the ratio I'(Kl m p, +p )/l'(KL -+ vr+vr ) actu-
ally measured. This result is multiplied by the Particle
Data Group [3] value for B(K&~ -+ sr+sr ) to obtain the

+ 0 +vr-branching &action for KL —+ p p . Since KL —+ vr vr

and K ~ p+ p decays are topologically similar, severalL
systematic errors cancel in the ratio of partial widths.

II. APPARATUS
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FIC. 2. Plan view of E791 neutral beam line and detector.

The experiment, E791, was performed in the B5 beam-
line at the Alternating Gradient Synchrotron (AGS) of
Brookhaven National Laboratory. In addition to mea-
suring the K ~ p+p decay mode, E791 also searched
for K& -+ p~e+ and K&~ ~ e+e, the anal results of
which have recently been published [23, 24]. Figure 2

shows a plan view of the E791 neutral beamline and de-
tector. The AGS provided 4.5 —5.0 x10 protons per
beain spill with a momentum of 24 GeV/c incident on
a 1.3 interaction-length Cu target. The cycle time of
the machine averaged approximately 3.0 seconds and the
duty cycle approximately 40%. The targeting angle was
2.75, which represented a compromise between maxi-
mizing the number of KL's accepted and minimizing the

FIG. 3. Elevation view of beam-defining elements in the
AGS B5 neutral beam line. The proton beam entered from
the left. Lead foils (to convert p's) inside the gap of the B5P4
magnet are not shown. Also inside this gap was the upstream
half of the first precision collimator. The entire region was
close packed with concrete, steel, and lead shielding.

n/K ratio of the secondary beam. Downstream of theL
target were a series of collimators to define the beam,
lead foils to convert p's, and two sweeping magnets to
clean the beam of charged particles (Fig. 3). The re-
sultant beam consisted almost entirely of neutrons and
K 's in the ratio of 18:1. The collimators de6ned theL
beam to subtend a solid angle of 4.1 mrad horizontally
x 15 mrad vertically (FWHM).

At 9.7 m from the target the beam entered an 8.0 m
long vacuum tank evacuated to 0.020 torr, which served
as the decay volume. The end of the tank was sealed
by a Bange and Mylar window assembly which di6'ered
between the 1989 and 1990 runs. In 1989 the Range con-
tained three rectangular Mylar windows: a small cen-
tral one through which the neutral beam passed and
larger ones on each side through which KL decay prod-
ucts passed. In 1990 this assembly was replaced by a
single round Mylar + Kevlar window.

Immediately downstream of the vacuum tank was the
spectrometer, which consisted of two dipole magnets and
6ve drift chamber (DC) stations. There were two sta-
tions upstream of the first magnet (a 48D48 with a ver-
tical gap of 37 inches), two stations downstream of the
second magnet (a 96D40 with a vertical gap of 44 inches),
and one station between the magnets. With this arrange-
ment the magnets made two nearly independent momen-
tum measurements, sharing hits only in the middle drift
chamber. The correlation between the measurements was
such that a position mismeasurement at DC3 increased
one momentum measurement while decreasing the other,
leaving the average essentially unchanged. The cham-
bers and all other detectors were arranged in two arms,
allowing for passage of the neutral beam down the center
through only helium. The coordinate system of the de-
tector was defined as follows: the +z axis pointed along
the beam direction, the +y axis pointed vertically up-
wards, and the +x axis pointed horizontally to the left
when viewed from upstream.

Each chamber [25] consisted of two x-measuring and
two y-measuring planes with a single-wire resolution of
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130 pm. Both sets of planes were staggered by half the
cell-size in order to resolve the left-side —right-side ambi-
guity of a single hit (Fig. 4). The chambers were oper-
ated with a 50/50 gas mixture of argon/ethane bubbled
through either propanol or a water-ethanol mixture; the
temperature of the bubbler was such that the gas satu-
rated when the additive contributed 1—2% of the total
volume. The drift velocity was 51 pm/ns, giving a maxi-
mum drift-time for a 5.1 mm radius drift cell of 100 ns.
The wire signals were amplified and discriminated, and
the discriminator times digitized by time-to-digital con-
verters (TDC's) with a least-count of 2.5 ns [26]. Signals
on pairs of adjacent wires were sent to meantimers [27],
and the meantimed signals, with a jitter of less than
25 ns, were used in the trigger. Between the 1989 and
1990 running periods, the chambers comprising the most
upstream DC pair were replaced by modules 25% larger.
The new chambers were positioned 1.5 cm closer to the
beam to take adv'antage of the larger acceptance of the
new Mylar + Kevlar vacuum window. The new chambers
and window resulted in a 37% increase in the acceptance
for KL —+ p,+p . Helium bags were placed between all
drift chambers to reduce multiple scattering of Kl decay
products and also to reduce detector rates &om neutron
interactions.

The 48D48 and 96D40 dipole fields imposed horizontal
impulses of opposite sign having magnitudes 300 MeV/c
and 318 MeV/c, respectively. The large B„(vertical)
component of the field was carefully mapped on a two-
inch cubic grid consisting of over 100000 points. The
minor B (horizontal) and B, (along beam) components
were taken from solutions of the two-dimensional Poisson
equation. Spline fits were used to determine B„between
data points; in areas where the magnetic probe could
not reach, B„was calculated by extrapolation using the
shape derived kom the two-dimensional Poisson model.

Downstream of the spectrometer on each side of the
beam were two banks of trigger scintillation counters
(TSC's) separated by 3.3 m in z. Each bank had x-
measuring and y-measuring slats which were read out
to two different types of TDC's: the y-measuring slats

6.76 mm

0.2 mm

FIG. 4. Two x-measuring or two y-measuring planes of
a drift-chamber module. The large open circles are field-
shaping wires, the small solid circles are sense wires, and the
large solid circles are guard wires. Drift-cell boundaries are
denoted by dashed lines. The meantime of the two sense wires
hit was used for triggering; the cut on meantime was asym-
metric to account for the mean angle of track incidence.

used TDC's with a least-count of 2.5 ns, while the x-
measuring slats used TDC's with a much smaller least-
count of 0.2 ns [28]. The good timing resulting &om the
latter helped reject background &om accidentals. The x-
measuring slats were double ended, i.e. , had phototubes
on each end. Both x (meantimed) and y signals were
used in the trigger.

Between the TSC banks on each side of the beam was
a gas threshold Cerenkov counter (CER) used for elec-
tron identification. The gas mixture was 40% nitrogen
and 60% helium kept at a pressure slightly above atmo-
spheric. The index of re&action was monitored by an
interferometer and. maintained such that n —1 = (140 +
5) x10 s; this placed the p and 7r thresholds at 6.3 GeV/c
and 8.3 GeV/c, respectively. Each Cerenkov counter had
eight spherical mirrors arranged in two rows of four, with
each mirror reflecting light through a quartz window onto
a 5-inch phototube. The tubes were read out to TDC's
and analogue to digital converters (ADC's) [29], provid-
ing timing and pulse-height information.

Downstream of the Cerenkov counter and TSC banks
was a lead-glass array (PbG) which also was used to
identify electrons. The array was built in two longi-
tudinal layers to give shower profile information in z.
The upstream layer, referred to as the converter blocks,
was 3.3 radiation lengths deep and consisted of 52
10xlOx90 cm blocks oriented with the long axis ver-
tical. The downstream layer, referred to as the absorber
blocks, was 10.5 radiation lengths deep and consisted of
216 15x 15x 32 cm blocks arranged with the long axis
along the beam direction. The blocks were wrapped
in aluminized Mylar or vinyl with the exception of the
downstream face of the converter blocks and the up-
stream face of the absorber blocks: these were left un-
wrapped so that any radiation damage could be cured
in situ with UV lamps. Such curing was carried out be-
tween the 1989 and 1990 runs. The entire array sat in
a light-tight, temperature-controlled enclosure, and the
response of the system was monitored using a nitrogen
laser and an optical dye. When excited by the laser, the
dye emitted light of wavelength similar to that produced
by electrons traversing the PbG. The light was fanned-
out to each block via an optical fiber, and the response
of the block was monitored for calibration purposes.

Downstream of the lead-glass array was an iron wall
91 cm deep to absorb hadrons, and downstream of the
wall were two detectors used to identify muon candi-
dates. The first was a "muon hodoscope" (MHO) con-
sisting of 11 vertical x-measuring slats and 14 horizontal
y-measuring slats on each side of the beam. The horizon-
tal slats were single ended while the vertical slats were
double ended. All signals were read-out to TDC's with
a least-count of 0.2 ns, and both x (meantimed) and y
signals were used in the trigger.

The most downstream detector was a "muon range
finder" (MRG), which consisted of 75 three-inch-deep
slabs of marble followed by 25 three-inch-deep slabs of
aluminum on each side of the beam [30]. Between consec-
utive marble or aluminum slabs was a two-inch air gap,
thirteen of which were instrumented with x-measuring
and y-measuring drift-tube detectors. The most down-
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stream drift-tube plane hit determined how many mar-
ble or aluminum slabs a muon cand. idate traversed before
stopping. For positive identification of a muon, this range
was required to be consistent with that expected from the
momentum measurement made in the spectrometer. In
addition, the transverse position of hits in the drift-tubes
was required to match that expected from projecting the
spectrometer tracks. The gaps were instrumented at z-
intervals corresponding to 10% increments of range; this
gave sufFicient discrimination between real muons and
pion "punch through. "

B. Triggering and data acquisition

The experiment used multiple levels of triggering. The
lowest level or LO trigger required TSC hits in all four x-
measuring planes and the two downstream y-measuring
planes. The LO signal was put in coincidence with mean-
timer signals from the three most upstream DC's to form
a "minimum bias" trigger. The pattern of DC hits re-
quired on each side of the beam was as follows: three
out of four x-measuring planes and three out of four y-
measuring planes in DC's 1 and 2, and one out of two x-
measuring planes and one out of two y-measuring planes
in DC3. The minimum bias logic thus required at least an
eightfold coincidence of DC hits in coincidence with an LO

trigger; this indicated the presence of a track in each spec-
trometer arm which traversed the entire detector. The
LO trigger rate during the spill was typically 1000 kHz,
and the minimum bias rate was typically 70 kHz.

The minimum bias trigger was put in coincidence with
a dilepton signal to form the Level 1 (Ll) trigger. A
dilepton signal consisted of hits in each detector arm from
either the Cerenkov counter or the muon hodoscope. For
example, if both Cerenkov counters fired an Ll trigger
was generated and an "ee" trigger bit would be set. If the
Cerenkov counter on one side of the beam fired along with
the muon hodoscope on the other side, an Ll "pe" bit
would be set. For the muon hodoscope to be considered
hit, both an x and a y slat had to have hits and both
tubes on the x slat had to have signals. More than one
Ll bit could be set for an individual event. The Ll trigger
rate was typically 8 kHz.

Events passing the Ll trigger were further reduced a
factor of 50 by a filtering algorithm running online in
eight 3081E processors [31]. This filtering stage is re-
ferred to as the Level 3 (L3) trigger. A Level 2 trigger
based in hardware which would have quickly calculated a
two-body invariant mass was designed but never imple-
mented. When an Ll trigger was issued, all data from
ADC, TDC, and latch crates was digitized and uploaded
in parallel into 3081K memory [32]. The L3 algorithm did
a fast unpacking of hits in DC's 1, 2, and 3 to reconstruct
single-bend tracks. It then used a lookup table of field
integrals to calculate track momenta, two-body dilepton
masses m&2, and a collinearity angle 0~, where 0~ is
the angle between the reconstructed two-body momen-
tum vector and the kaon direction as calculated from the
target and vertex positions. Real two-body KL decays
had a two-body momentum pointing back to the target,
and hence small 8~.

The reconstructed tracks were required to satisfy
a collinearity cut 0~ ( 100 mrad, a two-body mass
cut mi2 )460 MeV/c2, and in 1989 only, a mass cut
mi2 (550 MeV/c . The lepton masses chosen for the
mi2 calculation were those corresponding to the Ll trig-
ger bit(s) set. Events passing these criteria were written
to magnetic tape. The L3 trigger rate was approximately
180 events/spill and included a sample of minimum bias
triggers prescaled by a factor of 2000. These minimum
bias triggers were subjected to the L3 algorithm with
pion masses used for the m&2 calculation, but the events
were uploaded regardless of whether they passed or not.
The result of the L3 calculation was recorded, however,
such that the events could be used later to determine the
L3 efficiency.

III. OFF-LINE ANALY'SIS

A. Pattern recognition and track fitting

All dilepton and minimum bias events written to tape
were reconstructed o8'-line in two "passes. " The first pass
ran a fast pattern-recognition routine which searched for
two tracks, one in each spectrometer arm, which satisfied
a loose vertex requirement. The second pass ran a slower,
more refined fitting package which used the full magnetic
field map and two distinct and complementary fitting
algorithms, referred to as QT and FT.

The pattern-recognition routine began in the TSC's
by combining hits in upstream and downstream banks to
form potential track segments. The segments were pro-
jected upstream to find corresponding hits in DC's 5 and
4, and the TSC2-TSC1-DC5-DC4 track segments were
projected upstream through the 96D40 analyzing mag-
net to DC3. Hits were searched for in the x view of DC3
within broad windows on either side of the position to
which the track segment projected, to account for track
bending. When a hit was found, the track momentum
was tentatively determined. Hits in DC1 and DC2 were
found by further projecting the track upstream, requiring
that the bending angle in the upstream magnet be oppo-
site and approximately equal in magnitude to the bend-
ing angle in the downstream magnet. The nonbending
y-view segments were required to lie along a straight line.
Tracks in the x view and tracks in the y view were sub-
sequently paired to form three-dimensional tracks, and
these were required to form a loose vertex insid. e the d.e-

cay tank with a distance of closest approach (DOCA) of
less than 12 cm. Events passing this criterion had the in-
variant mass mi2 and collinearity angle 0~ recalculated.
The particle masses used for the mi2 calculation were
the same as those which satisfied the L3 mass require-
ment. The momentum transverse to the KI direction as
defined by the target and vertex positions (p&) was also
calculated. Events with mi2 )470 MeV/c2 and either
0122. (10 mrad or g, (800 (MeV/c) were selected for
kinematic fitting.

All eveiits to be fit were subjected to both QT and FT
algorithms. Both fitters used the full magnetic field map
and "swum" tracks using a fourth-order Runge-Kutta al-
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gorithm to solve the equations of motion. The Btters re-
solved the left-side —right-side ambiguity of single hits by
minimizing their respective track y 's. After track and
vertex fitting were completed, m&2 and 0~ were recalcu-
lated a Bnal time using the new track parameters.

The QT fitter did. an iterative calculation of track pa-
rameters, treating the two magnets as separate spectrom-
eters. For the z (bending) view, the values of hit posi-
tions found by the pattern-recognition routine were used
to swim tracks along the route DC1 to DC2 to DC3 for
the upstream spectrometer and along the route DC5 to
DC4 to DC3 for the downstream spectrometer. The dif-
ferences between the calculated track trajectories at DC3
and the actual hit position were used to correct the parti-
cle's momentum separately in each spectrometer. In the
y (nonbending) view the procedure was similar, except
the differences between the track projections at DC3 and
the hit position were used to determine nominal scatter-
ing angles at DC2 and DC4. A scattering angle at DC3
was determined &om the difference in y-view track angles
at DC3.

The procedure was iterated until the track trajecto-
ries and hit positions agreed to within 10 pm in the x
view; if this condition could not be satisfied, the event
failed QT. Events which passed. had an z-view g calcu-
lated from the following quantities: (1) bp, the difFerence
between the momenta calculated in upstream and down-
stream spectrometers; (2) hr = hp/ag„+ q 80 s/o~g, ,
where q is the electric charge and bo 3 is the angular
mismatch in the x view at DC3 between the track fit-
ted upstream and the track Btted downstream. bo 3 is
found to be strongly correlated with bp but in a man-
ner opposite for positive and negative tracks; hence the
nonintuitive sum above was used in which the correlated

(DOCA) 2

( DCi u) ( gL + gR)
(2)

The mass and collinearity resolutions for QT-fit events
show fair agreement with Monte Carlo simulations ex-
cept for the presence of non-Gaussian tails in the data
(see Fig. 5). The vertex y~ distributions also agree satis-
factorily, but the track y distributions show significant
difFerences. As shown in Fig. 6, the distribution from the
data is broader than that from Monte Carlo simulation
and has a longer tail out to larger y values. These dif-
ferences are not completely understood. The broadening
of the distribution is partly attributed to measurement
and. interpolation errors in the magnetic Beld, and the
long tail is partly attributed to b rays.

The FT fitter, in contrast with QT, did a single fit
to all hits on a track in the entire spectrometer. The
algorithm parametrized a track by the vector cx:

cx = (x, y, dx/dz, dy/dz, q/p),

where the positions and derivatives are those at the vac-
uum window. The particle was swum through the spec-
trometer and a track y calculated based on the difFer-

parts cancel out and the smaller independent component
remains.

The y-view y was calculated from boy2& 80y3& and
boy4, the y-view scattering angles at DC2, DC3, and
DC4, respectively. The covariances between all quan-
tities entering x- and y-view y 's were found from Monte
Carlo simulation. As a Bnal step a vertex y2 was calcu-
lated as the DOCA of the tracks divided by the error in
the DOCA due to errors in the track angles:
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FIG. 5. The Kl. ~ vr+m

mass and collinearity resolu-
tions for 1989 (a), (b) and 1990
(c),(d) QT-fit events. The his-
tograms show the data while
the circles with error bars show
Monte Carlo spectra. The dis-
tributions are normalized to the
same total number of events.
There is fair agreement be-
tween Monte Carlo and data
except for the presence of non-
Gaussian tails in the data and a
small shift in the m peak for
the 1989 data. This shift is due
to a slightly low magnetic Geld
scale factor used in the track Gt-

ting; the efFect upon the mea-
sured value of B(KI ~ @+p )
is less than 0.3%.
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FIG. 6. The QT track
distribution for electrons (a), (c)
and pions (b), (d) from well-
identified KL, —+ me& decays.
The histograms show the data
while the circles with error
bars show Monte Carlo spectra.
The distributions are normal-
ized to the same total number
of events. The electron plots
include multiple scattering and
brehmsstrahlung effects, while
the pion plots include multi-
ple scattering and pion decay.
For both samples the distri-
butions from data are broader
than those from Monte Carlo
and have longer tails out to
larger y values.

QT y —view track y QT y —view track g

ences in position between the calculated track trajectory
and the twenty or fewer wires hit:

2 ) ) (
data swum) (g—1) (

data swum)

where i and j run over all DC hits. The matrix V
was momentum dependent and contained covariances

(bzD& SxDc ) determined from Monte Carlo simulation.
Multiple scattering in the x and y views was assumed to
be uncorrelated and V consisted of two 10 x 10 sub-
matrices. Expression (4) was minimized using a matrix
inversion technique requiring two to four iterative swims
per track.

The vertex fit was similar to the track fit except that
instead of fitting for five track parameters, the algorithm
fit for nine event parameters:

P = (x, y„, z„, dxz/dz, dye/dz, qq/pq, dx2/dz, dyz/dz, q2/p2).

The y to be minimized was

+Z ) ) (
data theor) (~—1) (

data theor)

(6)

where i and j run over the ten previously fit track pa-
rameters, five for each track. The 10x10 covariance ma-
trix TV was block diagonal with two 5x5 submatrices.
Each submatrix was equal to the inverse of the matrix

oIyz (cx)
i (t, j = 1, 5),

which was determined previously in the track fitting pro-
cedure (one small correction was made: two terms were
added to account for scattering in the vacuum window).
There was 10 —9 = 1 degree of freedom in the vertex fit.

The mass and collinearity resolutions resulting from
FT were essentially identical to those from QT. We con-

tinued the analysis using both fitters independently of
each other, with diferent values of track and vertex y
cuts used for each analysis stream. The resulting Kl —+
p+p branching ratios were then compared to provide a
measure of the systematic error in B(KI -+ p+p, ) due
to biases in fitting and y cuts. As shown in Sec. VII, the
QT and FT branching ratios found are extremely close.

The track and vertex y cuts were important for re-
jecting background to the p+ p sample &om Kl —+ vrpv
decays (K„s) and Kro -+ sr+or decays in which one
or both pions decayed. Figure 7 shows schematically a
pion decaying in the horizontal plane of the spectrome-
ter downstream of DC2. For such a decay, the momenta
measured in the upstream and downstream halves of the
spectrometer do not match, the track angles at DC3 do
not match, and the track y is poor. If the pion had
decayed upstream of DC1, the track y would have been
satisfactory but the vertex y2 would have been poor (the
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FIG. 7. Schematic diagram of pion decay in the spectrom-
eter. The bending angles are exaggerated for clarity. The pion
decayed at point A, with the dashed line showing the trajec-
tory the pion would have followed had it not decayed. The
thick solid line denotes the track determined by the QT fit-
ter. The momenta determined for this track in upstream and
downstream halves of the spectrometer do not match, nor do
the track angles at DC3.
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vertex was determined by projecting the DC1—DC2 track
segments). Finally, if the pion had decayed between DC1
and DC2, both vertex and track y 's would have been
poor. Unlike the QT z-view track y, the FT track y2

did not include the momentum mismatch bp directly; a
cut was thus made explicitly on bp in the FT analysis,
where the upstream and downstream momenta were sep-
arately determined by fitting to x hit positions in only
the three upstream or three downstream drift chambers.

B. Particle identi8cation

After kinematic fitting, particle identification pro-
ceeded by projecting tracks from DC5 (downstream of
the magnets) to the Cerenkov counter, lead-glass array,
muon hodoscope, and. muon range finder, and correlating
any hits in these detectors with the projected track posi-
tions. For example, an electron candidate was identified.
by a signal in the Cerenkov mirror to which the track pro-
jected with a time within 4 ns of the mean event time.
The mean event time was defined as the mean time of
the four double-ended x-measuring TSC's hit. Figure 8
shows a distribution of Cerenkov times for a sample of
electrons identified without using the Cerenkov counter;
the standard deviation of a Gaussian fit is 0.9 ns.

The response of the PbG array is illustrated in Fig. 9
for separate samples of electrons, muons, and pions. The
signal, called E, was proportional to the total relativistic
track length in the blocks. For showering electrons the
total track length was proportional to the incident elec-
tron energy, and the array was thus calibrated to give
E,~„t, „,—p, where p is the track momentum measured
in the spectrometer. Muons did not shower and their
signals corresponded to a track length equal to the block
depth. This signal was about the same size as that pro-
duced by a 400 MeV electron, and since the mean track
momentum was 3 GeV/c, (E/p) „„,= 1/7. Pions did
not shower electromagnetically but interacted hadroni-
cally; since the PbG was 1.2 nuclear interaction lengths
deep, 70%%uo of pions interacted somewhere in the glass.
Fortunately, most of these interactions gave small E/p.
However, if an interaction resulted in one or more 7r 's
carrying ofF most of the incoming pion momentum, the
resultant E/p could be as large as that for an incident

FIG. 8. Distribution of Cerenkov times for electrons iden-
tified without using the Cerenkov counter. The standard devi-
ation of a Gaussian fit is 0.9 ns. Tracks identified as electrons
were required to have ~tosa~ ( 4.0 ns.

electron. To reject such interactions a cut was made on
the quantity E,/ET, where E, is the signal measured
in the &ont converter blocks and ET the signal mea-
sured in the total array (converter+ absorber blocks).
Since the converters comprised 0.29 interaction lengths,
(e 2 —e ~ 2)/(1 —e ~ 2) =64%%uo of pions which did in-
teract in the glass did so after the converters. Over half
of pion interactions thus left very little signal in the con-
verters, and interactions with large E/p could be cut by
requiring that E,/ET be greater than some small value.
The loss in electron eKciency was small as the convert-
ers comprised 3.3 radiation lengths and 96% of electrons
initiated electromagnetic showers there. Thus, the iden-
tification criterion for electrons was that they lie above
and to the right of the contour indicated in Fig. 9. This
contour was determined &om a study of Kl —+ 7tev de-
cays (K,s) and optimized pion rejection while retaining
high electron identification eKciency.

The MHO hodoscope was located downstream of
0.91 m of iron, and thus only muons with p + 1.6 GeV/c,
and. a small amount of hadronic "punch-through, " gave
MHO hits. Muon identification in the MHO was based on
four criteria: (1) the distance in x between the projected
track position and the center of the z-slat hit; (2) the
distance in y between the projected track position and
the center of the y-slat hit; (3) the difference in time be-
tween the x and y hits, where of the two x-slat phototube
times, the one closest to that of the y time was used; (4)
the diKerence between the mean time of x and y hits and
the mean event time as determined &om the x-measuring
TSC's. For each of these criteria a confidence level (C.L.)
for the track being a muon was found by comparing the
time or position match, denoted (, with the probability
distribution 7 (z) expected for real muons:

The probability distributions 'P (z) were symmetric



MEASUREMENT OF THE BRANCHING RATIO FOR THE RARE. . . 993

1.0
- (CI)

0.8—
Electrons

1.0
(b) Muons

0.0

'iqL Q ' ', 's', ~

I. . . . I. . . . , I . 'i, . I . .' . , I

0.00 0.25 0.50 0.75 1.00 1.25 1.50

EToT/P

1.0

0.8 -", '„": .
' ', '

',
'

(c)

0.6 -"

0.2 —:-.Ii '"$4@(", ,'.',: .
"

', I

0.0
0.00 0.25 0.50 0.75 1.00 1,25 1.50

EToT/P

0.6 —: '.
,:."

~ I'

'L

0.4 —. . . .+~'s .', :.;:., : ', ';

0.00 0.25 0.50 0.75 1.00 1.25

EYoi/P

FIG. 9. The response of the
lead-glass array to a sample of:
(a) electrons, (b) muons, and

I 50 (c) pions. All particles were
identi6ed without using the
PbG. E, is the energy recorded
in the converter blocks, and ET
is the energy recorded in the to-
tal array (converter + absorber
blocks). Tracks identified as
electrons were required to lie
above and to the right of the
contour shown.

around z = 0 and normalized to unity; a factor of 2 is
included in Eq. (8) so that for (= 0, an optimal match,
C.I..= 1.

The probability distributions were found from a sep-
arate study of K„3 decays and were complicated: the
distributions for the x and y position matches were con-
volutions of a Gaussian (&om multiple scattering) with
the "square" response function of MHO slats, while the
distribution for the time-difference match was the prod-
uct of a Gaussian and a special error function which ac-
counted for the bias introduced by using the vertical tube
time closest to the horizontal tube time. The "widths"
or shapes of the distributions had a 1jp dependence as
expected &om multiple scattering efFects. This depen-
dence was studied and an analytic form o(1/p) found
which modeled it, so that when finding confidence levels
for a particular track, probability distributions were used
which corresponded to the track's momentum [33].

The four confidence levels resulting &om position and
time matching were combined into an overall confidence
level by mapping each individual confidence level onto
an equivalent y distribution for one degree of &eedom,
summing the set of four y 's, and. then mapping the sum
back onto a confidence level by integrating the y dis-
tribution for four degrees of &eedom. The distribution
of the resulting overall confidence level for a sample of
muons from K„3 decays is shown in Fig. 10. Except for
the spike at zero, the distribution is approximately flat as
expected. The spike at zero is due to missing or early hits
caused by counter inefIiciency or accidentals, and a small
amount of pion contamination. To select KL ~ p+p
decays, both tracks in an event were required to have
overall confidence levels & 0.0005.

The MRG track-finding routine found track-associated
hits in each drift-tube plane beginning with the most up-

stream plane and working towards the most downstream.
When two consecutive x planes and two consecutive y
planes were found which had no track-associated hits, the
last plane with an associated hit was noted. Muon candi-
dates were identified by requiring that the last MRG gap
with an associated hit be within three gaps of that ex-
pected based on the track's momentum. Figure 11 shows
the response of the MRG to a sample of muons &om K„z
decays and pions from K,s decays (in which the pion is
easy to identify). The muon sample shows good match-
ing between the last gap hit and the last gap expected,

250 .-

200 .-

150

100 .-

50—

0
0.0 0.2 0,4

~ I ~ ~ ~ ~ I ~ ~ ~ ~

0.6 0.8 1.0

Muon hodoscope co+.fidence level

FIG. 10. The distribution of muon hodoscope confidence
levels for muons from KL, ~ mdiv decays, where the muons
were identi6ed without using the MHO. The distribution is
approximately Bat as expected, with a spike at zero due to
missing or early hits and some pion contamination. Tracks
identified as muons were required to have a con6dence level
& O.OQ05.
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while the pion sample shows the last gap hit to be signifi-
cantly upstream of that expected. To select KL —+ p+p
decays, both tracks in an event were required to have a
difFerence between the last gap hit and the last gap ex-
pected of & —3.

C. Data reduction and event selection

The dilepton and minimum bias triggers written
to tape were required to pass the pattern-recognition
algorithm and at least one of the fitters, QT or
FT. All successfully fit minimum bias triggers hav-
ing m „)450 MeV/c were separately flagged. These
prospective KI m sr+sr decays were prescaled by a fac-
tor of 3 (2) for 1989 (1990), reducing the sample to a
more manageable size while preserving a suKcient num-
ber of K& —+ vr+m decays to normalize the sensitivity
of the experiment. The entire minimum bias sample was
prescaled by a factor of 60 (30) for 1989 (1990), which
preserved suKcient statistics to measure the eKciency of
particle-identification detectors using KL —+ vrEv decays
(Ites).

The dilepton events were divided into p+e+, p+p
and e+e samples, depending on the Ll trigger bit set.
Events with more than one bit set were considered in
more than one sample. Each sample was required to pass
a high mass cut mi2 )480 MeV/c and a low collinear-
ity or transverse momentum cut: OI ( 10 mrad or
pT, & 800 (MeV/c) . The samples were also required to
have track-associated hits in the relevant detectors: the
p+p sample was required to have hits in left and right
MHO counters, the e+e sample hits in left and right
CER counters, and the p+e+ sample hits in the appro-
priate combination of CER and MHO counter.

The p+p sample was subsequently required to pass
tight "event-quality" cuts:

(1) The vertex z position had to be downstream of
9.75 m, which was safely away &om the &inge field of
the most downstream sweeper magnet.

(2) [x/z~ & 0.003 and ~y/z~ & 0.010, where (x, y, z)
are the coordinates of the reconstructed vertex. This cut
ensured that a decay originated Rom within the neutral
beam, which had horizontal and vertical full-width diver-
gences of 4.1 mrad and 15 mrad, respectively.

(3) yt, ,z & 50 (200) and y „t,„& 25 (18) for
QT (FT), and for FT only: ~pr, „t —pb, z~/(pr, „t +
pb, k) & 0.025. These cuts rejected pion decay, which,
when originating &om KL -+ vrpv, could contribute back-
ground to the p+ p sample. The loss to the KL —+ sr+sr
sample was accounted for by applying the same cuts to
Monte Carlo KL —+ m'+a decays when calculating the
acceptance. The momentum matching cut was made only
for FT, as this quantity was included in QT's z-view
track y2.

(4) (p+ —p )/(p++ p ) & 0.66. This cut was used to
eliminate A —+ pm decays in the KL —+ m+m nor-
malization sample; it was also made on p+p events
to reduce potential bias between the KL —+ p+p and
KL —+ vr+ vr samples.

(5) No track trajectory could intersect material in
the vacuum window flange, magnet coils, magnet shield
plates, or edges of drift chambers. Tracks were required
to traverse the PbG array, as the PbG response was used
later to estimate K 3 background in the KI ~ p+p
sample.

To summarize, the final p+p sample consisted of
pattern-recognized events passing at least one of the Gt-
ters, passing the above event-quality cuts, and having
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an MHO confidence level & 0.0005 and an MRG gap dif-
ference & —3 for each track. The good kinematic consis-
tency between the L3 filter, the pattern-recognition algo-
rithm, and the QT/FT fitters resulted in high selection
efficiency, while the redundant muon identification sig-
nificantly reduced backgrounds. The selection was done
identically for both 1989 and 1990 data sets. The change
in vacuum windows between the 1989 and 1990 running
periods necessitated slightly altering the fiducial cut at
the window to account for the different shapes of the
fl.ange s.

background and consists of KL ~ p+p decays at low
0~ and K„3 decays at higher 0~. The distribution of
KI 3 decays appears roughly Hat in 0~ and we assume
this dependence. The level of this background is small
enough such that even a 50% error in this assumption
introduces negligible error into the branching ratio mea-

1989 QT

IV. FINAL EVENT SAMPLES

A. p, +p, signal and background

Figure 12 shows 0~ plotted vs m„ for the @+p sam-
ple selected above. A large clustering of events is visi-
ble at low g near m~ ——497.67 MeV/c . Also visible
is some amount of background extending to high p+p
mass. This background is dominated by K,3 decays in
which the pion decayed in-Hight and the electron was
misidentified as a muon; the misidentification produces
a large two-body invariant mass equal to or exceeding
m~. The background also contains a small number of
mismeasured K„3 decays, which for perfect momentum
measurement have a kinematic end point at 489 MeV/c2.

To subtract these backgrounds, two regions are de-
fined: a signal region extending +6.0 MeV/c around
mK and &om 0—2.0 mrad in 0~, and a "background"
region covering the same range of m„„but extending
&om 2.5—6.5 mrad in 0~. The cuts defining the sig-
nal region are chosen to be &4 standard deviations in
resolution, where the resolutions were determined from
a study of KI -+ sr+sr events and were found to be
1.5 MeV/c2 for m„„and 0.31 mrad for el'. For 1990
data (QT) there are 370 events in the signal region and
29 events in the background region. Of this latter group,
16 have one of the muon candidates also satisfying elec-
tron criteria and are thus identified as K 3 decays. The
electron efficiency in this kinematic region was measured
in a separate study to be 88.7%%, and thus the most likely
number of K,3 decays in the background region is 18.0.
This implies that there are 29 —18.0 = 11.0 K„3 de-
cays in this region. These backgrounds are subsequently
extrapolated into the signal region at lower 0~.

To extrapolate the K,3 background, we relax the MHO
and MRG cuts in the p+p sample and instead require
that events satisfy CER and PbG electron identifica-
tion cuts. This results in a large sample of K 3 decays.
Of these K,s's, those with Im„„—m~I & 6.0 MeV/c
are histogrammed in 0122. [Fig. 13(a)]. The extrapola-
tion factor needed is then the ratio of the number of
events with 0 & 0~2 & 2.0 mrad to the number with
2.5(0~ &6.5 mrad . This factor is 1.03, which gives
18.5 expected K,3 events in the signal region.

To extrapolate the K 3 background, we histogram in

g~ those events from Fig. 12 which have Im —m~I &
6.0 MeV/c but which do not have an electron candi-
date [Fig. 13(b)]. This sample contains very little K,s
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FIG. 12. 8~ vs m» for the final p+p, sample: (a) 1989
QT data, and (b) 1990 QT data. The dashed line indicates
the signal region defined by Im» —mlrI & 6.0 MeV/c and
0~ & 2.0 mrad . The I,» distribution for 1989+1990 events
with ez & 2.0 mrad is shown in (c).
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surement (the statistical error on signal-region events is
much larger). Extrapolating as flat the 11.0 estimated
K„3's in the background region gives 5.5 events in the
signal region. The Gnal number of Kl ~ @+p candi-
dates is then 370 —18.5 —5.5 = 346. These results are
tabulated in Table I along with those for the 1989 data
set. %'e mention that we could have counted K 3 events
in the signal region directly and not needed to use an
extrapolation factor. However, the electron eKciency in
this region is more dificult to obtain as KL —+ p+p
decays contaminate the measurement and need to be cut
away with an MHO cut.

B. m+m normalization

The sensitivity of the KL ~ @+p search is calculated
by counting the number of KL ~ vr+7r decays recon-
structed. These decays were recorded with the minimum
bias trigger, required to pass the L3 mass and collinearity
cuts oR'-line, and subjected to the same pattern recogni-
tion, fitting, and event-quality cuts as the @+p sample.
The only difference between 7r+7r and p+p samples
aside &om a minimum bias prescale factor is that the
former was not subjected to particle-identification cuts.
Rather than make such cuts, we prefer to subtract ofF
the well-understood K„3and K 3 backgrounds under the

KL M '7r 7r peak.
The background subtraction proceeds as follows: we

erst count the number of events in a signal region
identical to that used for the p,+p counting. For
1990 data (QT) there are 40485 events in this region.

To estimate the K 3 and K 3 background, all events
with 0K (2.0 mrad are projected onto the m axis
[Fig. 14(a)j and all events with Im —mIcI ( 6.0 MeV/c
are projected onto the @. axis [Fig. 14(b)I. A large
sample of Monte Carlo K&3 decays is then generated
and the m and 0K line shapes matched to the data
by normalizing to the number of events away from the
K& —+ 7r+7r peak. For the mass spectrum the normal-
ization region is 482—490 MeV/c2 and 505—520 MeV/c,
while for the 0K spectrum the normalization region is
3.0—10.0 mrad . The resultant number of K&3 decays
in the signal region is 8259 + 118 using the m line
shape and 8079 + 95 using the 0K line shape, where
the errors are statistical and partially correlated. These
two estimates diR'er by more than one standard devia-
tion, and the result that the 0K estimate is lower than
the m estimate is also obtained with 1989 data and
with subsets 'of 1989 and 1990 data selected with tighter
kinematic cuts. We thus consider the difference a sys-
tematic eR'ect. The Monte Carlo line shapes in both
cases closely resemble the data, and we take the central
value between estimates as the number of background
events and include half the diKerence as a systematic er-
ror. The number of KL ~ ~+sr candidates is then
40 485—8169= 32 316 6 233 (stat) + 90 (syst). The back-
ground estimates are stable against variation in the spe-
ci6c normalization regions used.

A small correction is made to the Kl ~ 7r+7r yield
to account for contributions from K& ~ 7r+vr decays
and interference between K& —+ 7r+vr and KL ~ ++vs
amplitudes. For an initially pure K beam, the time
dependence of the decay rate to 7r+7r is

(sr+~ IHIK (t)) oc e + Ig+ I
e ~ + 2 IrI+

I

e ~ + ~ cos(Amdt/h —P+ ),

TABLE I. The results of the p, + p, event counting and background subtraction procedure for QT. The signal region is defined as
)m —m~~ (6.0 MeV/c and 8~ ( 2.0 mrad; the background region is defined as the same mass interval and 2.5 (0~ & 6.5 mrad . The
1989 and 1990 data sets were collected over running periods lasting 15 weeks and 12 weeks, respectively.

Year p, p in
signal region

p,+p, in background region
with electron no electron

Electron
efficiency

Electron
extrapolation

factor

K,3 in
signal region

K3in
signal region

KL +p p
candidates

1989
1990

292
370

13
16

5
13

0.896
0.887

1.152
1.027

16.7
18.5

1.7
5.5

273.5 + 17.7
346.0 + 19.8
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where the first term on the right-hand side corresponds
to the K& contribution to 7r+vr, the second term corre-
sponds to the KL contribution, and the last term corre-
sponds to the interference between the two and is referred
to here as the KI contribution. The parameters wg and
7L, are the lifetimes of the short- and long-lived neutral
kaon states, respectively, and Lm~ is their mass differ-
ence. The CP-violating parameters ill+ i

and P+ are
the usual magnitude and phase, respectively, of the ratio
of decay amplitudes:

(~+~ iH]Kio)
(-+ -ia]K )

="+- = i&+-i"' (l.O)

To correct for Ks and KI contributions to the sr+a
sample, each event is individually weighted according to
its probability of originating from a KL . This probability
is the ratio of the second term in Eq. (9) to the sum of
all three terms in (9), where the time t of a decay is
(z/p) x m~. The parameters r&, rl, Am~/5,
and P+ taken from the Particle Data Group [3].

The resultant weights are applied to the data when
constructing the mass and collinearity distributions used
for the background subtraction procedure. The weighted
distributions correspond to those which would have been
obtained had the experiment run with a pure KL beam,
with one exception: the semileptonic background in the
data is also weighted. This is undesirable because K&3
decays receive no significant contribution from K+. To
account for this, we apply the KL weighting to the Monte
Carlo K&3 background such that the data and Monte
Carlo K&3 line shapes remain identical.

To use Eq. (9) as prescribed requires making a small
correction to the interference term to account for the fact
that K 's as well as K 's were produced in our beam by
pA collisions at the target. The rate (sr+a iIIiK (t))
is identical to that given in Eq. (9) except that the inter-

ference term changes sign; this term thus becomes "di-
luted" when K 's and K 's are produced together. The
dilution factor D has been measured at AGS energies [34]
and is parametrized as

N
D()—=

N~, +X-,
where p is the kaon momentum in GeV/c. Multiplying
the interference term by this factor accounts for K pro-
duction.

To summarize, all high-mass a+sr events are individ-
ually weighted by the properly normalized Kl term of
Eq. (9) before the background subtraction procedure is
implemented. The efFect on m+vr counting is a reduction
in the number of candidate events by 1.1/p. All results are
listed in Table II for 1989 and 1990 data sets. The errors
listed are statistical and systematic, respectively, where
the former results from the number of events in the sig-
nal region and the latter results from the K&3 background
subtraction.

V. CALCULATION OF GEOMETRIC
ACCEPTANCE

The acceptance of the E791 detector for Kl ~ p+p,
and K& —+ 7r+a decays is studied via Monte Carlo simu-
lation. As input to the simulation, we made a preliminary
determination from data of the momentum spectrum of
KL's exiting our target at 2.75 . The event generator
sampled from this distribution as well as from distribu-
tions in ix/zi and iy/zi (also determined &om data) in
order to realistically simulate the divergence of the neu-
tral beam. As a last step the generator sampled from a
distribution containing the correlation of pic with iy/zi;
because the proton beam was angled downwards with re-
spect to the horizontal, K&'s at negative y/z had slightly

TABLE II. The results of the vr+m event counting and background subtraction procedure for QT. The errors listed in the last column are
statistical and systematic, respectively. The signal region is the same as that of Table I.

Year a+m in
signal region

Monte Carlo Kl ~ 7rkv decays in signal region
m spectrum 0~ spectrum2 Average

z,'~ +-
candidates

1989
1990

19060
40 485

3895
8259

3736
8079

3816
8169

15 245 + 157+ 80
32 316+ 233 + 90
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higher momentum than those at positive y/z.
The generated KL's were forced to decay within the

vacuum tank, and the decay products were swum through
the spectrometer using the magnetic Geld maps of the
analyzing magnets. If the trajectory intersected a drift
chamber or downstream TSC counter —the detectors
used for pattern recognition and track Gtting —a hit was
digitized and entered into the event burr in form iden-
tical to that for raw data. All simulated hits included
channel inefBciencies and smearing over the measured
resolution function of the detector element. The former
were taken &om periodic measurements of detector eK-
ciencies and included any dead channels. After all hits
were packed into the raw event burr, the analysis of a
Monte Carlo event proceeded in a manner identical to
that for a real event.

When analyzing Monte Carlo events, two adjustments
are made which improve the agreement between data and
the Monte Carlo samples. The first adjustment accounts
for a difference between the pK spectrum used to generate
events and the Gnal spectrum observed. The adjustment
involves weighting the simulated Kl decays according to
their momentum pK such that the two momentum dis-
tributions agree. The weighting function X(p~) is taken
as the ratio of the smoothed momentum spectrum from
data to that from the Monte Carlo simulation. For this
comparison, fully-reconstructed KI —+ vr+vr decays are
used. However, taking the ratio is complicated by the fact
that the sr+sr sample contains K&3 background, and the
genuine m+vr decays receive Ks and KI contributions
which are not simulated in the Monte Carlo program.
Thus for the momentum comparison to be accurate, the
Monte Carlo KL ~ m'+vr sample is combined with a 22%
admixture of Monte Carlo K&s decays (the ratio is that
determined from the 7t+vr background subtraction pro-
cedure) which have been "corrected" event-by-event to
eliminate Kz and KI contributions (see Sec. IV 8). This
modiGed Monte Carlo sample nominally corresponds to
the m+vr sample from data after the latter has been
corrected for K& and KI contributions.

Since the beam and targeting conditions for the 1989
and 1990 running periods were identical, the Kl mo-
mentum spectra for the two years were in principle the
same. We thus sum the 1989 and 1990 momentum spec-
tra before determining X(p~) in order to improve the
statistics. When combining the Monte Carlo samples,
their relative normalization is taken to match the ratio
of Kl —+ vr+7t candidates observed for the respective
years. The X(pa) function obtained is carried through

1.85—

1.00—

0.75—

0.50—

I

10

K~ momentum [GeV/c]

FIG. 15. The ratio of the p~ spectrum from data to that
from Monte Carlo simulation, where the Monte Carlo events
were generated according to the Ed o/d p invariant spectrum
measured and parametrized by Skubic et aL [35]. The dotted
part of the curve corresponds to x ( 0.2, where Skubic ek al.
had no data and their parametrization may not be valid.

all subsequent Monte Carlo analyses: all distributions
and event counting use these weights, which is equiva-
lent to regenerating the Monte Carlo samples using the
modiGed momentum spectrum. To estimate the error in
our Gnal acceptances due to uncertainty in the momen-
tum spectrum, we find weighting functions for 1989 data
alone and for 1990 data alone; these are used to obtain
a measure of how much the acceptance varies as a result
of reasonable variation in pK. We quote this variation,
about 1.8'Fc in the ratio of acceptances A /A„„, as an
additional systematic error. We note that the momentum
spectrum observed is softer than that expected based on
the invariant spectrum Ed 0/dp measured by Skubic et
at. [35] using a 300 GeV/c proton beam (see Fig. 15).

The second adjustment made to Monte Carlo events is
an event-by-event weighting based on run number which
results in the yield of Monte Carlo KI ~ m+vr decays
matching the yield &om data on a run-by-run basis. This
run weighting accounts for variations in acceptance as
a function of time (e.g. , &om variations in channel efB-
ciencies) occurring in combination with changes in beam
intensity and targeting eKciency.

The Monte Carlo samples thus have two weights ap-
plied: one for momentum and another for run number.
The resulting Ki —+ vr+vr sample looks very similar to
data, as shown in Fig. 16. The Ggure compares the re-
constructed KL momenta, vertex z positions, x and y
positions of the pion tracks at the vacuum window, and
the fractions of "inbend" and "outbend" events (posi-

TABLE III. Geometric acceptances for KL —+ vr+m' and KL —+ p, +p decays (QT), for three different momentum spectra (weightings).
The percentages listed are for decays occurring within the vacuum tank. The variation in the ratio {A /A&&) is taken as a systematic error in
a(K~0 ~ &+&-).

Momentum spectrum
Fit to 1989 m+m spectrum
Fit to 1990 m+ m spectrum
Fit to 1989+1990 combined

A „ {%)

4.47
3.47
3.71

1989 Data
A„„(%)

3.86
2.94
3.17

A /A~~

1.157
1.177
1.173

A (%)

6.10
4.72
5.06

1990 Data
{%)

5.31
4.05
4.35

A /A~~

1.149
1.167
1.163
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FIG. 16. Comparing the
Monte Carlo KL —+ sr+ m.

sample (circles) with data (his-
togram). The Monte Carlo
events are weighted by momen-
tum and run number (see text),
and they include a 22% admix-
ture of K&3 decays to reaect the
semileptonic background in the
data. The momentum weight-
ing was adjusted to give good
agreement between data and
Monte Carlo. Both data and
Monte Carlo K&3 decays were
"corrected" for K& and KI con-
tributions.
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tive track on right or left side of detector, respectively).
The acceptances for KI ~ p,+p and KL m m+vr are
calculated as the sum of the weights of all Monte Carlo
events which pass event-quality cuts and lie inside the
signal region, divided by the sum of the weights of all
events generated and forced to decay within the vacuum
tank. The resultant acceptances and the ratio of accep-
tances A /A„are listed in Table III. The table lists
acceptances for all three momentum weightings: that re-
sulting from 1989 data alone, that resulting from 1990
data alone, and that resulting from 1989+1990 data
combined.

VI. CALCULATION OF DETECTION
EFFICIENCIES

A. Level 1 trigger

One source of bias between the p, +p, and m+vr sam-
ples was the Ll trigger, which required that an MHO 2;

slat (both tubes) and an MHO y slat Fired in each detec-
tor arm. This requirement is more restrictive than the
off-line MHO cuts, which required that only one tube on
an x-measuring slat fired; thus the L1 efficiency for events
passing all off-line cuts must be separately measured and
corrected for. This correction also accounts for a small
amount of L1 deadtime.

The L1 efficiency is measured by selecting from mini-
mum bias data a sample of K„3 decays in which the pion
decayed upstream of the MHO, giving two muons in the
event. This sample is subjected to the same particle iden-
ti6cation and event-quality cuts as were used to select the
KL ~ p+p candidate sample. Of the K„3's which pass
these cuts, the fraction which has the L1 trigger bit set
is taken as the Ll trigger efficiency for Kl ~ p+p

There is uncertainty in this calculation due to the fact
that Kl ~ mp, v is a three-body decay and the muons
populate slightly different regions of the MHO than do
muons from K& ~ p+p, . To reduce possible system-
atic error arising from this difference, we use only the
highest mass and lowest collinearity K 3's which still
provide good. statistics. The mass range chosen is 380—
480 MeV/c and the collinearity range is OK ( 100 mrad .
The resulting L1 efficiencies are 0.984+0.005 for 1989
data and 0.977+0.004 for 1990 data, where the errors
given are statistical. To estimate the systematic error
we repeat the calculation using K„a's from a lower mass
interval; the resulting efficiencies differ from the first re-
sult by much less than the statistical errors, implying
that the systematic error can be neglected (for the given
statistics) .

or not. Thus, one measure of the L3 efFiciency is the
fraction of KL —+ 7t+m events passing all analysis cuts
which have the L3 trigger bit set. This fraction is 0.64 for
1989 data and 0.90 for 1990 data. The improvement in
efficiency resulted from a faster and more sophisticated
algorithm which looped over more combinations of hits
in DC's 1—3 until the L3 mass and collinearity cuts were
satisfied.

To reduce bias between the KI ~ p+p and K& ~
a+sr samples, the L3 cut for the latter is made off-line
(using the L3 trigger bit) and the ratio of separate @+p
and sr+sr L3 efficiencies used to correct the ratio of event
yields. The separate efficiencies are calculated in two
steps. First, the minimum bias vr+m sample is binned
in three quantities: vertex z position, K& momentum,
and the opening angle between the two tracks. The frac-
tion of events in each bin which pass the L3 trigger is
recorded. There are 20 bins used for each variable, result-
ing in an overall grid of 20 =8000 separate efficiencies.
Next, Monte Carlo Kl -+ p+p events are generated
and used to find the fraction of KL —+ p, +p decays pop-
ulating each bin. The Kl —+ p+p L3 efficiency is then
the sum of the products of bin populations with their
respective efficiencies. As a check, we repeat the calcula-
tion using the fractional bin populations of Monte Carlo
K& —+ vr+vr decays and recover essentially the fraction
of K& —+ sr+sr events passing all analysis cuts which
have the L3 trigger bit set. All L3 efficiencies for 1989
and 1990 are listed in Table IV. The ratio of K& ~ p+ p
and KI —+ vr+vr efficiencies is very close to unity, the
difference being due to the muons and pions populating
slightly different regions of the drift chambers.

The errors on 7t+7t and p+p efficiencies listed in
the table are the sums in quadrature of statistical and
systematic errors, where the statistical errors are propa-
gated from bin efficiencies and the systematic errors are
taken as the small difference between the two a+7t effi-
ciency calculations described above. This difference is
attributed to uncertainty in the KL momentum spec-
trum. The error in the ratio of L3 efficiencies (s /s )
is smaller than the error on individual efficiencies be-
cause both the statistical errors and systematic errors are
strongly correlated (the p+ p and vr+a calculations use
the same bin efFiciencies and Kg momentum spectrum).
The latter correlation was studied and the ratio of L3 efE-
ciencies found to be essentially independent of variations
in the p~ spectrum. We thus take the error in the ratio
to conservatively be the larger of the statistical errors on
E' and F~p.

C. Particle-identification cuts

B. Level 3 trigger

All L1 p+ p triggers were required to pass the L3 trig-
ger in order to be written to tape. To measure the L3
eKciency, the algorithm was also performed on minimum
bias triggers from which KI ~ vr+vr decays were se-
lected. These triggers were written to tape along with
the L3 trigger decision regardless of whether they passed

To calculate the acceptance of MHO and MRG
particle-identiTication cuts (CL )0.0005 and gap differ-
ence) —3), both data and Monte Carlo events are used
in a manner similar to that used for the L3 efficiency
calculation. First, a sample of K 3 decays is selected by
requiring that (1) m )mls —m, to eliminate KL
m+ir 7ro decays, (2) m, (m~ —10 MeV/c2 to eliminate
Klo —+ 7r+7r decays, and (3) one track passes pion identi-
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TABLE IV. Level3 efficiencies for QT events. The Monte Carlo efffciencies are calculated by
convoluting L3 efficiencies for minimum bias K& ~ vr+7t events binned by KL momentum, vertex
z position, and opening angle, with Monte Carlo-generated distributions of these quantities for
KL, ~ p+p and KL, —+ sr+sr decays.

Event sample 1989 efficiency 1990 efficiency

Monte Carlo KL, m sr+sr

Data Kl, m ~+~
0.6439 + 0.0028
0.6434 + 0.0027

0.8975 + 0.0014
0.8988 + 0.0014

Monte Carlo KL, ~ p, +p 0.6404 + 0.0045 0.8875 + 0.0026

Monte Carlo ratio (Kl —+ vr+n )/(K'r, ~ p+p, ) 1.005(5) + 0.0071 1.011(3)+ 0.0030

fication criteria while the other track passes electron veto
criteria. The pion identification criteria is that there is
no signal in the Cerenkov counter, no signal in the MHO
counter, no signal in the MRG within three gaps of the
last gap expected based on track momentum, and E/p
in the PbG is less than 0.5. The electron veto criteria
is that there is no signal in the GER counter, and E/p
is less than 0.5. The CER cut is relaxed if the track
momentum is greater than the muon Cerenkov thresh-
old of 6.2 GeV/c. For the MRG efficiency calculation,
the muon candidate is also required to have an MHO
signal with confidence level )0.0005, i.e. , the same re-
quirement as used to select p+p events. If both tracks
satisfy pion identification criteria, the event is rejected;

since both MHO and MRG detectors were )97% efFi-

cient, this rejects (3% of "inefficient" muons. All events
are subjected to the same event-quality cuts as were used
to select KL —+ @+p candidates.

The muon tracks are binned by momentum and x po-
sition, and for each bin the fraction of tracks passing the
MHO and MRG particle identification cuts is found. A
sample of Monte Carlo K& ~ p+p events is then gen-
erated and used to find the fraction of KL ~ p+p de-
cays populating each pair of bins, one bin for each track.
The pairing of bins accounts for correlation between the
daughter particles. The overall K& ~ p+ p, eKciency is
calculated as the sum of the products of all "pair popu-
lations" with their respective eKciencies:

~MHO =
(i,j= MHO bins)

f(i, j) e, e, ,

&MRG

(k,E= MRG bins)

f(k E) sv&e ~

(i,j= MHO bins) (k,E= MRG bins)

(12)

TABLE V. Muon hodoscope efficiencies binned by track momentum and z position at the MHO, as found from 1990 KL —+ ~pv events (QT).
The efficiencies found from 1989 data are very similar. The MHO cut is that the confidence level is & 0.0005.

Momentum
[GeV/c]

a position at the MHO by left-side slat

10

p( 1.6
p& 1.6 0.901

1.0
0.942

0.857
0.964

0.791
0.970

0.803
0.975

0.772
0.976

0.771
0.976

0.792
0.965

0.677
0.942

0.857
0.875

Momentum
I GeV/c] 12 13 14 15

m position at the MHO by right-side slat

18 19 20 21

p( 1.6
p&16 0.925

1.0
0.941

0.803
0.961

0.804
0.961

0.800
0.968

0.823
0.975

0.824
0.974

0.721
0.967

0.800
0.939

0.500
0.556
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TABLE VI. MRG efficiencies binned by track momentum, as found from 1990 KL —+ npv events (QT). The efficiencies found from 1989 data
are very similar. The MRG cut is that the (last gap expected —last gap hit) is & —3.

Muon momentum range (GeV jc)

1.5—1.6 1.6—2.0 2.0—2.5 2.5—3.0 3.0—3.5 3.5—4.0 4.0—4.5 4.5—5.0 5.0—5.5 5.5—6.0 & 6.0

1.0000 1.0000 0.9996 0.9982 0.9968 0.9939 0.9944 0.9905 0.9874 0.9762 0.9735

where labels i and k refer to one daughter muon and la-
bels j and E refer to the other. The MHO and MRG bins
are not identical: there are 22 MHO bins correspond-
ing to two momentum ranges and 11 x positions, and 11
MRG bins corresponding to momentum only. The two
momentum ranges for the MHO are p ( 1.6 GeV/c and
p ) 1.6 GeV/c, where 1.6 GeV/c is approximately the
momentum at which essentially all muons penetrate the
0.9 m deep iron wall just upstream of the MHO. The 11
MHO x positions correspond to the 11 x-measuring slats.
All MHO and MRG bin eKciencies are listed in Tables V
and VI.

The summations in Eq. (12) are performed as sums
over Monte Carlo events:

1
~tot = . ~'~& ~I ~e

&

Nt t events

where Nt t is the total number of events generated. The
statistical error on et t arises from the finite size of the
K„3 sample used to measure the MHO and MRG bin ef-
ficiencies. The systematic error arises from uncertainty
in the KL momentum spectrum and is taken as the vari-
ation in et t when et t is recalculated using different spec-
tra (see Sec. V). The resulting Kl ~ @+p identifica-
tion efIiciencies are listed in Table VII. For comparison,
the table also lists MHO efIiciencies for several confidence
level cuts more restrictive than 0.0005.

D. m+m interaction correction

In addition to trigger and particle-identification re-
quirements, there was one additional source of bias be-
tween KL —+ p+p and KL ~ sr+sr decays: pions could
interact strongly in detector elements, significantly alter-
ing their trajectories or being absorbed completely such
that the event fails pattern recognition. To correct for
this loss, we calculate the probability of either pion &om
K& —+ m+m decay interacting and causing the event to
be lost, and adjust the number of K& —+ sr+sr events
upwards by this amount.

We first measure the &action of KL —+ 7t+vr decays in

which one of the pions interacts somewhere downstream
of the spectrometer but upstream of the second trigger
counter (TSC2), causing the event to be lost. The ma-
terial in this region consists of the last drift chamber
DC5, the first trigger counter TSC1, and the Cerenkov
counter. To measure this loss, we use a special pattern-
recognition algorithm which begins at the front of the
spectrometer and works its way downstream [36] rather
than the standard algorithm which begins downstream
with the TSC's and works its way upstream. The special
algorithm in fact does not use TSC information at all.
From a sample of K 3 and K„3 decays which pass the
special algorithm, approximately 1.6% of the pion tracks
fail the standard algorithm (i.e. , the TSC2 slat to which
the track projects is not hit); in contrast, less than 0.3%
of the lepton tracks fail. The pion loss is measured in-
dependently for five ranges or bins of pion momentum
and the total loss calculated as the difference between
unity and the sum of the products of bin efI1ciencies x
the &actional bin populations for KL ~ 7t+vr decay.
The &actional populations are found from Monte Carlo
simulation, and the resultant loss of KL ~ vr+7t decays
is 3.37 + 0.21%.

The problem remains of calculating the loss of pions
due to interactions upstream of DC5. There is uncer-
tainty arising from the probability of a 3 GeV/c pion
interacting in the amount of material traversed. We cal-
culate the probability of an interaction using Particle
Data Group values of total nuclear cross sections [3]. Al-
though these were measured with 30—300 GeV/c neu-
trons [37] rather than low momentum pions, they in-
clude the coherent elastic and quasielastic components
of strong scattering. Data with pion beams scattering
off complex nuclei (A ) 4) do not include such con-
tributions [38], as they contribute predominately in the
forward direction and are diKcult to disentangle from
Coulomb scattering efI'ects. Scattering data does show
that pion inelastic cross sections (ot t —0.,&,t —a „„.) are
systematically 20 —30% lower than proton or neutron in-
elastic cross sections [38, 39]; using neutron cross sec-
tions from the PDG thus yields an upper bound on

TABLE VII. K& —+ p, + p particle-identification efficiencies (QT). The errors listed are statistical except for the second error in the last
column, which results from uncertainty in the K& momentum spectrum. The MRG cut is that the (last gap expected —last gap hit) is & —3.

Year C.L.&o.ooo5 C.L.&0.005 C.L.&0.01 C.L.&0.1 MRG (C.r, .&o.ooo5) * MRG

1989

1990

0.9309 + 0.0022

0.9256 + 0.0016

0.9060

0.8988

0.8892

0.8815

0.7236

0.7091

0.9865 + 0.0013

0.9847 + 0.0012

0.9184 + 0.0026 —0,0002

0.9112+ 0.0021—0.0009
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pion loss upstream [40]. Table VIII lists the number
of nuclear collision lengths comprised by the vacuum
window, DC1—DC4, and the helium bags; the total is
0.00117+ 0.00232 + 0.00345 = 0.00694, and the upper
bound on KL ~ a+a loss upstream is 0.0138.

We obtain a lower bound by scaling the 3.37% loss
measured in the DC5 —CER region by the ratio of the
number of nuclear collision lengths upstream of DC5 to
the number of collision lengths in the measurement re-
gion. The difFerence between neutron and pion cross
sections should cancel in this ratio. The scaling re-
sults in a lower bound because, due to track and ver-
tex y cuts, pions which interact upstream in the spec-
trometer are much more likely to be rejected than pi-
ons which interact downstream. Prom Table VIII we
find that the number of collision lengths comprised by
DC5+ TSC1+ CER is 0.0492, and thus the lower bound
is (0.00694/0. 0492) x 0.0337 = 0.0048. In the absence of
more information we take the fraction of events lost up-
stream of DC5 to be the central value between upper and

lower bounds: (0.0138 + 0.0048)/2 = 0.0093. We com-
bine half the difFerence between the bounds in quadra-
ture with the error on the 3.37% measurement to give the
overall systematic error. The Anal result for KI —+ sr+sr
loss in the whole detector is 1 —(1—0.0337)(1—0.0093) =
0.043 + 0.005.

VII. @+p, BRANCHING RATIO AND
SYSTEMATIC ERRORS

To calculate the branching ratio for KI ~ p+p we
combine the event yields and efBciencies found previously
as follows:

(14)

TABLE VIII. Probability of a pion strongly interacting in detector elements. All nuclear collision lengths are from the
Particle Data Group Book [3].

Material

Vacuum window
1989: Mylar (510 pm)
1990: Mylar + Kevlar (130+430 pm)

Drift chambers
Mylar (2 skins, 13 pm)
Al (2 skins, 13 ym)
Argon
Ethane
Ethanol
Al wires
Au plating
Total for each DC
DC1 —DC4

Helium bags
Mylar (8 skins, 25 pm)
Helium
Total

Trigger counters
Scintillator
Tape
Marvelguard (carbon)
G10 (fiberglass)
Aluminum support
Air in support
Total for each TSC

Cerenkov
Front Al panel
Helium
Nitrogen
Mirrors
Back Al panel
Total

Nuclear collision length AT

(g/cm )

60.2
(80.2)

60.2
70.6
76.4
55.7
55.7
70.6
113.3

60.2
49.9

58.4
60.2
60.2
62.6
70.6
62.0

70.6
49.9
61.4
59.2
70.6

Mass traversed
(g/cm )

0.0707
0.050

0.0035
0.0070
0.0121
0.0100
0.0005
0.0041
0.0016

0.0288
0.1481

1.0400
0.0128
0.2180
0.1290
0.1609
0.0073

0.2150
0.0330
0.1520
0.3812
0.6939

Interaction probability

0.00117
0.00083

0.00006
0.00010
0.00016
0.00018
0.00001
0.00006
0.00001
0.00058
0.00232

0.00048
0.00297
0.00345

0.01785
0.00021
0.00362
0.00205
0.00227
0.00012
0.02622

0.0030
0.0007
0.0025
0.0064
0.0098
0.0224
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(7.58 + 0.48 + 0.28) x 10 9 (1989),
(6.87 + 0.40 + 0.22) x 10 s (1990),

where the erst error is statistical and the second system-
atic. The statistical error results from the number of
@+p events observed, while the systematic error results
from propagating the systematic errors on acceptances,
efficiencies, and backgrounds. The FT analysis gives

B(KL, M p, jl )FT

(7.32 6 0.48 + 0.28) x 10 s (1989),
(6.70 + 0.40 + 0.20) x 10 s (1990) . (16)

There is a 3% difference between the QT and FT re-
sults. This difference is due to the number of sr+sr can-
didates observed and indicates a difference in the degree
in which pion decays are rejected. Because Monte Carlo
events must also pass fitting cuts, the loss of Kl ~ vr+vr

where N„„ is the number of p+p candidates observed,
is the number of vr+7t candidates, P is the total

sr+a prescale factor, A /A» is the ratio of sr+sr and
p+ p acceptances, c„„is the p+ p L1 trigger efficiency,
(s+s)/(s„) is the ratio of sr+a and p+p L3 efficien-

cies, e „ is the p+p particle-identification efficiency,

b;„~ corrects for the fraction of K& ~ sr+sr decays lost
due to pion interactions, and B is the branching ra-
tio for K& ~ vr+vr taken from the Particle Data Group
[3]. All values for the 1989 and 1990 data sets (QT) are
listed in Table IX along with their measurement errors.
Inserting these values into Eq. (14) yields

B(KI, -+ p,+y, )qT

events due to pion decay is nominally accounted for in
the Kl ~ m+vr acceptance correction. The fact that
a small difference remains after the correction indicates
possible systematic error in the Monte Carlo simulation.
We incorporate this error by taking our measurement to
be the central value between QT and FT and adding
half the difference in quadrature to the other systematic
errors. Our final result is

B(KI, —+ p+p, )

(7.45 + 0.48 + 0.34) x 10 (1989),
(6.78 + 0.40 + 0.23) x 10 (1990) . (17)

To check for other systematic effects in the data, we
calculate the branching ratio for independent subsets of
events: "inbend" events (positive track on right), "out-
bend" events (positive track on left), and difFerent ranges
of KL momentum, vertex z position, and run number
(i.e. , running time). The results are shown in Fig. 17
along with statistical errors. All variations are consis-
tent within the errors and no obvious systematic trends
stand out.

The dependence of the measured branching ratio on
the particular choice of cuts is studied by calculating the
branching ratio repeatedly as one cut is varied while all
others are held fixed. The range over which the cut is
varied includes both sides of the value used in the anal-
ysis. The resultant change, if any, in B(KI —+ p+p ) is
examined for systematic increases or decreases. If a sys-
tematic change is found, an additional systematic error
is included in the measurement of B(KI ~ p,+p ) to
account for uncertainty due to the cut. The procedure is
repeated for each of 15 cuts used to select the @+p and
vr+n event samples (Table X).

TABLE IX. Values (QT) used for the overall likelihood fit for B(KI ~ p+p ). When two errors are listed, the first is an
uncorrelated error while the second is correlated with another error(s), usually on the same quantity but for another year.

Factor 1988 1989 1990

p+ p events in signal region
Background from KL ~ vrEv

87
0.3

292
18.5 + 4.6

370
24.0 + 4.7

7r+ vr prescale
KL —+ sr+ vr candidates

6000
8226 + 148

6000
15245 + 157 + 80

4000
32316 + 233 + 90

A /A~„ 1.18 + 0.012 + 0.055 1.173+ 0.015+00 00146 1.163 + 0.013+—0.014

0.985 + 0.015 0.984 + 0.005 0.977 + 0.004

L3 L3
t-'p, ~

PID

1.26 + 0.03

0.928 + 0.032

1.005(5) + 0.0071

0.9184 + 0.0026+00 00

1.011(3)+ 0.0030

0 9112 + 0 0021 p'p009

B(K~O ~ @+p ) x 10' 5.6 + 0.6 + 0.4 7.58 + 0.48 + 0.28 6.87 + 0.40 + 0.22

In this analysis the L3 algorithm was not applied to sr+~ events.



Figures 18(a) and 18(b) show the change in H(It I ~
@+HALI, ) as the MHO confidence level and MRG gap dif-
ference cuts, respectively, are varied. The small changes
seen are consistent with statistical Huctuations and do
not exhibit systematic trends. Of the 15 cuts studied in
this manner, only three exhibit possible trends: the 0~
cut for 1989 data (FT and QT), the mass window cut

defining the signal region for 1990 data (QT only), and
the track y2 cut for 1989 data (FT and QT) and 1990
data (FT only). Figure 18(c) shows the change in the
1989 FT branching ratio as the 8~ cut is varied from
a tight cut of 1.5 x 10 to a loose cut of 2.5 x 10
(the cut used to select K~ m p+p and A~ -+ sr+sr
candidates is 2.0 x 10 s). For the tight cut the branch-
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plotted for independent subsets
of data. All measurements are
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bers, (c),(d) different ranges
of Kl, momentum, (e),(f) dif-
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sitions, and (g), (h) "inbend"
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tector). The overall measured
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indicated by dotted horizontal
lines.
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ing ratio rises by 1.8%, while for the loose cut it falls
by 1.4%. We choose to include as a systematic error
the fractional change which occurs in the direction away
&om the branching ratio of the other fitter; we thus add
1.4% in quadrature to the other systematic errors on
B(KI ~ p+p ). Figure 18(d) shows the change in the
1990 QT branching ratio as the mass window cut is varied
from a tight cut of 5 MeV/c to a loose cut of 7 MeV/c;
there is a 1.1% decrease and a 1.9% increase, respectively.
In this case we include the 1.1% change as a systematic
error as it occurs in the more physically sensible direction
of the cut (a 7 MeV/c cut is much looser than needed
for high eKciency and includes significantly more K„3
background, which is difficult to subtract). Both the 0~
systematic error and the mass window systematic error
have been included in Eqs. (15), (16), and (17).

The results for the track y cuts are shown in
Figs. 19(a) (FT) and 19(b) for FT and Figs. 19(c) and
19(d) for QT. The figures show that when the FT track

cut is tightened &om its nominal value, the branch-

ing ratio rises towards the higher value of QT. When
the QT track y cut is tightened from its nominal value,
the branching ratio (1989) decreases towards the lower
value of FT. When FT and QT y cuts are loosened, no
significant change in the branching ratio occurs. Also,
when the FT momentum matching cut between upstream
and downstream spectrometers is tightened, the branch-
ing ratio rises towards QT; when it is loosened, no change
occurs. These trends suggest that B(KI ~ @+p ) prob-
ably lies between FT and QT values, which is consistent
with our taking the central value as our measurement
and including half the difference as a systematic error.
This error is equivalent to (and substitutes for) including
as errors the trends observed in the y plots.

The final task remaining is to combine 1989 and 1990
results and also to incorporate our previous 1988 result
[20] When combining results, care must be taken to cor-
rectly account for both correlated and uncorrelated sys-
tematic errors: the former include errors such as those
arising &om the Kl momentum spectrum, while the lat-

TABLE X. Cuts used to select KL —+ p, +p candidate events and the systematic change in B(KI —+ p+ p ) observed as cuts were individually
varied (see Sec. VII in text). For most cuts no systematic change was observed, only statistical fluctuations.

Cut Nominal value Range of
var iat ion

Change in B(K& —+ p+ p, )
1989 1990

Vertex ~z~ & 9.75 m 9.5 —10.5

Vertex )x/z(

Verte~ )y/z~

(0.0027

(0.0100

0.0020 —0.0030

0.0050 —0.0120

FT:
QT:

FT:
QT

tz~ at vacuum window (1989 only)

~r~ at vacuum window (1990 only)

~x( at PbG array

Track momentum

(s+ —u )/4+ + J )

& 0.1069 m

(0.4794 m

& 0.273 m (1989)
& 0.303 m (1990)

& 1.5 GeV/c

(0.66

0.0979—0.1169 m

0.4704 —0.4894 m

0.253 —0.308 rn
0.263 —0.343 rn

1.0 —2.5 GeV/c

0.31—0.76

FT:
QT:

FT: n/a
QT: n/a

FT:
QT:

FT:
QT:

FT:
QT:

n/a
n/a

It upstrm J downstrm ~ j(&upstrm + &downstrm) (0.025 0.010—0.035 FT:
QT:

Track ~

Vertex y

~m„—m~ I

MHO confidence level

(200 (FT)
(5o (QT)

( 18 (FT)( 25 (QT)

(6 MeV/c

(2 mrad

& 0.0005

100—300
20-80

10-30
11-41

5 —7 MeV/c

1.5 —2.5 rnrad 2

0.0005 —0.1

FT: +3.7%%up

QT: —1.6%

FT.
QT:

FT:
QT:

FT. I+1.8%
(—1.4%
]+1.3%
$ —2.0%

+1.9%

+1.9%
—1.1%

MRG gap difference FT:
QT:
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ter include errors such as those arising from MHO and
MRG bin efFiciencies. To account for these and all other
errors we combine results by doing a single maximum
likelihood Gt to data from all three years. For one year,
the relative likelihood of the branching ratio B„„is the
Poisson probability

N —(x

Nt

where N is the number of KI —+ p+p candidates ob-
served and o. is the number expected:
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analysis are indicated by dotted
vertical lines.
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/ L3%(B„„(N 5 (A„„& Ii 1 sI I PID

q8;„, ) qA

(19)
The parameters B, N, $;„t, (A /A ),
(s»/s ), and s» are as defined previously in Eq. (14).
The uncertainties in these parameters are incorporated
into the likelihood function by smearing (i.e. , integrating)
C(B „)over the normalized distribution function for each
parameter. The distribution functions are taken to be
Gaussian with means equal to the parameters' measured
values and standard deviations equal to the measurement
errors (see Table IX). When the errors are asymmetric,
the distribution functions are taken to be asymmetric.
All integrals are evaluated numerically by sampling over
the functions, and 2 is found to be maximum at the B»
calculated using Eq. (14), as it should be.

To incorporate data from all three years, we multiply
the right-hand-side of Eq. (18) by the Poisson probabil-
ities corresponding to the event yields and eKciencies
from the other two years. We then sample over distribu-
tion functions corresponding to 21 separate eKciencies,
acceptances, and backgrounds. Those errors which are
correlated are sampled identically, i.e. , using the same
random number such that a fluctuation in one corre-
sponds to an identical fluctuation in the other.

The negative of the logarithms of the likelihood func-
tions for the three individual years and for all three years
combined are shown in Fig. 20 for QT; the FT functions
look similar. The 1989 and 1990 QT and FT functions
yield maximum likelihood estimates for B(KI ~ p+ p, )
equal to the values listed in (15) and (16). The like-
lihood functions for 1988 + 1989+ 1990 data combined

yield maximum likelihood estimates for the branching
ratio (xlOs) of 6.95 (QT) and 6.77 (FT). Defining upper
and lower limits for a 68.3% confidence interval as those
values where —ln 8 rises by 0.5, we obtain measurements

B„„=6.95+0'ss 10 (QT) and B„„=6.77+0'sz 10
(FT). These confidence intervals include both statistical
and systematic errors. We take the central value between
QT and FT results as our final result and include half the
difference between them as an additional systematic error
which we add in quadrature to the other errors:

B(KI -+ p,+p, ) = (6.86 + 0.37) x 10

(1988 + 1989 + 1990). (20)

This result is somewhat lower than that of experiment
KEK-137, which measured B(KI -+ p+p, ) = (7.9 +
0.6 + 0.3) x 10 [19]. If we do not integrate out the pa-
rameter B in Eq. (19), we obtain a likelihood function
for the ratio of partial widths I' „/I' . The maximum
likelihood estimate for the ratio and the one standard
deviation errors are:

1~K~O ~ p+p
(3.38 + 0.17) x 10r(Ko -+ ~+~-)

(1988+ 1989+ 1990). (21)

VIII. THEORETICAL DISCUSSION

The measurement of B(Kz m p+p ) is important
within the framework of the standard model because it
and related processes involving internal quark loops are
the only way at present to obtain information about V«,
the CKM matrix element coupling t and d quarks. Here
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p+ p, ) corresponding to: (a)
previously published 1988 data,
(b) 1989 data, (c) 1990 data,
and (d) data from all three
years combined. The functions
shown are for QT data; the
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mum likelihood estimate for FT
data for all three years com-
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we present a calculation showing how such information
is extracted &om the measured value of the branching
ratio; similar calculations can be found in the litera-
ture [10—14, 41]. Our calculation diff'ers from those pre-
viously published in that we use (1) our overall mea-
surement of B(KI —+ @+p ), (2) recent higher-order
calculations of the charm and top quark contributions
to the short-distance amplitude, (3) a new measurement
of B(KI ~ @+p p) from which, within one theoreti-
cal model, the long-distance amplitude for K& ~ p+p
can be extracted, and (4) the unitarity bound for the ra-
tio of partial widths r(K~ m p+p )/r(K~ -+ sr+~ ),
which has less uncertainty than the unitarity bound for
the branching ratio itself.

To extract information from B(Kg ~ @+p ) about
the t quark requires an understanding of the difIerent
contributions to the amplitude A(K& m p, +p ). Denot-
ing the real or dispersive part as ReA and the imaginary
or absorptive part as ImA allows the branching ratio to
be written

The short-distance weak contribution is calculated within
the framework of the standard model [7] and arises &om
K and K decay via the loop diagrams of Fig. 1. Be-
cause the K& is a coherent mixture of K and K, the
K, K decay amplitudes must be summed in order to
obtain the KL decay amplitude; the result is proportional
to the purely real quantity V~&V~, + V«V~*, = 2Re(V~&V~, ) .
This is in contrast to the closely related decay K+ —+

m+vv, whose amplitude is proportional to the complex
quantity V,~V„.

The long-distance two-photon contribution in Eq. (23)
is nonperturbative and difFicult to calculate reliably. This
uncertainty in Ai „g ~;,t complicates extracting quantita-
tive information about Re(V«V~, ) and m~ (arising &om
the internal t propagator) from the measured value of
B(KI ~ @+p ). Two difFerent theoretical treatments of
Ai „g ~;,i, have appeared in the literature and are brieffy
reviewed in Appendix A. The calculation of Bergstrom
et al. [11,12] results in the constraint:

B(KI. ~ p+p ) = I«AI'+ IImAI',

—2.9 x 10 & Aio„g g;st & 0.50 x 10

while the calculation of Ko [14] gives

0.27 x 10 & Aio„g q;st & 4.7 x 10

(24)

(25)

where A implicitly includes the KI lifetime and phase-
space factors. The absorptive part ImA is almost ex-
clusively due to KL —+ pp —+ p+p, which alone gives
a branching ratio (or unitarity bound) very close to the
measured value. This leaves little room for IReAI

ReA receives contributions from short-distance elec-
troweak diagrams dominated by the t quark, and also
from long-distance electromagnetic processes:

By subtracting the unitarity bound from the measured
value of B(Kz~ ~ p+iM ), we can determine IReAI. Sub-
tracting Aio„g g;st from this value then constrains Aweek,
and the constraint on A, k gives a constraint in the mi-
IRe(V~V„) I

plane.
To proceed, we subtract from our result (21) the uni-

tarity bound for the ratio of partial widths

r(KI -+ p+p )/r(KL -+ 7r+7r ) .

ReA —Aweek + Along dist ~ (23) The unitarity bound for the ratio is

r(Kgm»mp, +p, )
r(Ko ~ ~+~-)

r(KO -+» —»~+&-) r(KO -+») r(KO -+ ~0~')
r(Ko ~ ») ' r(Ko ~ ~o~o)

' r(K0 ~ ~+~-)
1.20 x 10 [0.632 6 0.004 + 0.008] [0.4518 + 0.0066]

= (3.43+ 0.07) x 10
(27)

(28)

IReA(K~~ m p+p, )I2
+ =(—00

I
(29)

or, multiplying by

B(KL, m ~+sr ) = (2.03+ 0.04) x 10 (30)

where the first term in square brackets results from a
@ED calculation [4, 5] and the latter two terms are mea-
sured [3]. The 2% error in Eq. (28) is less than half the er-
ror on the unitarity bound for the branching ratio, which
is calculated using the measured value of B(KI ~ pp).
Subtracting (28) from (21) gives the result:

l«AI = (—1.0+ 3.7) x 10

From this result we determine an upper limit for IReAI
Since the central value lies in a negative or unphysical re-
gion, we follow the Bayesian prescription of the Particle
Data Group [3] and multiply a Gaussian likelihood func-
tion for IReAI by a prior probability density for IReAI
which is constant but set to zero for negative values. The
resultant posterior probability density for IReAI then
vanishes in the unphysical region. We integrate this func-
tion upwards to find the value of IReAI2 which bounds
90% of the area; this value is taken as the 90% C.L. upper
limit. We obtain

yields IReAI & 5.6 x 10 ' (90% C.L.). (32)
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The magnitude of A, I, can be largest if A, I, and
AI „s ~;,q interfere destructively. In this case, inequali-
ties (24) and (32) imply (for an upper limit only):

or

(34)

(I&- k[ 2.9x10 ) (5.6x10-" Within the standard model [7],

" ~(K+) (4vr2 sin 0~) (1 —m„/mlc) IV„, I

(35)

where the summation i ranges over u, c, and t quarks,
the variable x, = (m;/m1V), and

x, 4 —x, 3x; lnx;
4 1 —x, (1 —x )2

(36)

Because of the small value of rn„, only c and t quarks
contribute appreciably to the sum. The function C(x,)
undergoes @CD corrections which have recently been cal-
culated to O(n, ) for the t quark [42] and within a next-
to-leading-log approximation to all orders for the charm
quark [41]. We denote these corrected functions by Cq(x, )
and C, (x,), respectively. Expressing CKM matrix ele-
ments in terms of the Wolfenstein parameters A, p, and
A =0.22 [43], Eq. (35) is rewritten [41]

I&--I I' = (1.» x 1o ')A'I«(x~) I'

417C.(*.)
A' Cg(x, )

(37)

0.155
A IC(x, )I 1 —p+ & 1.62. (38)

This constraint corresponds to our 90% C.L. upper limit

where n = 1/128, sin 01sr
—— 0.23, ~~+ —— 12.4 ns,

= 51.7 ns, B(K+ + p+v) = 0.635, and a factor of
2 has been absorbed into the definitions of C and Cq.
The third term in square brackets results exclusively from
the charm quark and for m, = 1.4 GeV/c2 (renormaliza-
tion scale p=m, ) [44] and mI = 170 GeV/c (p, =m~) has
magnitude 0.23; the charm contribution is thus non neg-
ligible. Combining Eq. (37) with Eq. (34) and taking
m = 1.4 GeV/c gives a constraint among A, p, and m~:

on IReAI . The parameter A = V,&/A can be determined
with relatively small theoretical uncertainty by applying
heavy quark efFective theory [45] to the measured rate of
B —+ D*/v; a recent average over ALEPH, ARGUS, and
CLEO results [46] gives IV,&I

= 0.040 + 0.0025 + 0.002
or A = 0.83 6 0.07. Inserting this into Eq. (38) gives a
lower limit on p as a function of m~. This limit is plotted
in Fig. 21(a) for A =0.76, 0.83, and 0.90 and represents
a unique constraint on CKM unitarity. If AI „s s;,& is
constrained to lie in the range given in Eq. (25), we find
constraints upon m~ and p as shown in Fig. 21(b). The
plot corresponding to AIo„s sIst taken &om Bergstrom et
al. [11,12] shows that for A=0.83 and m, =174 GeV/c
[as indicated by data &om the Collider Detector at Fer-
milab (CDF) Collaboration [47]], p ) —0.52. If we re-
peat the above analysis using the weighted average of our
branching ratio and that of experiment KEK-137, we And
very similar limits: [Re%I ( 6.5 x 10 at 90% C.L.
and for m~ = 174 GeV/c, p ) —0.58.

IX. CONCLUSIONS

We have measured B(K&~ ~ @+p, ) using our full data
set collected over three years of running. There are 749
events in our signal region which pass all analysis cuts.
Of these, 42.5 events are estimated to be background,
leaving 707 K& —+ p+p candidates. Our result for the
branching ratio, (6.86 k 0.37) x 10, has a total uncer-
tainty of 5.4% divided between a 3.7% statistical error
and a 4.0% systematic error. The systematic error has
the following components: a 2.0% error in the ratio of
relative acceptances for KI ~ 7r+7r and KL ~ p+p
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FIG. 21. The lower limit
on the Wolfenstein parameter
p corresponding to our 9070
C.L. upper limit on IReAI, as
a function of top mass. The
dotted contour corresponds to
A = 0 76, the solid contour
to A = 0.83, and the dashed
contour to A = 0 90. The
long-distance dispersive contri-
bution to A(KI. -+ p+p ) is
taken from the theoretical cal-
culation of: (a) Bergstrom et
al. [12], and (b) Ko [14].
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a 0.8% error in the sr+sr background estimate, a 0.5%
error in the pion interaction correction, a 0.4% error in
the ia+p Ll trigger efficiency, a 0.3'%%uo error in the ra-
tio of p+p, and m+vr L3 efficiencies, a 0.3%%uo error in
the p+p particle-identification efliciency, and a 2.0%%uo

error in the branching ratio for K& —+ sr+ m as taken
from the Particle Data Group [3]. Without the error on
B(Kg -+ sr+sr ), the total systematic error is 3.4%.

Our measurement of the ratio of partial widths
I'(Ko m p+p, )/I'(Ko m ~+sr ) is (3.38+0.17) x 10
Subtracting ofF the unit arity bound &om our measure-
ment, we obtain an upper limit on the real part of the
amplitude A(KL ~ p+p ): ~ReA~ ( 5.6 x 10 at
90% C.L. This limit can be combined with phenomeno-
logical calculations of the long-distance contribution to
the amplitude to obtain a constraint upon the top quark
mass m& and the Wolfenstein parameter p of the CKM
matrix. The constraint we obtain is plotted in the p-

m~ plane in Fig. 21 for two diferent values of the long-
distance contribution to ReA.
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APPENDIX: LONG-DISTANCE
CONTRIBUTION TO THE REAL PART

OF A(Kro ~ @+y, )

One theoretical treatment of Ai „s d;,i is that of
Bergstrom et al [11,1.2], who calculate the Kp*p* form
factor governing K& —+ p*p* ~ p+ p decay by calcu-
lating the Kp'p form factor governing K& ~ E+E
decay and extrapolating to the case where both pho-
tons are OB mass shell. The Kp*p form factor accounts
for two distinct processes: a pseudoscalar-pseudoscalar
LS = 1 transition K& ~ vro, g, g' followed by an electro-
magnetic transition ~o, g, g' ~ p*p; and a K& ~ K*p
bremsstrahlung followed by a vector-vector LS = 1 tran-
sition K' -+ p, ur, P, where the vector meson subsequently
converts to p*. All intermediate hadronic states are nec-
essarily o}fmass shell. The form factor is written [48]

~A(K~ m pp), „p,
~

(~2eG+fz. ~~ l t m~ ) 4

1 —s/m' ( 1 —s/m~. ) i f~. fp )
1 1

1 —s/m 9(1 —s/m )

2

9(1 —s/m2~)

(A1)

where the first term represents the pseudoscalar-pseudoscalar transition and the second term the vector-vector tran-
sition. T}ie variable s is the square of the I, E invariant mass, the form factor fry. ~ is taken from the measured
rate of K* ~ K~, and all other masses and decay constants are well measured The parameter n~ characterizes

e strength of the vector-vector transition relative to the pseudoscalar-pseudoscalar transition. Inserting all known
values and extrapolating to the case of Kp'p*, Bergstrom quotes two results for Ai „s d;s~ depending on whether in
extrapo}ating from Kp*p to Kp*p one photon or both are "saturated" with vector mesons [ll]:

+long dist

where

(~21 (m„)
[ (1 —4m2/m~) iA(K~ —+ pp), „pt((,

) ~- ) (A2)

( = (—2.3 —5.3nlr) x 10 (A3)

or

( = (—1.3 —4.9n~) x 10 (A4)

Taking ~A(K& ~ pp), „p~~ = (5.7 x 10 4) s [3] gives

Ai „s q;,t ——(—5.0 —11.5n~) x 10 (A5)

or

Aio„s gist: ( 2 8 10 6n~) x 10 (A6)

The true Aj s Q g is expected to lie between these two extremes.
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This model is interesting because the phenomenological parameter o.~ is fixed by the measured rate of ~ ~ p+ p,

or alternatively by the e+e invariant mass spectrum measured in K& ~ e+e p decays. Recent data gives

—0.280 + 0.083+—0.034—0.28 + 0.13
0 15 +0.14—0.12

(Kl -+ e+e p, BNL E845, 919 events [49]),
(K&~ ~ e+e p, CERN NA31, 1053 events [50]),
(Kl, -+ @+p, p, Fermilab E799, 199 events [51]),

where the value quoted for KL ~ p+ p, p is based on
a preliminary measurement of that branching ratio [51].
Combining the measurements by assuming the errors un-
correlated gives o.~ ———0.25 + 0.07. Inserting this into
Eqs. (A5) and (A6) leads to

—29x10 & Ai„sq;, t & 050x10
An alternative calculation of Ai „s g;,t by Ko [14] uses

a hidden symmetry scheme in which vector meson form
factors cut off the high momentum behavior of virtual

photons [52]. Ko's result is

Ai „q;, = (1.71 x 10 ) x (8.8 —40.7b„), (A8)

0.27x10 & Ai „sq;,t & 4.7x10 (A9)

where b„ is a parameter whose deviation from unity mea-
sures the contribution of penguin operators to the ampli-
tude. This parameter is constrained to be in the range
—0.06 & b„& 0.20 by the pp spectrum measured in

Kl —r rr pp decay [52]. Thus,
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