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The CTEQ program for the determination of parton distributions through a global QCD analysis
of data for various hard scattering processes is fully described. A new set of distributions, CTEQ3,
incorporating several new types of data is reported and compared to the two previous sets of CTEQ
distributions. A comparison with current data is discussed in some detail. The remaining uncer-
tainties in the parton distributions and methods to further reduce them are assessed. Comparisons
with the results of other global analyses are also presented.
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I. INTRODUCTION

Calculations of high energy hard scattering processes
in perturbative quantum chromodynamics (PQCD) rely
on two basic ingredients —(1) the perturbatively calcu-
lated scattering cross sections involving the fundamental
partons, leptons, and gauge bosons and (2) the parton
distributions inside the incoming hadrons. Our knowl-
edge of these universal parton distributions functions
(PDF's) is derived, in turn, from the analysis of data
for a variety of hard scattering processes. Early anal-
yses were often limited to deep inelastic lepton nucleon
scattering and lepton pair production, as these were the
processes for which extensive data sets were available and
for which next-to-leading-order (NLO) calculations of the
hard scattering subprocesses had been performed. Now
the number of available NLO calculations has increased
and, simultaneously, data for additional hard scattering
processes have become available for a variety of beams
and targets. This progress makes it possible to deter-
mine the parton distributions with a greater precision
than was previously possible. Indeed, assumptions such
as SU(3) or SU(2) symmetry for the quark-antiquark sea
in the proton have had to be discarded in the face of
experimental evidence to the contrary.

With this wealth of data and corresponding theoretical
calculations, true "global analyses" have become possi-
ble. In such a program there are two main goals. The
first is to determine the parton distributions as precisely
as possible, using all available experimental input, and to
suggest which new types of data are necessary in order
to further improve the precision. A review of progress in
this area and references to earlier work can be found in
Ref. [1]. Second, with an overconstrained set of PDF's it
becomes possible to explore whether or not the parton-
level calculations in PQCD constitute a consistent theo-
retical framework to account for all the available experi-
mental data relevant for PQCD studies. This may point
to areas where improved theoretical treatments are re-

quired and, perhaps, uncover areas where various data
sets used in the analysis might be mutually inconsistent.
Either way, one can expect important progress to be
made as the result of careful and critical confrontation
of data with theory. This potential has been discussed in
some length in Ref. [2].

This paper describes the series of global analyses con-
ducted by the CTEQ Collaboration. The necessary
tools for carrying out this systematic global analysis pro-
gram have been developed from those used in the pre-
vious work of Duke, Owens, and collaborators [3, 4] and
Morfin and Tung [5]. The use of two independent QCD
parton evolution and global fitting programs provides a
valuable consistency check on all aspects of the analy-
sis. The CTEQ program is designed to systematically
refine the PDF's as new theoretical and experimental
advances are made, and to clearly describe the theoret-
ical and experimental inputs and their relation to the
resulting parton distributions. The difFerent versions of
CTEQ distributions refiect historically a series of differ-
ent assumptions and inputs. As a general rule, newer
versions incorporate more up-to-date data and are pre-
ferred ovemLl than earlier ones, although this may not be
an absolute statement because the multifaceted nature of
global analysis does not always lead to a one-dimensional
progression of improvements, as will become clear when
these developments are described. It should be recog-
nized that, in general, difFerences between current and
prior PDF's are not a reflection of "theoretical uncer-
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tainties, " but rather are indications of the manner in
which new developments in data/theory impact on the
determination of the underlying parton distributions.

The first stage of this analysis (known as "CTEQ1"
[6]), was performed in 1992 following the availability of
the high precision deep inelastic scattering (DIS) data
by the Chicago-Columbia-Fermilab-Rockefeller Collabo-
ration (CCFR) [7] and New Muon Collaboration (NMC)
[8]. A second, unpublished set (known as "CTEQ2"),
spurred by new data from the DESY ep collider HERA
[9], has been circulated during the past year. The ad-
vent of recent data on the lepton asymmetry in W-boson
production [10] and on the difference in Drell-Yan cross
sections from proton and neutron targets [11]has stimu-
lated further refinements which result in a new set which
will be referred to as "CTEQ3." The coznmon features
as well as differences amongst these three sets will be
discussed in detail in this paper.

In Secs. II and III below, we review the various physical
processes and experimental inputs included in our analy-
sis and present a relatively self-contained account of the
analysis and fitting procedures used. The development
of the three versions of CTEQ distributions is described
in Sec. IV, reserving the most detailed discussion to the
latest version. Comparisons with other parton distribu-
tions and with recent data are described in Sec. V. Some
remaining uncertainties in the parton distributions and
outstanding challenges are discussed in Sec. VI. Our con-
clusions are given in Sec. VII. Readers with immediate
interest in results and recent developments can skip to
Sec. IV and refer back for necessary details.

A similar program of global analyses and continual
upgrading of PDF's has been undertaken by Martin,
Roberts, and Stirling (MRS) [12, 13]. The recently re-
leased MRS set H [MRS(H)] distributions have now been
revised and replaced by the MRS(A) set as a result of
new data mentioned above. A comparison of these re-
sults with those of our analysis is included in Sec. V.

II. EXPERIMENTAL INPUT

In order to make the comparison of theory with exper-
iment well de6ned, we have limited the kinematic range
to that where the "leading twist" QCD contributions are
dominant. Thus, we restrict the selection of experimental
data to kinematic regions which contain at least one large
momentum scale "Q" ) Q;„. In the absence of a reli-
able theoretical guide in the perturbative formalism, the
value Q;„is varied within the range 2—10 GeV to test for
sensitivity of the results to this choice. We found stable
results generally with the following minimum kinematic

A brief description of these distributions has been given in
Ref. [2].

It is worth noting that the MRS analyses are based on
the evolution and fitting package developed jointly by Duke,
Owens, and Roberts some time ago [3, 4, 14]; hence the tools
of analysis of the MRS and CTRL groups, in fact, overlap.
There are, however, differences in analysis procedures, data
selection, and the handling of experimental errors.

constraints: for deep inelastic scattering, Q (virtuality of
the vector boson) ) 2 GeV and W (c.m. energy) ) 3.5
GeV; for lepton-pair production, Q ) 4 GeV; for direct
photon production pT ) 4 GeV.

Recent high statistics DIS data from NMC [8] on

F2 /F2, F2 —F2, and F2' using a muon beam and from
CCFR [7] on F2 z using (anti) neutrinos, combined with
the existing BCDMS [15] results provide excellent cov-
erage of the kinematic region x ) 0.01. New measure-
ments of F2" from HERA [9] have extended the kinematic
range down to very small x values, approaching 10 . Al-
though the errors are comparatively large, the extended
range provides useful constraints on the behavior of the
parton distributions in the small x region. (Throughout
this paper, "small-x" means 10 ( x ( 10 .) As will
be discussed in some detail in Sec. IV, this is particularly
important in light of questions raised concerning the con-
sistency of the structure functions measured in the other
experiments in the intermediate region 0.01 ( z ( 0.1
[6].

Precision data from the SLAC-MIT series of exper-
iments [16] largely lie outside the kinematic cuts (es-
pecially when the cuts are raised above the minimum
quoted above), and those data points within the cuts
agree well with the BCDMS and NMC data already in-
cluded. They are thus not used in the analyses reported
here. Data from the earlier European Muon Collabora-
tion (EMC) experiment [17] are excluded since the dis-
agreement between these data with other data sets ap-
pears to be understood now as the result of the new NMC
analysis. Data from the CDHSW neutrino experiment
[18] are also not used since in the (wide) region where
they agree with the CCFR results, the latter completely
dominate due to the much smaller errors; and in the (nar-
row) region where they disagree, it would be inconsistent
to include both sets.

To apply the selected experimental results to the study
of the parton structure of the nucleon, the heavy target
neutrino data must be converted to their nucleon equiv-
alent. This conversion is done using measured light to
heavy target ratios obtained in electron and muon scat-
tering processes by the SLAC-MIT [19], EMC [20], and
NMC [21] experiments. There is an uncertainty associ-
ated with this procedure, which will be commented on
later.

DIS data by themselves are not sufBcient to provide
a complete set of constraints on the parton content of
the nucleon, since the measured nucleon structure func-
tions represent only a few independent combinations
of the parton flavors. Lepton-pair production experi-
ments provide a useful handle on the antiquark distribu-
tions (through the q-q annihilation mechanism) and the
gluon distribution (through the q-g "Compton scatter-
ing" mechanism). From fixed-target experiments we use
the full data set on the double-difFerential cross-section
d o/d7dy measured by the high statistics E605 experi-

The resolution of this experimental disagreement lies out-
side the scope of our work.
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TABLE I. The data sets used in the CTEQ global analyses. Data sets marked with 1 in the
final column were used for the CTEQ1 and later fits. Those with a 2 or 3 were added for the
CTEQ2 and CTEQ3 analyses, respectively. The column labeled Ao gives the overall normalization
systematic error used in defining the y, as discussed in the text.

Process
DIS

Drell- Yan

Experiment
BCDMS

NMC

Hl
ZEUS
CCFR

NMC

E605
CDF

NA-51

Observable

+~"a

+."D

x I'3" F,
yen/yap

ado /dowdy
ado /d~vdy

ADy

Data points
168
156
52
52
21
56
63
63
89

119
8
1

Ao.
0.02
0.02
0.02
0.02
0.04
0.03
0.02
0.02

0.1
0.1

Set
1
1
1
1
2
2
1
1
1

W-prod.

Direct p

CDF

WA70

E706

UA6

Lepton asym.

Ed'cr/d~p
1.0 ) y & —0.75

Ed o/d p
y=0

Ed'o. /d'p
y= 03

39 0.10

0.15

0.10

ment at Fermilab [22]. (Although these specific data are
obtained using heavy nuclear targets, the per nucleon
cross section has been found in the same experiment to
have no discernable target dependence [23].) We also in-
clude the new collider data on lepton-pairs measured by
the Collider Detector at Fermilab (CDF) Collaboration
[24]. Although the errors on these data are compara-
tively large, they do provide some constraints in the x

10 region which is beyond the reach of fixed-target
experiments.

Another independent source of information is direct
photon production which is particularly sensitive to the
gluon distribution. In addition to the commonly used
WA70 data [25], we also include results from the UA6
[26] and E706 [27] experiments. Together these provide
coverage of the region 0.27 & x ( 0.54 and, hence, help
to constrain the gluon distribution in the middle range of
x. The deep inelastic data provide some constraint on the
gluon for smaller values of x through the slope of E2 with
respect to Q . Additional information at small values of
x is provided by direct photon data from various collider
experiments. Indeed, the coverage in x extends now down
to about 0.02 making a simultaneous analysis of all of
the available direct photon data a potentially powerful
tool for extracting the gluon distribution. However, there
are still unresolved theoretical problems associated with
understanding the full range of inclusive (mostly fixed
target) and isolated (mostly collider) direct photon data

The fixed-target experiments usually use heavy targets.
The nuclear dependence of the cross section has been studied
by the E706 experiment. It is consistent with being linear in
A [28].

which need further study [29]. For the purpose of the
present work only the fixed target results on inclusive
photon cross section cited above have been used.

Two new types of data have become available in the
past year and they have provided valuable information
on PDF's, notably fIavor differentiation of partons, which
were not fully covered by earlier data sets. In particular,
NA51 [11] measured the difference of cross sections for
producing lepton pairs at y = 0 &om proton and neutron
targets. As discussed in [30], this is particularly sensitive
to the difference of the u and d distributions. And the
CDF Collaboration has presented new data on the charge
asymmetry of the decay leptons in W production [10].
This measurement contributes to the differentiation of
the valence u and d quarks as well as the sea quarks. The
effects of including these two data sets will be discussed
further in the next section.

The full data sets we use are summarized in Table I.

III. THE CTEQ GLOBAL ANALYSIS PROGRAM

A. Global analysis proces, ures

Our goals in the global analysis program are twofold.
On the one hand, we are seeking a universal set of par-
ton distributions which provide an accurate description
of all of the data sets and are therefore suitable for use
in the calculation of other high energy processes. On the
other, we wish to determine to what degree the theo-
retical treatment of the hard scattering processes in the
PQCD framework is consistent with all the available ex-
perimental results.

To this end, except where otherwise noted, all data sets
included in the analysis are treated on the same footing.
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This is to be contrasted with an often adopted procedure
of emphasizing DIS data as the primary source of infor-
mation (hence, performing a least-y flt to these data
alone), using the other processes only as supplementary
constraints. The simultaneous Gtting of many difFerent
types of data necessitates the inclusion of both systematic
as well as statistical errors. The systematic errors include
both overall and point-to-point errors. The treatment
of the latter poses a particularly difficult problem. The
proper treatment of such errors typically differs from one
experiment to another and doing this for all experiments
requires a prohibitive amount of computer resources. We
studied the impact on the global fit of a full-scale treat-
ment of the (correlated) systematic errors from the high
statistics CCFR and BCDMS experiments compared to
the common practice of combining the point-to-point sys-
tematic and statistical errors in quadrature. The differ-
ence is not significant. Thus, we use the latter procedure
as an adequate compromise out of practical necessity.
(Clearly, a fine-tuning of the final results, including a full
treatment of the errors for selected data sets, is possible
if necessary. )

The treatment of the overall normalization errors uti-
lized in CTEQ analyses difFers from that employed by
other groups (including most early PDF's, see [1, 12])
which usually allow all experimental data sets to be var-
ied freely. In our analysis, with the exception of data
which pertain to measured ratios, the normalization (fit-
ting) parameter %, for each data set i is associated with a
fully correlated error e; given by the experiment: a term
of the form (1—%,) /e; is then added to the overall y in
the 6tting process. This procedure properly takes into ac-
count the normalization uncertainties of the experiments,
whereas the usual practice mentioned above technically
corresponds to assuming infinite normalization errors for
all experiments.

The hard cross sections of all processes included in the
analysis are calculated in PQCD to NLO in n, We use.

the modifled minimal subtraction scheme (MS) scheme
with 5 fIavors as the standard, cf. Sec. III C for more de-
tails. While such calculations are generally less sensitive
than leading-order (LO) results to the choice of the renor-
malization and factorization scales (denoted jointly by
the symbol y, ), the residual dependence on these choices
provides a potentially important source of theoretical
uncertainty. In principle, this uncertainty is one order
higher than the approximation used, i.e., next-to-next-
to-leading order in our case. In practice, it has been
learned that the size of the uncertainty is process depen-
dent. It is relatively small for DIS and for lepton-pair
production and one usually chooses p = Q, the virtu-
ality of the exchanged virtual vector boson, since this
is the natural large scale in the problem. On the other
hand, the NLQ predictions for direct photon production
are still sensitive to the choice of p, [31, 32]. It is im-
portant to address this issue if quantitative results on
the gluon distribution are to be extracted. The com-
mon practice of making a specific choice (say p = p~)
without discussion implicitly introduces a bias into the
analysis because of the non-negligible p dependence. In
this analysis, we have made the erst attempt to address

this issue by assigning a "theoretical error" to the pre-
dictions associated with the choice of p. The size of this
error is estimated by computing the range of predictions
spanned by p = pT /2 to p = 2pT. During the process
of fitting, we let the scale parameter p for direct photon
calculation Boat and add a contribution to the overall y
due to scale uncertainty given by the deviation of p from
pT divided by the "error" de6ned above. Although the
details of this procedure (such as the central value for p,

and the exact range used to estimate the error) may be
the subject of some debate, it nevertheless represents a
reasonable treatment of the theoretical uncertainty which
otherwise is simply ignored.

B. Relation between PDF's and observables

The relationship between PDF's and the experimental
input is in general quite involved since all parton flavors
contribute to the NLO formulas for the hard cross sec-
tion; and, in addition, the parton distribution functions
always mix as the result of @CD evolution. Nonetheless,
simple leading-order parton model formulas neglecting
small sea-quark contributions are often useful in provid-
ing a qualitative guide to analysis strategies. We will
review the most relevant relations, with the understand-
ing that they are modified by NLO corrections in practice
(to varying degrees for difFerent processes).

Consider, first, deep inelastic scattering. The avail-
able high statistics data come in four different types, the
expressions for which are, in lowest order, given as

F2""= x[4(u+ u) + (d + d) + 2s]/9,
F2""= x [4(d + 3) + (u + u) + 2s]/9

F, ~ = F2 ~ = x[(u+ u) + (d + d) + 2s],
x [Fs ~ + Fs ~]/2 = x [u + d —u —d].

These four quantities can be used to extract four com-
binations of parton distributions, e.g. , u+u, d+d, 8, and
u+ d, or, equivalently, u+ d. In particular, these four
combinations are sufIicient for examining the question
of the breaking of SU(3) flavor symmetry of the quark-
antiquark sea. Utilizing the equations given above, the
strange sea may be expressed as

(2)

Since the right-hand side appears as a small difference be-
tween two much larger numbers, the relative uncertainty
becomes large and, furthermore, is sensitive to the over-
all systematic errors of the experiments, even though, in
recent high precision experiments, the latter have been
reduced to a level sufBcient for the application of this re-
lation. A more direct measure of the strange quark sea is
provided by the v production of charm. Unfortunately,
data on this process have not yet been made available
in a form independent of experimental corrections. This
issue will be discussed in Sec. IV A.

The question of SU(2) breaking in the sea is not di-
rectly addressed by the types of data listed above. Some
information is provided by the Gottfried integral which
takes the form
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1(~ l ) = 7'""—F.""1—
a x (3)

The NMC Collaboration has measured [33]
I(0.004, 0.8) = 0.236 + 0.008. In lowest order one has

1 2
I(0, 1) = ——— (d —u)dx.

3 3 (4)

The experimental result cited above indicates that d ) u
when integrated over x. However, information on the x
dependence of this SU(2) breaking must be found from
another source.

Lepton-pair production (LPP) (or the Drell-Yan pro-
cess) provides direct information on the antiquark distri-
butions as well as the difference between u and d quarks.
For simplicity, consider the cross section

where the subscript v denotes a valence distribution. The
NA51 result is AD~ —— —0.09 + 0.028 at y = 0 and
Q/~s = 0.18, where the statistical and systematic errors
have been added in quadrature. Comparison with Eq. (8)
shows that since u„/d„= 2, one must have u & d. This
is consistent with the sign of the breaking indicated by
the Gott&ied sum result.

Also of interest is the lepton charge asymmetry re-
cently observed in W production by the CDF Collabora-
tion. Consider the charge asymmetry of W production
(before decaying into leptons), defined as

do+/dy —der /dy&wy =
do.+/dy + da /dy'—

where the superscript denotes the charge of the W. For
pp collisions in leading-order parton model, A~(y) is
given approximately by

dQ2dy
y=o

u(xg)d(x2) —d(xg) u(x2)
u(xg)d(x2) + d(xg)u(x2)

' (10)

for LPP in proton collisions on an isoscalar target. In
lowest order, retaining only the light quark and antiquark
contributions, this cross section is proportional to the
following product of parton distributions:

Z„„=(4u+ d) (u + d) + (4u + d) (u + d), (6)

where each of the distributions is evaluated at x = Q/v s.
Note that all terms on the right-hand side are directly
proportional to antiquark distributions [in contrast with
DIS where q(x) usually is submerged under q(x) for a
large part of the x range]. Equation (6) can be rewritten
as

~» =5(~+ d)(~+ d)+ 2(u+ d)[(~+ u) —(d+ d)]

+ 2 (~ —d) [(~+ d) —(~+ d)]. (7)

In principle, all of the terms except (u —d) are con-
strained by the deep inelastic data. Therefore, the lepton
pair data provide a direct measure of the SU(2) break-
ing of the sea, i.e. , (u —d), when used in conjunction
with the deep inelastic data. In fact, the E-605 data
on d2u/dQ dy used in this analysis cover a range in
y (—0.2 ( y ( 0.4). This provides even more infor-
mation than the y = 0 case shown above, since the y
dependence extends the x range through the relation
xy, 2 = gQ /se+", but the principle is the same.

All the CTEQ analyses result in substantial SU(2)
breaking due to the use of the full range of DIS and LPP
data. Since the E-605 data constrain the PDF's over a
range in x covering approximately 0.10—0.6 (when the y
range is taken into account), the SU(2) breaking effects
observed are reliable only over this range. To extend
these results to lower values of x, additional experimen-
tal measurements will be needed.

Recently, the NA51 experiment [11] measured the
asymmetry between the cross section for producing lep-
ton pairs &om proton and neutron targets, designed to
probe directly the quantity (u —d). As shown in [30],
this quantity can be written as

(4u„—d„)(u —d) + (u„—d„)(4u —d)

(4u„+ d„)(u + d) + (u„+ d„)(4u + d)
'

ding„
~(y) = —*» "(*o)/ d-(*o).

dx
(12)

For the CDF experiment, xo = 0.044 and ~y~ & 2, thereby
providing information on the ratio of the d and u distri-
butions in the region of x of (0.01,0.2). Actual data on
this process are for the corresponding decaying lepton
asymmetry, so the above discussion is relevant only on
the qualitative level since Eqs. (10)—(12) are considerably
smeared when applied to the measured leptons.

As mentioned earlier, in addition to these simple par-
ton model relations, some observables can be sensitive to
parton distributions through NLO effects. Two exam-
ples come readily to mind: the precise data on DIS place
important constraints on the gluon distribution g(x, Q)
in the region x & 0.2 (not covered by current fixed-
target direct-photon data) through the Q dependence of
the structure functions; and LPP data provide additional
constraints on g(x, Q) through the "Compton-scattering"
mechanism. These examples caution us against taking
simple parton relations too literally under all circum-
stances.

C. Choice of parametrization

We now address the issue of the parametrization of the
initial PDF's at some Qo which serves as the nonpertur-
bative input to the global analysis. The forms chosen
must be flexible enough to account for all experimen-
tal input, if possible, yet they should not be undercon-
strained. Considering the current status of the exper-
imental evidence as discussed above, the parametriza-

where xq 2 ——xoe+" and xo ——M~/~s Lettin. g Rg„=
d/u, one can write

Rd,„(x2) —Rg„(xg)
Rd (x2) + Rd„(xg)

'

As noted in Ref. [34], in the region of small y [where
Rq„(xq) = Rq„(x2) = Rq„(xo)] this asymmetry is di-
rectly proportional to the slope of the ratio R~„ in x:
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tion must allow for breaking of both SU(3) and SU(2)
flavor symmetry. Our input parton distributions are
parametrized at Qo ——1.6 GeV (which coincides with the
charm threshold we use, see below). The Q dependence
of the parton distributions is generated by QCD evolu-
tion using two-loop expressions for the splitting func-
tions and running coupling. In general, the MS fac-
torization scheme is used although, in response to the
need for DIS-scheme and leading-order (I 0) calculations,
we also generate equivalent parton distributions in these
schemes. The heavy quark thresholds are taken as 1.6
and 5.0 GeV for the e and 6 quarks, respectively, and
the heavy quark distributions are generated using mass-
less evolution starting IIrom a boundary condition of a
vanishing PDF at the appropriate threshold equal to the
corresponding quark mass. The renormalization scheme
on which this definition of heavy quark parton distribu-
tion functions is based has been formulated precisely in
Refs. [35, 36]. In principle, it is possible to have nonzero
heavy-quark distributions at threshold, e.g. , to have some
"intrinsic charm, " as has been suggested occasionally in
the literature [37]. We do not include this possibility for
lack of positive experimental evidence at this time.

The functional forms used for the initial parton dis-
tributions in the three rounds of CTEQ analyses vary
slightly. We give here the explicit expressions used in the
most current CTEQ3 analysis:

xu„= ao z ~ (1 —x) ~ (1 + as x 4 ),

x(d + u)/2 = ao+z~& (1 —x)~& (1 + as+z),
z(d —u) = ao z~~ (1 —x) ~ (1+as x),

zs = r z(d + u)/2.

(13)

The coefFicients ao and ao are Axed by the number sum
rules for the valence quarks and the gluon normalization
coefFicient ao is fixed by momentum conservation. Fur-
thermore, with the data currently available it is not possi-
ble to separately determine the low-x behavior for the sea
and gluon distributions, so we have chosen a~ = az and
set the strange quark distribution to be proportional to
the average noiistrange sea. We have also fixed r = 1/2
in most of our fits since the resulting s(x, Qo) agrees well
with the recently published NLO strange quark distri-
bution measured in the most accurate dimuon neutrino
experiment [38]. (Deviations from these choices used
in earlier CTEQ1 and CTEQ2 analyses will be noted
in the next section. ) Further reduction of iiidependent
parameters could be achieved by assumptions such as
ai ——ai ——ai (motivated by Regge exchange consider-
ations). The viability of such assumptions needs to be
tested during the process of the global analysis.

In practice, the series of CTEQ analyses adopted the
procedure of starting with a suKcient number of param-

eters to establish a good fit, then systematically reduc-
ing that number to eliminate extraneous degrees of free-
dom while maintaining good agreement with data. In
the most recent CTEQ analyses we found it possible to
obtain excellent overall Gt using only 15 independently
adjustable shape parameters to describe the input dis-
tributions (see Sec. IVC and Table III for details). In
addition, there are individual normalization parameters
for each experiment (constrained by appropriate experi-
mental errors, as described earlier), the value of AqcD,
and the value of the parameter associated with the the-
oretical scale uncertainty in direct photon calculations
discussed in Sec. III A.

Applying the PDF's obtained here to generate predic-
tions for processes at new facilities in regions of z and Q
beyond those covered in the current global analyses nec-
essarily entails extrapolations in these variables. If one
is interested in a region of x below that which was 6tted,
but at a higher value of Q2, the "feed down" property
of the evolution equations (due to the parton splitting
process) provides reasonably reliable extrapolations (cf.
[1]), provided the input distribution functions in this x
region are relatively smooth (hence the result is dom-
inated by the nature of the splitting kernel). On the
other hand, if one is interested in small x and moderate
Q2, where the PDF's are still dominated by the input
functions, the results are in fact only extrapolations, not
constrained either by theory or experiment. It is thus im-
portant to chose functional forms that smoothly extrap-
olate into such regions while simultaneously acknowledg-
ing the inherent risk of such extrapolations. Sometimes,
a given functional form can lead to unintended behav-
ior of the parton distributions beyond the region where
data exist. These considerations must be kept in mind,
as the parametrization of the nonperturbative initial par-
ton distributions, although guided by certain qualitative
"theoretical considerations" (many of which have had to
be abandoned in recent years in the face of new exper-
imental results), is ultimately dictated by data and by
experience gained in previous global analyses.

The choices shown above are certainly not unique and
do, in fact, difI'er slightly from those used in other work,
both by us and by other groups [13]. It is possible to
generate fits of comparable quality (in the sense of least
y2) using somewhat diferent functional forms as long as
both forms can parametrize the requisite parton distri-
bution shapes to account for current data. In that case,
any remaining difference in the parton distributions can
only be resolved by future experiments.

IV. RESULTS ON PARTON DISTRIBUTIONS

Three rounds of global analysis based on the general
procedures described above have been completed by the
CTEQ Collaboration. A short report on the CTEQ1
analysis has already been published [6]. Aside from ob-

For our choice of functional form, Eq. (13), ao and ao can
be expressed as combinations of Euler Beta functions, e.g. ,ao: 2/[B(ai, a~ + 1) + a3B(ai, a2 + a4 + 1)].

A detailed study of this issue under current experimental
conditions will be reported in a separate paper.
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taining several up-to-date sets of parton distributions
(the "CTEQ1 distributions"), this analysis uncovered
an unexpected inconsistency among existing experiments
concerning the Bavor dependence of the sea quark dis-
tributions. We brieHy discuss the relevant points and
subsequent developments on this issue in the next sub-
section. The advent of new data from HERA along with
an alternative treatment of the strange sea led to the de-
velopment of the CTEQ2 distributions which were made
available in the fall of 1993. These distributions are de-
scribed in Sec. IV B. Recent lepton pair asymmetry data
from NA51 and TV-decay lepton asymmetry data from
CDF prompted refinements of the analysis, resulting in a
new' set of CTEQ3 distributions which we discuss in de-
tail in Sec. IV C. Comparisons with other distributions
are presented in Sec. V.

A. CTEQl parton distributions

The CTEQl analysis [6] was based on data on cross
sections and structure functions available at the end of
1992. The list of data sets used is given in Table I with
"1" marked i.n the final column. Very good fits to this
wide range of data were obtained, both the overall g
and the y distribution among the experimental data
sets indicate a remarkable degree of consistency and are
in much better quantitative agreement with the avail-
able data than previous global fits. Five sets of par-
ton distributions representing two best fits in the MS
and DIS scheme (CTEQ1M and CTEQ1D), one fit with
a "singular" gluon distribution (CTEQlMS), one with

AclcD fixed at a higher ( CERN e+e collider LEP) value
(CTEQ1ML), and one suitable for leading-order calcula-
tions (CTEQ1L) were obtained. See Ref. [6] for details.

One disturbing feature of the CTEQl parton distribu-
tions was that the strange quark distribution s(x, Q) ob-
tained was considerably larger in the x ( O. l region then
those obtained from leading-order parton model analysis
of the neutrino dimuon production data [39—41]. It was
pointed out that this s(x, Q) behavior follows necessar-
ily from the high precision input data sets on total in-
clusive structure functions measured by the CCFR and
NMC Collaborations through the familiar ("charge ra-
tio") parton model identity sE~ —3I~" = s(x, Q)+
small corrections, cf. Eq. (2). As remarked earlier, al-

though this combination of structure functions entails
using the (small) difFerence between two larger numbers,
the quoted experimental statistical and systematic errors
of the relevant high precision DIS experiments are even
smaller, hence enabling this relation (which is implicitly
embedded in the global analysis calculations) to play a
decisive role in the determination of s(x, Q).

The apparent disagreement with the dimuon results on
s(x, Q) imply either the theoretical input (to the global
analysis or to the dimuon analysis) has deficiencies, or
some experimental data sets are inconsistent with each

other within the quoted errors. Although our global anal-
ysis, by itself, cannot resolve this dilemma, it was the
insistence on taking available data and their quoted er-
rors seriously which resulted in uncovering this contro-
versial issue. Reference [6] suggested careful examina-
tion of all possible theoretical and experimental sources of
this disagreement. Subsequently, CCFR has reanalyzed
their dimuon data [38] using the NLO formalism of [42,
36] (which is more consistent with our theoretical frame-
work), resulting in a modified strange quark distribution.
Nonetheless, the above disagreement persists.

On the theory side, the treatment of heavy quark pro-
duction channels in the total inclusive structure functions
E2 3 and E2 in all existing global analysis work is done
using the familiar zero-mass formalism plus a leading-
order "slow-rescaling" correction prescription, hence is
not truly consistent with the overall NLO and dimuon
analyses. A proper method to treat this problem now
exists, cf. Refs. [42, 36]. The implementation of this im-
proved theoretical calculation is underway.

On the experimental front, there is considerable senti-
ment that information obtained on s(x, Q) from neutrino
dimuon data should be more reliable than that from the
difFerence of E2 and E& obtained in total inclusive
measurements, in spite of the quoted errors. If this is the
case, then there exists some inconsistency in currently
available data on E2 and E2 in the 0.01 & x & 0.1
region [43, 44]. At least one of these data sets needs to
be reassessed, particularly concerning systematic errors.

The neutrino dimuon results were not included in the
CTEQ1 analysis because experimental data in this pro-
cess are not, so far, available in the form of detector-
independent physical quantities (i.e. , structure functions)
which can be included in a global analysis treating all
data on the same footing. In view of the resulting incon-
sistency, the CTEQ2 analysis takes the complementary
approach of making direct use of the strange quark dis-
tribution function obtained by the CCFR Collaboration
from their parton model analysis of the dimuon data,
thereby setting this process apart from all the other ex-
perimental input. Obviously, neither approach is com-
pletely satisfactory. Eventually, we need to understand
the source of the inconsistency, and perform a consis-
tent global analysis including measured dimuon structure
functions, thereby avoiding a separate treatment of the
strange quark.

There is another process which is potentially sensitive
to the size of the strange sea. TV-boson plus charm as-
sociated production at hadron colliders involves a term
which is directly proportional to the strange quark sea
[34]. Estimates for this process show that it may be pos-
sible to provide some limits on the strange/nonstrange
ratio as further data are accumulated [45]. In addition,
a next-to-leading-order calculation of this process is in
progress [46].

Computer programs for generating all the CTEQ par-
ton distributions described below are available from
H.L. Lai (Lai HOmsupa. pa. msu. edu) or W.K. Tung
(Tung@msupa. pa. msu. edu) upon request.

To avoid this inconsistency, one has to either arbitrarily en-
large the quoted experimental errors or overlook (and accept)
statistically significant inconsistent fits.
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TABLE II. CTEQ2 input parton distribution function parameters (at Qo = 1.6 GeV). The

functional form used in CTEQ2 is xf = aoz & (1 —x) & (1 + asx 4), where f = u„, d„, gluon,

(d + u)/2, s; and z(d —u) = ao x & (1 —x) & (1 + as ~z+ a4 x).

Distribution
2:uv

x(d —u)

Parameter
ap
a
a2
a3
a4

ap
a
ag

a4

ag
0

ag
1

ag
2

a~3
a9

4

a+
0

a+
1

a2+

a3
a+

4

ap
a~
a2

a4

S
ap

8a2
A (MeV)

2M
0.269
0.278
3.67
29.6
0.807

1.24
0.521
3.18
-0.85
1.82

0.900
-0.258
5.19
5.13
1.12

0.0825
-0.258
8.45
12.7
1.10

0.111
0.012
9.53
-14.8
49.4

0.156
-0.004
6.87
139

2MS
0.268
0.276
3.66
29.1
0.801

1.32
0.538
3.26
-0.84
1.85

0.197
-0.500
3.82
5.81

0.450

0.0130
-0.500
7.62
38.4
0.82

0.105
0.043
10.00
-15.5
53.8

0.152
0.004
6.85
135

2MF
0.261
0.276
3.66
29.8
0.795

1.18
0.508
3.24
-0.83
2.19

3.05
0.000
6.53
2.64
2.22

0.2540
0.000
9.40
13.5
1.60

0.114
0.085
9.71
-15.7
55.7

0.110
-0.128
6.88
135

2ML
0.266
0.289
3.58
30.2
0.799

1.46
0.565
3.46
-0.59
2.32

0.825
-0.212
4.55
12.0
1.62

0.1139
-0.212
9.14
15.2
1.36

0.117
0.031
9.95
-15.4
51.7

0.155
0.001
6.90
220

2D
0.307
0.254
3.44
25.5
0.917

1.17
0.511
3.16
-0.60
2.31

0.711
-0.240
4.84
7.43
0.960

0.0947
-0.240
8.76
14.6
1.39

0.121
0 ~ 106
9.00
-15.7
48.2

0.140
-0.004
6.90
155

2L
0.164
0.175
3.32
44.1
0.961

1.08
0.493
3.00
-1.00
2.99

0.521
-0.259
4.61
16.3
1.24

0.1127
-0.259
8.94
17.5
1.58

0.103
0.043
9.87
-17.7
52.3

0.165
-0.001
6.90
143

B. CTEQ2 parton distributions

The CTEQ2 analysis was initiated after the first mea-
surement of F2"(x, Q) from HERA became available [9].
These new data not only extended the measured range of
x by two orders of magnitude, they also ofFered the possi-
bility of formulating the global analysis in an alternative
way in the face of the dilemina exposed by the CTEQ1
study. The HERA data provide very useful constraints
on the small-x behavior of the parton distributions even
with their relatively large initial errors because of the ex-
tended reach down to x 10 . We therefore modified
the input used in the CTEQI analysis by adding the new
HERA data in conjunction with (i) using a parametrized
function s(x, Qo) obtained by the CCFR collaboration in
NLO QCD analysis which was allowed to vary within an
error band provided by the experiment [38], (ii) remov-
ing the conflicting CCFR and NMC F2 data between
x = 0.01 and x = 0.09 which forced the large strange sea
through the charge ratio relation, Eq. (2), in the previous
analysis, (iii) including the same fixed-target lepton-pair
and direct photon production data sets, and (iv) adding

the new collider data on lepton-pair production obtained
by CDF [24]. The full list of experiments appears in Ta-
ble I with the last column marked either 1 or 2.

We obtained global fits to the experimental data men-
tioned above, again, with remarkable consistency over all
data sets. (See Table IV for detailed information on y2
distributions. ) Six representative sets of parton distri-
butions were selected for use in applications. Following
the general CTEQ convention, they are designated as
CTEQ2M, CTEQ2MS, CTEQ2MF, and CTEQ2ML (for
MS best fit, singular, flat, and LEP-A, respectively), io

CTEQ2L (leading-order best fit), and CTEQ2D (DIS
scheme best fit). The parameters for the initial distri-
bution functions are given in Table II.

In comparison to recent experimental data not in-

To be specific: CTEQ2MS (CTEQ2MF) assumes a singu
lar (ftat) small-z behavior of the form xf(x, Qo) x ' (x )
for the sea quarks and gluons; and CTEQ2ML fixes As
at 220 MeV. For comparison, the standard CTEQ2M has
xf (x, Qo) x ' and As = 139 MeV.
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eluded in the fit, the CTEQ2 prediction for the charge
asymmetry in lepton-pair production ADY, cf. Eq. (8),
is small and negative, in qualitative agreement with the
new NA51 data [ll]. This is shown in Fig. 1. As
discussed in Sec. IIIB, our use of the full set of dou-
ble differential cross-section d o /dQ dy measured by the
E605 experiment already constrained the d —u distribu-
tion in the 0.1 ( x ( 0.5 region. Thus, the (slightly
over 1 u) agreement of the CTEQ2 result with the new
NA51 data point can be regarded as a reasonable consis-
tency check. (Other work on parton distributions tend to
use the less comprehensive single di8'erential LPP cross-
section do/dQ as a constraint on fits which include only
DIS data, hence do not take advantage of the full power
of the complete E605 data set. )

On the other hand, the recently measured lepton asym-
metry in W-production Aiv. (y), cf. Eq. (9), by CDF
conveyed a di8'erent message. It was observed that the
predictions of the CTEQ2 distributions were consistently
higher than the data, as shown in Fig. 2. (cf. footnote
11.) Since Aiv(y) depends on the x variation of the ra-
tio d/u, as discussed in Sec. III 8, one naturally turns to
data on the ratio of I"z~/I"2 in DIS (which also depends
on d/u) for a consistency check. It turns out that the
CTEQ2 distributions provide an excellent description of
the full set of high precision NMC data on Ez /E2 . In fact,
a careful study of the quality of fits to all experimental
data sets (cf. Table IV) of the CTEQ2 distributions com-
pared to that of other contemporary distributions reveals
that CTEQ2 gives a much better overall fit (at least in
terms of a substantially lower y ) even if others may
agree with the specific Aiv(y) measurement better. This
underlines the fact that A~(y) is particularly sensitive to
one aspect of the PDF's, the slope of d/u (cf. Sec. III B,
Ref. [34]), which is not probed by the other experiments.
To study the implication of this fact, we should ask then:
Is it possible to vary the CTEQ2 distributions to fit the
Aiv(y) data and, at the same time, maintain the same
quality of agreement with all the other experiments? Or,
can we reconcile and understand the interplay of all ex-
periments which play a role in Havor difFerentiation of the
u and d quarks: I"z /Ii2", E605, Aiv (y), and NA51'? This
question will be addressed in the next section on CTEQ3
analysis.

One may note that the results in Table IV reveal that
the overall y value in the global fit (including the new
data sets mentioned above) for CTEQ2M remains the
lowest even compared to the two more recent fits which
are designed to give better description of the new data.
This fact serves as a reminder that total y is not nec-

The other curves in this figure are obtained from the new
CTEQBM distributions (to be described in the next subsec-
tion) and from the two recent generations of MRS distribu-
tions. Comparisons of these will be discussed later.

To be specific: using our treatment of experimental errors
(close to those specified by the experiments in all cases), the
CTEQ2 y is lower by about 80—SO (for 920 points) which
are evenly distributed in one of the high precision DIS exper-
iments, either BCDMS or CCFR .

-0.1

a

-0.2

CTEQ3M
MRS A
CTEQ2M"""""""" MRS D-'

0.1 0.15 0.2 0.25

FIG. 1. A comparison of the data for AD~ from NA51
with NLO QCD results obtained from previous and current
versions of MRS and CTEQ parton distributions.

0.2
E
E

0.1

CTEQ3M
CTEQ2M
MRS D-'

"""" "" MRS A ~ ~

~ 1

0.2 0.4 0.6 0.8

Ye

1.2 1.4 1.6 1.8

FIG. 2. The CDF W-lepton charge asymmetry data com-
pared to NLO QCD results obtained from previous and cur-
rent versions of MRS and CTEQ parton distributions.

essarily the best or only measure of a "good fit" in a
global analysis. The balanced distribution of y 's among
data sets, particularly those which are sensitive to spe-
cific features, such as the Aiv(y) measurement to the d/u
ratio [relevant for SU(2) flavor differentiation], must also
be taken into account. The new CTEQ3 distributions
give a more balanced. 6t in this sense at the expense of
marginally higher total y; hence, they represent an im-
proved general purpose parton distribution set.

Since the CTEQ2 distributions do give such a good
global Bt to the full data set, the fine-tuning which leads
to CTEQ3 only entails very small shifts in the u and d
quark distributions, as will be shown in the next two sec-
tions. Consequently, for the vast majority of applications
which are not sensitive to the precise distinction between
u and d quarks, there will hardly be any observable dif-
ferences in practice. In particular, the special CTEQ2
distributions designed to test specifi. c assumptions, such
as CTEQ2MF (flat) and CTEQ2MS (singular) to map
out a range of small-x behavior which bracket the HERA
data (cf. Fig. 3) and CTEQ2ML (large-lambda) which
has a higher value of A with a somewhat diferent gluon
distribution, remain perfectly valid for their original pur-
poses.
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I2

1.5

ZEUS
BCDMS
NMC
CTEQSM

Q)

tA

1
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65

LL

0.5
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X

10'

FIG. 3. Comparison of the current ZEUS small-x data
at Q = 15 GeV with various parton distribution sets with
different x exponent values.

C. CTEQ3 analysis and distributions

Previous global analyses have been dominated by ex-
perimental data collected at fixed-target energies. The
observed sensitivity of the new CDF data on A~(y) to
details of the parton distributions, particularly u and d
quarks, ushers in a new stage of global analysis marked
by an increasing role for quantitative measurements at
hadron colliders. In addition, with the increased num-
ber of physical processes included in the analysis, we are
approaching the point where all parton flavors will be suf-
ficiently constrained to lead to either an (almost) unique
set of PDF's (in the z range covered by the experiments)
or evidence for potential inconsistencies. The detailed
CTEQ3 analysis is undertaken to respond to this new
development and to address the related issues discussed
at the end of the last subsection. All data sets listed in
Table I, including the recent NA51 and CDF Agr(y) mea-
surements and the final 1994 ZEUS data on I'2(x, Q) [47],
are included in the global 6t.

The specific parametrizations for the initial parton dis-
tributions (at Qp = m, = 1.6 GeV) used in this analysis
are discussed in Sec. III C. The eKect of various choices
of functional forms and the number of independent par-
ton shape parameters on the predicted behavior of the
various processes and on the global analysis have been
extensively studied. We found that: the new data do
help constrain the Havor dependence of the quark dis-
tributions, in particular the u and d, much better then
before. Prom these studies, we have chosen a represen-
tative set of new parton distributions, the CTEQ3 dis-
tributions, which give a best balanced fit to all avail-
able data. Details will be described below. In the next
section, we compare these PDF's with other available
sets and with representative experimental data sets. U".&-

resolved issues and assessment on uncertainties of the

I
J

I I I
J

I I I
J

1 I I J I 1 I
J

I I I
J

I I I
J

I I

x=0.07

x=0.10

x=0.11

CTFQ3M
BCDMS
NMC

x=0.14

ll
l aaaa CS&~s x=0.18

K&= r e='- x=0.225

i x=0.275

~~I x=0.35

x=0.45

x=0.50

x=0.55

x=0.65

x=0.75

PDF's which emerge &om this round of detailed analysis
will be discussed in the Sec. VI.

Following the general CTEQ convention, the new par-
ton distribution sets in the commonly used factorization
schemes will be referred to as CTEQ3M (MS), CTEQ3D
(DIS), and CTEQ3L (leading-order), respectively. These
three sets are obtained Rom independent fits to the same
data sets under the same assumptions except the scheme
for calculating the evolution kernel and the hard cross
sections. Thus, they are functionally equivalent in the
sense that (when applied in the appropriate scheme) they
yield the same physical cross sections, within errors, for
the data included in the analysis; they are, however, not
algebraically equivalent in the sense that they could be
obtained from each other by applying the applicable per-
turbative transformation formula between the schemes.
The latter is known to be unreliable in many situations
where nominal NLO terms (e.g. , those involving a large
gluon contribution) are of comparable numerical size as
the LO term (e.g. , involving small sea quarks). In the
ensuing discussions, we shall only mention the CTEQ3M
distributions explicitly.

The parton distribution shape parameters at Qp = 1.6
GeV for the CTEQ3 distributions obtained from the
global Gt are listed in Table III. During the process of
this analysis, we started from the full set of (18) pa-
rameters introduced in Sec. IIIC, then tried to system-
atically reduce the number of independent parameters
while maintaining the quality of the fit as established by

2 4 6 8 10 12
Q (Gev)

16

Other measurements which will soon play an important
role, especially for probing the gluons, are precise data on
direct photon production (including photon plus jet) and jet
cross sections (including dijets).

FIG. 4. Comparison of the CTEQ3 fit with F~~ data of
BCDMS and NMC experiments. The absolute vertical scale
is not labeled since an offset factor has been applied to the
various x bins to avoid overlap.
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Distribution
xuv

xdv

z(d + u)/2

x(d —u)

Parameter
ao
ai
a2
a3
a4

dao
d

ay
da2
da3
da4

a~0
a~~

a~
2

a~3

a+
0

a+
1

a+
2

a+
3

ao
a~
a2
a~

K

A (MeV)

CTEQ3M
1.37

0.497
3.74
6.25
0.880

0.801
0.497
4.19
1.69

0.375

0.738
-0.286
5.31
7.30

0.0547
-0.286
8.34
17.5

0.0795
0.497
8.34
30.0

0.5
158

CTEQ3D
1.36

0.470
3.51
6.19
1.04

0.837
0.470
4.22
2.58
0.748

0.595
-0.332
5.45
11.0

0.0330
-0.332
8.16
23.2

0.0702
0.470
8.16
27.1

0.5
164

CTEQ3L
1.29

0.452
3.51
6.85
1.11

0.858
0.452
4.20
2.54
0.947

0.404
-0.349
5.59
18.1

0.0451
-0.349
7.36
14.5

0.0566
0.452
7.36
29.9

0.5
132
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TABLE IV. y and y per point (in parenthesis) in each experiment and overall for current
and previous version of CTEQ and MRS distributions. In the case of the MRS distributions, we

have minimized the y by adjusting all the experimental normalizations freely while keeping the
parton distributions as given by the authors. {SeeTable V.) These y values are obtained using the
data sets of Table I, employing the same error definitions (except for experimental normalization
for which the CTEQ numbers include extra y 's for any deviation away from unity as explained in
the text); hence they are not necessarily the same as those quoted in the original work which may
use a different selection of data points (e.g. , for Drell-Yan, and direct photon experiments), apply
diferent error definitions, and adopt diferent analysis procedures. Large differences in the total

are mainly associated with the precise BCDMS and CCFR experiments. They may be partially
attributed to the in6uence on the fits due to the x ( 0.09 data points of CCFR and NMC which
are excluded in the CTEQ analyses for consistency considerations, but included in the MRS ones.

Expt.
BCDMS
BCDMS

NMC"
NMC
NMCR

CCFR Fg
CCFR F3

ZEUS
H1

E605
CDF DY
CDF A~

NA51 AD~
WA70
E706

UA6
UA6~~
Total

No. of pts
168
156
52
52
89
63
63
56
21
119

8
9
1

39
8
8
8

920

CTEQ3M
130.0(0.77)
187.2(1.20)
59.9(1.15)
47.2 (0.91)

133.5(1.50)
69.3(1.10)
41.0(0.65)
27.9(0.50)
7.7(0.37)

92.3(0.78)
3.0(0.38)
3.5(0.39)
0.4(0.35)

23.3(0.60)
11.8(1.47)
1.8 (0.23)
6.8 (0.85)

844

MRS(A)
168.0(1.00)
215.3(1.38)
60.2(1.15)
56.0(1.08)

140.6(1.58)
68.7(1.09)
61.7(0.98)
40.3 (0.72)

7.0(0.33)
95.9(0.81)
1.4(0.18)
3.4 (0.38)
0.0(0.03)

21.3(0.55)
11.2(1.40)
1.6(0.20)
6.8(0.85)

959

CTEQ2M
110.2(0.66)
174.7(1.12)
61.5 (1.18)
49.1(0.94)

139.7(1.57)
58.8(0.93)
37.2(0.59)
27.9(0.50)
6.4(0.30)

88.1(0.74)
2.6(0.32)

12.2(1.36)
3.0(3.02)

22.6(0.58)
12.2(1.52)
2.2(0.27)
7.5 (0.94)

816

MRS(D-')
133.2(0.79)
162.2{1.04)
59.2 (1.14)
49.7(0.96)

144.2(1.62)
95.8(1.52)
67.4(1.07)
74.5(1.33)
11.7(0.56)

102.6(0.86)
2.8(0.34)
3.8(0.42)

10.3(10.3)
21.4{0.55)
11.3(1.41)
1.5(0.19)
6.8(0.85)
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the previous generation of PDF's) in order to indicate
where the diB'erences between the various sets lie, as al-
ready mentioned in the last subsection. The normaliza-
tion factors for the various experiments emerging from
the CTE@3 global fit are given in Table V.

To illustrate the quality of the Bt, we present in Fig. 4
the comparison with BCDMS and NMC data on muon
F~~(x, Q)'4; in Fig. 5 the NMC data on F2 /F2"; in Figs. 6
and 7 the CCFR data on neutrino F2 and Fs (cf. footnote
14); in Fig. 8 the latest ZEUS data on F2, in Fig. 9 the
double differential lepton-pair data of E605; in Fig. 10
the combined direct photon data at y 0 from E706-
UA6, and WA70. The various data sets appearing on
the same plot in all these figures have been multiplied by
offset factors to avoid overlap; hence the vertical scales
are in arbitrary units and they are not labeled. The
"goodness of fit" represented by the y table is made
explicit by these plots. Comparison to the NA51 data
point on lepton-pair charge asymmetry was shown earlier
in Fig. 1, Sec. IVB; and comparison to the CDF W-
lepton asymmetry data was shown in Fig. 2 in Sec. IV B.

I I I
f

I

v x=0.125

x=0.175

x=0.225

CCFR
CTEQ3M

x=0.275

x=0.35

x=0.45

x=0.55

x=0.65

An overview of the various flavors of CTEQSM par-
ton distributions at the scale Q = 5 GeV is displayed
in Fig. 11. Included (near the bottom of the figure) is
the difference between d and u distributions, which has
been a subject of much attention in the last few years.
The fact that we can now investigate quantitatively the
behavior of such a small di8'erence illustrates the signifi-
cant progress made possible by recent high precision ex-
periments and accurate calculations. We will discuss the

As mentioned in Secs. IV A and IVB, data points from
CCFR and NMC structure functions (but not the ratio
E2"/P2 ) have been excluded in the analysis, hence are not
shown in these plots. Comparison of the excluded data points
with the resulting fit will be discussed in Sec. VI, cf. Fig. 23.

10
Q (Gev)

15 20 25

FIG. 7. Comparison of the CTEQ3 fit with Es" data of
the CCFR experiment. Data points are converted from the
measured F3" as for P&
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FIG. 10. Comparison of the CTEQ3 fit with der/dp~ data
of three fixed target direct photon production experiments.
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iments put rather stringent constraints on the effective
power ai (—0.35 ( ai ( —0.25) for the sea quarks, cf.
Eq. (13). The need to vary this parameter over a cer-
tain assumed range, as done in the past, has diminished.
To show the progression of development, Fig. 3 plots the
recent ZEUS data on I"2 as a function of x at Q = 15
GeV compared to CTEQ3M and some previous distribu-
tion sets which assume ai ——0 [MRS(DO'), CTEQ2MF]
or ai = —0.5 (MRS(D-'), CTEQ2MS), and which either
came before the advent of any HERA data [MRS(D)] or
were constrained by the early HERA data [CTEQ2]. We
see that the MRS(D) distributions are now away from
current data, whereas the two CTEQ2 sets now bracket
the new data points (rather than "fit" them).

It is important to bear in mind that the values quoted
for a~ from our fit, as for others, is applicable at the spec-
ified scale Qo only (1.6 GeV for CTEQ3). The evolution
of the parton distributions with increasing scale to an
ever softer (i.e. , singular) shape will cause this effective
power to increase in absolute value. Thus, comparison
with "theoretical expectations" of small-x behavior for
fixed (but unspecified) Q, such as those &om the BFKL
hard pomeron [49], is inherently of limited validity.

A new feature of the CTEQ3 (and CTEQ2) analysis is
the inclusion of a theoretical parameter representing the

uncertainty associated with the choice of scale in direct
photon calculations (cf. Sec. III A). The best estimate
of this parameter which gives the optimal overall fit is in
the range p, /pz = (0.4—0.5) which is quite reasonable.

Unlike in the past, where within the MS scheme some
alternative sets re6ecting certain uncertainties were
also given, we have restricted the CTEQ3 distributions
to the three equivalent sets (3M, 3D, and 3L) mentioned
above since (i) these uncertainties are steadily decreasing
as progress is being made, and (ii) as discussed in the last
subsection, for making comparative studies, the alterna-
tive CTEQ2 parton sets (2MF, 2MS and 2ML) still serve
the original purposes quite adequately, as the transition
to the new version only entails certain fine-tuning which
does not affect those purposes (e.g. , see Fig. 3 and the
discussion on small-x behavior above).

V. COMPARISONS
OF PARTON DISTRIBUTIONS

AND RECENT MEASUREMENTS

To see the status of global QCD analysis and the recent
progress, we compare the CTEQ3M parton distributions
to the current MRS(A) set and to the earlier CTEQ2M
and MRS(D-') sets We. limit the comparison to these
parton distribution sets since they have been determined
in a program comparable in scope to that which has been
described here.

Figures 12—17 display the u„(x, Q), d„(x, Q),
g(x, Q), u(x, Q), d(x, Q), and s(x, Q) distributions, re-
spectively, from the four sets of PDF's at Q = 5 GeV in
the range 10 ( x ( 0.8. %'e observe that:

The small spread between the previous generation
CTEQ2M and MRS(D-') valence quarks (curves with
dots in Figs. 12 and 13) has been noticeably narrowed in
the current round of analyses given by CTEQ3M (solid)
and MRS(A) (dashed). The u„(x, Q) and d„(x, Q) distri-
butions are now very well determined indeed throughout
the range where they are not vanishingly small.

As shown in Fig. 14, the gluon distributions from the
three sets incorporating HERA data in the fit, CTEQ2M,
CTEQ3M, and MRS(A), are also in close agreement. The
more singular behavior of MRS(D-') is due to the input
condition without the benefit of data. %'e will discuss the
uncertainty on the gluon distribution later in Sec. VI.

For the u(x, Q) and d(x, Q) distributions, shown in
Fig. 15 and Fig. 16, the MRS(A) distributions are some-
what higher than the CTEQ ones, even though they are
both determined mostly by the same HERA data. The
reason lies mainly with the different normalization fac-
tors used by the different fits. (Cf. Table V.) This
difference arises from the different ways the two groups
treat experimental uncertainties, especially the normal-
ization, in their respective fits (cf. detailed discussion
in Sec. IIIA); and it is also influenced by our exclusion
of the controversial CCFR and NMC data points below

0
10-4 10-3 2 5 1p2 2 5 1p ~ .2 .3 .4

X

.5 .6 .7 .8

FIG. 11. An overview of all parton distribution functions
at Q = 5 GeV from the new CTEQ3M analysis.

Such as small-x behavior and the value of A~oD (e.g. ,
CTEQ2MS, CTEQ2MF, and CTEQ2ML).
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FIG. 12. Comparison of the valence u-quark distribution
at Q = 5 GeV from the current and previous versions of
CTEQ and MRS sets.

FIG. 14. Comparison of the gluon distribution at Q = 5
GeV from the current and previous versions of CTEQ and
MRS sets.

x = 0.09.
The difFerences in the strange distribution, shown in

Fig. 17, are entirely due to difFerences in input assump-
tions. The CTEQ2M input distribution is taken from the
s(x, Q) distribution furnished by the recent CCFR ex-
periment on neutrino dimuon production [38]; the other
three used the constraint s(x, Q) = [u(x, Q) + d(x, Q)]/4
which is consistent with the above data, within errors,
in the measured range 0.015 ( x & 0.3. The small-x
extrapolations follow the functional forms assumed.

We now discuss briefiy the comparison of recent NA51
and CDF charge asymmetry data which motivated the
new round of analyses with results obtained from these
distributions. The new parton distributions MRS(A) and
CTEQBM use these data as part of the input and, hence,
their agreement with data is expected. It only remains
to understand the changes these new data brought about
in the parton distributions.

In Fig. 1 the result [11] for AD~ is compared to the
results of difFerent fits. Although the data set only con-
sists of one single point, it obviously has a major impact
on the MRS analyses. The effect on CTEQ analysis is

2
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MRSD-
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10 4 10 3 10-~
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1 0-1 ,2 .3 .4 .5 .6

FIG. 15. Comparison of the sea quark distribution u at
q = 5 GeV from the current and previous versions of CTEQ
and MRS sets.
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FIG. 13. Comparison of the valence d-quark distribution
at Q = 5 GeV from the current and previous versions of
CTEQ and MRS sets.

FIG. 16. Comparison of the sea quark distribution d at
q = 5 GeV from the current and previous versions of CTEQ
and MRS sets.
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FIG. 17. Comparison of the strange quark distribution at
Q = 5 GeV from the current and previous versions of CTEQ
and MRS sets.

less dramatic (for reasons discussed in Sec. IVB), but
still substantial. Figure 2 shows a comparison of the
same fits to the W decay lepton asymmetry data [10] on
A~. The impact here is mainly on the CTEQ analyses
with the much improved agreement of the CTEQ3M dis-
tributions compared to the CTEQ2M distributions. Both
MRS sets 6t this data set well.

Although long-established DIS data on proton and nu-
clear targets, along with lepton-pair production data,
provide the main source of information on the u and d
quarks, these two recent experiments played a surpris-
ingly significant role in pinning down the details of the
distinction between the two lightest quark flavors. As
discussed earlier in Sec. IIIB, AD~ is mainly sensitive to
the difference (d —u), whereas Aiv is most sensitive to
the x dependence of the ratio d/u which includes both
valence and sea. Hence, we show in Figs. 18 and 19 the
comparison of these combinations of parton distributions
from the four sets of distributions, respectively. The plot
of (d —u) in Fig. 18 is the most dramatic in demonstrat-
ing the change of our knowledge on parton distributions
brought about by these recent experiments. The large
movement of MRS(D-') curve toward MRS(A) is forced
by the NA51 data. The change of CTEQ2M curve toward
CTEQSM is infiuenced by the adjustments needed to fit
the A~ data, mainly in the region around 2; = 0.05.
The d/u plot of Fig. 19 does not display a significant
difference in the four curves. Nonetheless, close exami-
nation of the differences in the slope of these curves in
the region 0.02 ( x & 0.2 does bear out the expectations
discussed in Sec. IIIB.

0
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10 2 101
.2 .3 .4 .5

CTEQ3M
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X 06

X
0.4
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FIG. 18. A comparison of the results for the d —u diKer-
ence from various sets of distributions.

VI. UNCERTAINTIES AND CHALLENGES

Since the existing experimental and theoretical input
to global QCD analyses are not quite suKciently exten-
sive and accurate to determine a unique set of parton
distributions, it is useful to have some feeling about the
uncertainties of the PDF sets. The common practice of
assigning uncertainties according to the spread of some
chosen subset of currently available distributions is quite
haphazard, as most published sets are selected out of
many possible candidates; and as PDF's obtained by dif-
ferent groups are not always comparable because they
are based on diQ'erent assumptions and inputs. A com-
prehensive program to systematically assess the uncer-
tainties of PDF's based on error matrix analysis is a de-
sirable goal, but rather diKcult because of the complexity
of the global system. It is certainly not presently avail-
able. In this section, we state the outstanding problems
in the determination of parton distributions and describe
in qualitative terms the current uncertainties based on
extensive exploratory work done by the CTEQ group be-
yond that contained in the three rounds of specific parton
distribution sets bearing the collaboration label. We also

0
2

102 10-1
.2 .5 .6

FIG. 19. A comparison of the results for the ratio d/u
from various sets of distributions.

The reduction of one parameter in the input functional
form for (d —u) from CTEQ2 to CTEQ3 also has some in6u-
ence in the change.
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comment on the origin of the observed good agreement as
well as some of the minor difFerences between the current
generation of MRS(A) and CTEQ3 distributions in order
to address the question: to what extent do these agree-
ments and differences re8ect real current uncertainties on
the parton distributions?

The gluon distribution: It is common knowledge that
the best available handles on the gluon distribution are
the Q dependence of the DIS structure functions and
cross sections for direct photon production, although it
afFects all QCD processes, at least through evolution of all
parton distributions and NI 0 hard cross sections. These
two processes complement each other. The DIS data are
quite precise; but the measurement is "indirect" (i.e. ,
through QCD evolution only); hence it is applicable only
in the smaller x region where the inQuence of the gluon
distribution on the measured structure functions can be
seen. The direct photon measurement is "direct" but,
so far, available data still have large errors and theoreti-
cal uncertainties are greater. The "good agreement" be-
tween the CTEQ and MRS gluon distributions shown in
Fig. 14 is not evidence for a well-determined G(z, Q), it
merely reHects the common assumptions made by the two
groups. For instance, the agreement below, say z 0.05,
can be attributed to the fact that the most important
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FIG. 20. The gluon distribution at Q = 5 GeV in the
ranges, (a) 0.1 & z ( 0.6, and (b) 10 & z ( 0.6, from
CTEQBM, MRS(A), and from the alternative CTEQ2 sets
which are designed to explore various aspects of parton dis-
tribution uncertainties.

gluon shape parameter which governs its small-x behav-
ior, ai in the factor z ' [cf. Eq. (13)], is assumed to be
the same as that of all the sea quarks (which is rather
well determined by the new HERA data) by both. This
is only an assumption. To assess uncertainties, we meed
to go beyond the standard sets.

For moderately large z, G(z, Q) should be determined
by the direct photon data used in the global analysis.
Fig. 20(a) displays the gluon distributions in the range
0.1 & z & 0.6 at Q = 5 GeV from CTEQ3, MRS(A),
and the alternative CTEQ2 sets which were designed to
explore some aspects of parton distribution uncertain-
ties T.he CTEQ2ML set (with a larger A value which is
closely correlated to gluon behavior) and the CTEQ2MS
and CTEQ2MF sets (with a difFerent small-z behavior
which affects all z ranges by the momentum sum rule)
give a better indication of the range of possible gluon
behavior. The CTEQ analyses used all available fixed-
target photon data sets: WA70, E706, and UA6. We
see that the range of variations are fairly large. This
is because both point-to-point and overall normalization
errors on all these data are still large, and theoretical
uncertainties (partially taken into account in the CTEQ
analyses) are not yet under full control.

The behavior of G(z, Q) in the smail-z region is a wide
open problem. Under the commonly made assumption
that the ai parameter for the gluon is the same as for the
sea quarks, Fig. 20(b) shows the same gluon distribution
sets as above over the extended range 10 ( x ( 0.6.
Since CTEQ2MF and CTEQ2MS envelop the current
HERA data in the small-x range, this plot gives a rea-
sonable representation of the uncertainty under the given
assumption. However, the possibility that the gluon dis-
tribution may have a diferent behavior must be kept in
mind unless it is ruled out by future experiment.

More detailed analysis of direct photon data is needed
both to achieve better accuracy and. to resolve a possible
theoretical problem with the shape of the pq distribution
observed in existing experiments [29]. New collider data
from the CDF Collaboration covering a much smaller x
range are becoming available and better fixed-target mea-
surements are anticipated &om the on-going analysis of
the E706 experiment. In addition, a wealth of data on
jet-production from CDF and DO, which are even more
sensitive to gluons, are also becoming available. This
promises to be an active area of investigation to gain in-
formation on G(z, Q) in hadron colliders. These efForts
will complement well parallel ones actively pursued at
HERA.

d(z, Q)/u(z, Q): The d/u ratio not only directly im-
pacts on the W-charge asymmetry (y dependence), it also
has an inBuence on the p~ distribution of decaying lep-
tons in W production which is critical to the understand-
ing of precision measurement of the W mass. How can
one assess the uncertainties on the parton distributions
which affect QCD predictions on these important quan-
tities'? As mentioned earlier, using the range spanned by
some set of canned distributions which fit the A~ data to
varying degrees of goodness as an estimate on the uncer-
tainty is not a satisfying strategy. In the current round of
CTEQ analysis, we have performed a number of studies
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to explore this problem.
As an example, we show in Fig. 21(a') two fits to tne

global data in addition to CTEQ3M with the requirement
that the "upper" one gives rise to a W-lepton asymmetry
A~ about one standard deviation above the CDF data,
and the "lower" one to values of A~ one standard devi-
ation below the CDF data. The slope of the d/u ratio
&om these three sets of parton distributions are shown in
Fig. 21(b). Since all three sets give rise to comparable fits
to the rest of the global data sets (with CTEQ3M being
the best fit), the differences exhibited here perhaps rep-
resent more realistically the uncertainty associated with
this quantity.

The R'-mass measurement, although also sensitive to
the d and u distributions, is not dependent on this same
quantity. To arrive at a meaningful assessment of the
uncertainties due to parton distributions, it is desirable
to perform a similar study as above but focused on the
pq spectrum on which the mass determination depends.
Such a study is underway.

SU(2) 8avor asymmetry of sea quarks, (d —u): As
noted in the previous section, important progress has
been made on the difFerence between u and d quarks. The
main contributing processes are DIS structure functions
on proton, deuterium, and nuclear targets, lepton-pair
production, and the recent A.~ measurement. Do the
differences between the MRS(A) and CTEQ3M (d —u )
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0.2
E
E

0.1

0
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function shown in Fig. 18 reflect the current uncertainty
on this quantity'? (This question has important bearing
on the validity of the Gottfried Sum Rule. ) A closer look
at the y 's for these two sets shown in Table IV indi-
cates that over half of the difFerence comes from the very
precise BCDMS sets. A further examination of the in-
dividual data points reveals that much of the extra y
occurs at the small-x end of the BCDMS D2 data set.
This is the x range where the (d —u) function shows a
difFerence in Fig. 18 . This difFerence may be partially re-
lated to our exclusion of the conflicting CCFR and NMC
I"2 data below x = 0.09. One theoretical uncertainty in
this region concerns the size of shadowing corrections to
the deuterium measurement. We have made independent
analyses with and without deuterium corrections (based
on Ref. [50]) and found that the differences between the
resulting parton distributions were insignificant, and that
the above conclusions were unafFected.

In order to obtain a self-contained estimate of the un-
certainty of the (d —6) function, we have performed a
series of fits systematically varying the aq parameter of
this function at Qo. Figure 22 shows a band of curves rep-
resenting the resulting (d —u) at Q = 5 GeV. The overall

of these fits, as well as their distribution among the
various experiments, are very similar, except that those
vanishing faster toward small x in general give better fits
to the CDF A~ data. This band plot gives an indication
on the uncertainty of (d —u) under the conditions de-
scribed above. A more detailed study of this problem and
its implication on the Gottfried sum rule is still under-
way. We remark that there is a proposed (and approved)
experiment at Fermilab, E866, which will measure this
quantity over the kinematic region in question. With
the recent developments, this lneasurement acquires even
more significance.

SU(3) flavor asymmetry of sea quarks, s(2:, Q): As dis-
cussed in some detail in Secs. IVA —IVC, the strange
quark distribution is not included in current global anal-
yses on the same footing as the. nonstrange quarks. The
MRS and CTEQ3 analyses both adopt the assumption
that s(z, Q) = (d+u)/4. This is consistent with the neu-

1.8 trino dimuon data; but causes problems with the avail-
able inclusive I"z and I'2" data at small x. To see
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FIG. 21. (a) Three fits bracketing the CDF W-lepton-
asymmetry data; (b) The corresponding slopes of the d/u
ratio of the three sets of parton distributions.

FIG. 22. A band of (d —u) from a series of global fits
which yield comparable g 's.
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FIG. 23. Comparison of (a) CCFR neutrino and (b) NMC
muon measurements of I"2 in the 0.015 ( x ( 0.09 region com-
pared to MRS(A) and CTE+3M curves. These data points
are excluded from the CTE@2 and CTEQ3 fits since, taken
together, they conBict with the strange quark distribution
adopted in the Gt.

VII. SUMMARY AND CONCLUSIONS

The sequence of analyses reported here give a realis-
tic view of the manner in which progress in theory and

17 vN vFeThe I"2 points are converted from I"2" ' data by using
the ratio F~" /F~" (A = Ca, Fe), measured by NMC. The
NMC ratio is consistent with the only, much less accurate,
neutrino shadowiug measurement [51], and with predictions
from PCAC [52].

this problem, we show in Fig. 23 the Ez and Fz" data
in the range 0.01 ( x ( 0.1 and Q ) 4 GeV com-
pared to CTEQ3M and MRS(A) curves. The CTEQ2
and CTEQ3 analyses leave out these data points because
their simultaneous inclusion is inconsistent with the as-
sumption made on the strange distribution in the fitting
process, as revealed in the CTEQl analysis. The MRS
analyses include these data in the Bt, seeking a best com-
prise. Thus, the MRS(A) curves are closer to the data
points in Fig. 23, but at the expense of higher overall

y, particularly on the BCDMS measurements. It ap-
pears that this discrepancy needs to be understood be-
fore we can have complete confidence in our knowledge
on 8 x)

experiment interact as the characteristics of the various
parton distributions are investigated. The latest version
of CTEQ analysis, CTEQ3, provides an excellent descrip-
tion of a wealth of data covering an extended range in
both Q and x compared to what was available just a few2

years ago. The precision of the data and the diversity of
physical processes together allow detailed investigations
of fine structures such as the breaking of flavor symme-
try in the sea. Where possible we indicated remaining
sources of uncertainty and suggested what types of data
might help to reduce this in the future. One interesting
area concerns the small-x behavior of the gluon and how
to reconcile its behavior there with observables which are
sensitive to the behavior at moderate to large values of x.
Certainly future collider measurements of jet and photon
production will play a leading role in such studies. The
remaining uncertainties on quark distributions concern
detailed Aavor di6'erentiation, particularly among the sea
quarks. New measurements on vector boson production
(W-, Z-, and continuum lepton-pair) will be valuable, as
illustrated by the erst CDF results on A~ and NA51 on
ADY,' and clarification of the diBerence between E& and

p, lV
F2 data in the range 0.01 & x & 0.1 is sorely needed.

Related projects which are underway and will be re-
ported separately cover a range of topics relevant to the
global analysis of PDF's. These include a comprehensive
survey of direct photon measurements spanning the range
from fixed target to collider energies, a detailed exami-
nation of issues related to the choice of parametrizations
and the eKects on the description of individual experi-
ments, and a method of estimating errors on predictions
due to the uncertainties associated with the parton dis-
tribution determinations.

The results presented here should be considered in the
same sense as a snapshot showing the state of the subject
at one instant of time. As new data and calculations
become available, the underlying QCD framework will be
ever more critically tested, and further progress toward
a unique determination of parton distributions will be
made.
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