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Euclidean vacuum mode functions for a scalar field on open de Sitter space
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Motivated by recent studies of the one-bubble inflationary universe scenario that predicts a low
density, negative curvature universe, we investigate the Euclidean vacuum mode functions of a scalar
field in a spatially open chart of de Sitter space which is foliated by hyperbolic time slices. When we
consider the possibility of an open inflationary universe, we are faced with the problem of the initial
condition for the quantum fluctuations of the inflaton field, because the inflationary era should not
last too long to lose all information of the initial condition. In the one-bubble scenario, in which an
open universe is created in an exponentially expanding false vacuum universe triggered by quantum
decay of a false vacuum, it seems natural that the initial state is the de Sitter—invariant Euclidean
vacuum. Here we present explicit expressions for the Euclidean vacuum mode functions in the open
chart for a scalar field with arbitrary mass and curvature coupling. Interestingly, there appear a
set of discrete modes which are not square integrable on a constant-time hypersurface of the open
chart for a scalar field with its effective mass smaller than a critical value that corresponds to the

massless conformal scalar.

PACS number(s): 04.62.+v, 98.80.Cq

I. INTRODUCTION

Recently there has appeared more than a few obser-
vations which suggest our Universe has a negative cur-
vature, i.e., o ~ 0.1 [1]. Accordingly, papers compar-
ing theoretical predictions of open universe models with
observational data such as that from the Cosmic Back-
ground Explorer (COBE) [2] have been appearing in the
context of inflationary universe models [3], in cosmolog-
ical models with topological defects [4], or in a general
context by assuming a power-law-type primordial density
perturbation spectrum [5]. However, in the standard in-
flationary universe paradigm, it is generally believed that
an open Friedmann-Robertson-Walker (FRW) universe
with small perturbations is hard to be realized in a con-
sistent manner [6].

One possible consistent scenario is the creation of an
open universe from an exponentially expanding false-
vacuum-dominated universe [7-10]. Originally this idea
was proposed by Gott [11]. In the standard inflation-
ary universe scenario, the horizon problem is solved by
a large amount of expansion of space. A homogeneous
patch initially of a horizon size expands exponentially
and our present horizon size will be inside such a homo-
geneous patch. However in this context, the flatness (or
entropy) problem is solved at the same time when the
horizon problem is solved. Therefore the spatial cur-
vature at the present time is inevitably decreased by
the expansion of the Universe. This is the problem of
the standard scenario of inflation if we attempt to con-
struct an open universe model with 1 — Q¢ ~ 1. On
the other hand, if we consider a bubble nucleation in
the sea of false vacuum which is described by de Sitter
space, the interior of a bubble has the O(3,1) invariance
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owing to the O(4) symmetry of the Euclidean bounce so-
lution which represents the tunneling process [12]. Thus
the horizon problem is automatically solved. Though the
spacetime has the exact O(3,1) invariance in the lowest-
order description, quantum fluctuations around the clas-
sical background may give rise to cosmological density
perturbations to explain the large scale structure of the
Universe. However if the vacuum energy never becomes
a dominant component of the cosmic energy density af-
ter nucleation, the Universe will be curvature dominated
from the beginning and never recover to a hot FRW uni-
verse. Thus the entropy problem cannot be solved. To
solve this problem, a secondary inflation in the bubble is
required. The essential difference of this scenario from
the standard scenario is that a horizon size patch whose
size is approximately equal to the curvature scale at the
onset of the secondary inflation may not become much
larger than the present horizon scale. In such a case,
we will have a sufficiently homogeneous open universe
at present. This implies that memories of the quantum
state of the Universe at the beginning of the secondary
inflation will not be erased but will directly affect the ob-
served large scale temperature and density fluctuations
(8-10].

Therefore the quantum state of a field ¢ inside the
nucleated bubble, especially that of the inflaton field
of the secondary inflation, is to be examined. A pio-
neering study of this subject was done by Rubakov [13]
and a formalism which respects the O(4) symmetry of
the tunneling background was developed by Vachaspati
and Vilenkin [14]. Meanwhile we developed a formalism
based on the multidimensional tunneling wave function
[15] and applied it to the O(4)-symmetric bubble nucle-
ation without gravitational effects [16] and with gravita-
tional effects [17]. However, all of these previous works
remained in a rather formal level in the sense that tech-
niques to investigate the quantum state which have prac-
tical applicability to a general situation have not been
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developed. Recently, we have succeeded in giving a gen-
eral and practical method to obtain the quantum state
inside a nucleated bubble in flat space [18] and its appli-
cation to the case of the quantum state of the tunneling
field itself is in progress [19]. Thus an extension of this
method to the case when gravity comes into play is now
to be formulated.

As a first step, we consider the case when the grav-
itational back reaction effect can be neglected so that
the background metric may be fixed to that of de Sitter
space. Then the spacetime inside a bubble is described
by a spatially open chart of the de Sitter space and the
inflaton field will take a constant value on a hypersur-
face of the spatially open time slicing. Further, if the
tunneling field which causes the bubble nucleation has
no interaction with ¢, the quantum state of ¢ will not
be affected by the tunneling process at all. Then, pro-
vided that the quantum state of ¢ before tunneling is in
the Euclidean vacuum, which should be a good approxi-
mation if the preceding false vacuum inflation lasted long
enough, the quantum state inside a nucleated bubble will
remain so. Hence, it is required to describe the quantum
state by the mode functions in an open chart of de Sitter
space. Once we know a method to obtain the Euclidean
vacuum mode functions in the open chart, it should be
fairly straightforward to extend it to the case in which
the mass of ¢ changes in time due to its coupling to the
tunneling field or when the geometry deviates from the
exact de Sitter space at later stages.

In a spatially flat or closed chart, the field operator
can be relatively easily decomposed into the spatial har-
monics and the mode functions corresponding to the Eu-
clidean vacuum are well known [20]. However, the Eu-
clidean vacuum mode functions in a spatially open chart
have not been known except for the massless conformally
coupled case [21]. Here we give an explicit expression of
vacuum mode functions for a scalar field with arbitrary
mass and curvature coupling, including the massless min-
imal coupling limit.

The paper is organized as follows. In Sec. II, we quan-
tize a scalar field on the hyperbolic time slices which
foliate two distinct open charts of de Sitter space (see
Fig. 1). We define a vacuum state there by requiring
that the positive frequency functions be regular on a
hemisphere of the Euclidean de Sitter space where the
complexified time coordinate is negative pure imaginary.
Then we derive an expression for the Wightman function
for this vacuum state in the series form. In Sec. III, by
analyzing the behavior of the Wightman function for this
obtained vacuum state, we show that it is in fact the de
Sitter—invariant Euclidean vacuum, the so-called Bunch-
Davies vacuum [20], provided that the effective mass of
the scalar field is greater than a critical value which cor-
responds to the conformally coupled massless case. How-
ever, we also find that our expression for the Wightman
function does not coincide with the Euclidean vacuum

J

Z° = cosTcosp, z' =sinT, x3

= cosTsinp
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FIG. 1. Conformal diagram of de Sitter space with the co-
ordinates (¢,r) = (tr,7r), (tz,7L), and (tc,rc) spanning the
regions R, L, and C, respectively. The thin real lines denote
the surfaces {r = const} and the broken lines {t = const}.

one for mass smaller than the critical value. In Sec. IV,
by carefully analyzing this discrepancy in the small mass
case, we find that there exist a set of modes which have
finite Klein-Gordon norms on regular Cauchy surfaces,
say on spatially closed time slices, but which cannot be
quantized on the open charts because of the divergent
Klein-Gordon norms on the hyperbolic time slices. Then
normalizing these modes on a spatially closed hypersur-
face and analytically continuing them back to the open
charts, we obtain a complete description of a scalar field
and the Euclidean vacuum there in terms of the orthonor-
malized positive frequency functions, irrespective of its
mass. In Sec. V, we consider the special cases of a mass-
less conformal scalar and a massless minimal scalar in
which the series expression for the Wightman function
can be summed up with elementary algebra. The results
are found to be in perfect agreement with our analysis
for general mass in the preceding sections. In Sec. VI, we
summarize our results and discuss their implications. Fi-
nally, Appendix A explicitly evaluates the Klein-Gordon
norms of the mode functions on a closed slice for which
their norms on a hyperbolic slice are finite, to show their
equivalence and Appendix B gives a proof of a mathe-
matical formula which plays a central role in the analysis
of the set of modes whose Klein-Gordon norms diverge
on a hyperbolic slice.

II. SCALAR FIELD ON OPEN de SITTER SPACE

To begin with, we introduce a coordinate system which
covers the whole Euclidean de Sitter space. The four-
dimensional Euclidean de Sitter space is a four-sphere
and can be embedded in the five-dimensional Euclidean
space, (z° z%), as a hypersurface which satisfies H~2 =
(2°)% + 3_(2%)2, where H~! is the Hubble radius of the
de Sitter space. A fundamental coordinate system we use
in the Euclidean region is defined as

(2.1)

sin 6 cos ¢
sin 6 sin ¢

cost (—w/25757r/2>_
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Then the metric is represented as

dsy = H™? [dr? + cos® 7(dp® + sin? pdQ?)].  (2.2)
Coordinate systems in the Lorentzian region are obtained
by the analytic continuation, Z° — iz®. Performing this,
we find that the Lorentzian region may be divided into
three parts, which we call R, C, and L, whose coordinates
are related to the fundamental ones by the relations

tRzi(‘r'—7r/2) (tRZO),

A 2”;22;2’ > —n/2)

tc =1 /2 > > -7 s

ro = i(p—7/2) (00> rg > —oo (2:3)
tL:i(—T—ﬂ/2) (tLZO),

T = ip (T‘L Z 0),

and their metrics are given, respectively, by

ds?{ = H 2 [—dt% + sinh? tR(dr'f{ + sinh? erQ2)] s
ds%, = H™2 [dté + cos? tc(—dré + cosh? rcdﬂz)] , (2.4)
ds} = H? [—dt] + sinh® ¢z, (drZ + sinh? rpdQ?)] .

In the above, the regions R and L are connected through
T € (—m/2,m/2) along a path over the hemisphere
Imz® < 0 (2° > 0), say along p = 0, and the region C is
joined to this hemisphere at p = 7 /2. Note that one may
connect the regions R and L in a different way by pass-
ing through the other hemisphere Imz°® > 0 (z° < 0), say
along p = 7, but we take the former choice given by Eq.
(2.3) for later convenience. A schematic picture of how
these coordinates cover the spacetime is shown in a con-
formal diagram in Fig. 1. The regions R and L covered
by the coordinates (tg,rr) and (t1,7r), respectively, are
the two distinct spatially open charts of de Sitter space.
We see that the whole Euclidean and Lorentzian de Sit-
ter space is covered by complexifying the variables 7 and
p.

Let us consider a free scalar field in de Sitter space
with curvature coupling constant £&. We expand the field
operator as

({S(m) = Z (&AuA(a:) + &RuA(m)) ,

A

(2.5)

where an overbar denotes the complex conjugate and
{ua(z)} forms a complete set of mode functions labeled
by certain indices A which satisfy the field equation

[9"*VuVy — M) ua(z) =0, MZ:= M? +12(H?,
(2.6)

and normalized with respect to the Klein-Gordon inner
product. The condition d@,|0) = 0 for any A determines
the vacuum state associated with a specified set of mode
functions.

To find the Euclidean vacuum mode functions on the
open chart, we write down the field equation (2.6) in
terms of the coordinates in either of the regions R or

L. Since these two regions are completely symmetric we
have

1 8 ,,,8 H™?_ , 9 2]
—_ = - L — - t,r,Q) =0,
[a3(t) 5% Vo ~ el 1 V| w9
(2.7)
where (t,7) = (tr,7Tr) or (tz,7L),
P 9 M2
a(t) = H™ “sinht, v=4/-— e
1 8 o 1
2~ |sinh®r— — 1.2 2.8
L sinh? r Or <sm Tar) + sinh?r ¥ (2:8)

and L} is the usual Laplacian operator on the unit two-
sphere. We write the eigenvalue equation for the operator
—L2 on a unit three-dimensional hyperboloid in the form
22]

—L2Yplm(7‘, Q) = (1 + pZ)Y;,[m(T, Q). (2.9)

The eigenfunction Yy, which is regular at 7 = 0 is given
by

Ypim(r, Q) = fpl(r)Ylm(Q)a

Liip+1+1) P —1-1/2
fPl(T) = F(’Lp+ 1) \/sTﬁfl_rPip_lﬂ (COSh’I")

. \/5 [(—ip+1)
= (/2 TR
m D(—ip+1+1)

d! sin pr
d(coshr)! (sinhr) ’
where Y;,,,(€2) is the normalized spherical harmonic func-
tion on the unit two-sphere, I'(2) is the gamma function
and PY(z) is the associated Legendre function of the first
kind [23]. The eigenfunctions Y, with real positive val-
ues of p form an orthonormal complete set for square-

integrable functions on the unit three-hyperboloid. They
are normalized as

x sinh’ 7 (2.10)

/ dr sinh® 7 / dQ Yoim (7, Q) Yprirm (1, )
0

=d(p — P)ouwdmm . (2.11)
We now take the harmonic expansion of the mode func-
tions,

1
Upim (L, 7, Q) = a__Xplm(t)Yplm (r, ), (2.12)

®)

and look for a complete set of positive frequency func-
tions {Xxpim(t)} for the Euclidean vacuum.

As is well known, the positive frequency functions of
the Euclidean vacuum are characterized by their regu-
larity on the Imz® < 0 hemisphere of the Euclidean de
Sitter space. To find such functions, let us first con-
sider the mode functions in the region R. The general
solution is expressed as a linear combination of the as-
sociated Legendre functions P;’_’_l/2(zR) and PU__”;/Z(ZR),
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FIG. 2. Two different Cauchy surfaces on which the
Klein-Gordon innner products are evaluated. One of them
consists of hyperbolic time slices (I) and (II) in the regions
R and L, respectively, and the hypersurface (III) which con-
nects them. The other one (IV) is an r¢ = const hypersurface
entirely contained in the region C.

where zg = coshtgy. To find out their coefficients, we
first ignore the normalization and consider a solution

X = P (zr), (213)
where we have introduced v/ := v — 1/2 for notational

simplicity. Note that this function would be a natural
candidate for the positive frequency function if the region
R were the whole Universe. Imposing the above regular-
ity condition on x,(,R), we find that the analytic continu-
ation of it to the region L amounts to going through the
branch cut [—1,1] of the associated Legendre function
Pﬁ?(z) from Imz < 0 to Imz > 0 and then to z < —1 on
the real axis. Thus in the region L we have

X0 = e TPl (~21)
. . i L ! .
— om(—ptiv )PP (2p) — 2sinw(ip + v )Q:,’,’(ZL),
™
(2.14)

where z;, = coshtr and Q #(z) is the associated Legendre
J

" a(t)

<X1(t) Yo (r, 2) xa(t) Yp,,,m,(r,ﬂ)> = [{i(zzzz -1) (

a(t)
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FIG. 3. The contour of integration on the complex u plane
for Eq. (2.28).

function of the second kind [23]. Replacing the role of R
and L, we obtain x,(,L) in the same way. With this choice
of the mode functions, their regularity on the Imz® <
0 hemisphere is automatically guaranteed because the
harmonic function Yy, is regular at rp = rp, = p = 0,
hence regular for 0 < p < /2.

As the mode functions we have obtained are not yet
normalized, the Klein-Gordon inner products of these
mode functions should be calculated to normalize them.
The evaluation of the Klein-Gordon inner products must
be performed on a Cauchy surface. As the choice of a
surface is arbitrary as long as it is a Cauchy surface, we
choose it in the following way. It consists of the three
parts, (I), (II), and (III), where (I) is the rg < 7rmax
part of tg = constant hypersurface for a large rmax, (II)
is the one in which R is replaced by L, and (III) is a
bridge connecting these two isolated parts. A schematic
picture of this Cauchy surface is drawn in Fig. 2. If the
contribution from the integral over the surface (III) can
be neglected for sufficiently large rmax, the Klein-Gordon
inner product reduces to the summation of integrals over
the surfaces (I) and (II). In such a case we have

- dxe '
don X1 dzR) } +{R— L}] 0(p — ') bmm:

= [(x1,x2)]0(p — P') 01t S - (2.15)
As will be discussed in Sec. IV, this is not always correct but we assume so for the time being.
Then the Klein-Gordon inner products of X,(,R) and x,(,L) are calculated to be
(O, XN = [P, X)) =0,
2 —r;
[(X,(,R),xz(,R))] = [(X,(,L),X;L))] = _e P(cosh 2mp — cos 27v'), (2.16)
where we have used the fact that
PE? = Pu_'ip ) Q—fﬁ = e—zan;lip ) (2.17)

and the Wronskian relations among Pj,: P and Qf,ip [23]. In the above and in the rest of this section, we assume o/
to be real, i.e., —1/2 < '/ < 1 (0 < v < 3/2), in order to avoid inessential complexity. Extension to the case v/

is imaginary, i.e., Rev/ = —1/2 (v = pure imaginary) is straightforward. It then turns out that the following linear
oot (R) (L) .
combinations of xp ~ and xp ~ are also mutually orthogonal:
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3 (R)+X( )
= (1+e_7rp+l/ "1)F(Vl+l+lp)

1 i i mp—iv'®w %;
e (PR Q)

Xp,+

1

- - ip 1 1— p—iv' T\ NP
T(v + 1+ p) [P"' (zo) + 21 —e Qs (ZL)] ’

s

(1 — e~ +tv'=T(y/ + 1 + ip)

Xp,— =

1 3 2 .o ;
- Pl? 1 Tp—iv' ™ 1,;’) ,
T/ +1+) [ v (zr) + (140, ("‘R)]
- (2.18)
1
[ P’P 1 np—iv'm
F(VI + 1 +zp) [ (ZL) + ( +e )Q (ZL):I
If we note the relation
P we”"P ip_ L +1+ip) p-P
e S T [ , 2.
@ 2isinh7p [ Y TV 41—ip) (2.19)
We Inay reexpress Xp,o in terms of P,ff’ alone as
1 e™P — o.e-iwv —mp _ Ue_i""l )
p® ____._._____P—lp ,
2 sinh 7p (I‘(u’ +ip+1) ¥ (2r) = T —ip+1) (ZR))
Xpo = (2.20)
o e™P — Ue—'iﬂu' 3 e~ TP _ a_e—-iﬂ'
p? - =
2sinh 7p (I‘(y’ +ip+1)" ¥ (2z) TV —ip+ 1) (ZL))

Note that these mode functions have the symmetry x_p, o = Xp,0 (0 = %£); hence they are even functions of p. Their
Klein-Gordon norms are evaluated to give

4 (coshmp — o cosv'7)

s D] = oo =: Npoboo' - 2.21
[(Xp,os Xp,o')] AT/ + 1+ ’ip)|2 oo poOoo ( )
From these results, the field operator is now expanded as
R oo
¢($) = / dp Z (a‘po’lmvpalm(«l') + &Lalmvpalm (:l})) ) (222)
0

o,l,m

where, and in what follows, we use the symbol vs to denote the orthonormalized mode functions. In the present case,
they are given by

1 Xpo(t)

vPO'lm(x)= \/m a(t) .fpl(T)Ylm(Q)y

(2.23)

with (¢,7) being either (tg,7r) or (t1,7L). In what follows, we suppress the subscript R (or L) for notational simplicity
unless ambiguity arises.
Then, for both z’ and z” in the region R (or L), the Wightman function is given by

a(tl)a(tr’)G"‘(m"zH) = / dp Z 1 a(tl)Yplm(T',QI)Xp,a(t")Y;Jlm("JI:QH)
0 ol,m Npa
1 p sinp(
- Zl'; 0 d sinh ¢ Z N XP""(t )XP,C’(t ) (224)

where we have used the completeness relation for Ypim:
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Yo (v, QYo (77 07 = -2 sin p¢ 2.25
g pl (T ) ) pl (,,. ) ) o2 sinh ¢ ’ ( )
cosh ¢ := coshr’ coshr” — sinhr’ sinh 7" cos ©, (2.26)

with cos © being the directional cosine between 2’ and Q”. Using the relations (2.17) and (2.19), and the symmetry
X—p,0c = Xp,o 2gain, the above integral is written explicitly as

1 *  psinp(
’ " -+ / n — d
a(#)a(t)G (2", 27) 87 sinh ¢ /;oo P sinh p

‘ie’.’(P—iV ) PP() PSP (") 2z s.in v'n
sin(ip + v')m ¥ i wsin(ip + v')w

e“"”PZ?(z')Q;,ip(z")]

= _—1 i /°° idp - P ezl’(
8msinh { 273 J_ sinh 7p

w(p—iv') . . 2sinv’ ) )
X[ o PR PLT () - e TP () QP (=)

sin(ip + v')w wsin(ip + v')w

e—m(p+iv') PP (o) PP (") ‘2 si.n vin
v v wsin(ip — v')w

*inip — ) e”’PJ*’”(z')Qi’xz")] . (227)

In deriving the above expression, we have assumed v = v’/ 4+ 1/2 to be real. However, it can be shown that the final
result (2.27) equally holds for imaginary v without change. Note that this is true irrespective of the sign of v, i.e., for
v = +i|v|. Note also that p = 0 is no longer a pole for v’ #integer, which we assume in the rest of this section. The
cases V' = 0 (v = 1/2; massless conformal) and v/ = 1 (v = 3/2; massless minimal) will be treated separately in Sec.
V.

When 2’ and z” are spatially separated, we may close the contour of integration over the upper half complex p
plain. Changing the integration variable to v = i¢p, Eq. (2.27) may be rewritten in the form

1 1 U
/ mGt(z'.z") = i d —ul
a(t)a(t")G (@', 2) 8 sinh ¢ 273 /; Y sinmu ©

eivr(u‘y') —ug N\ pu( M\ _ g : 1 im (v —2u) p—u N\ yu (M
X § ——F—— | P;* (2 )Py (") sinmv'e P (2")Qu (2")
™

sinm(u — ')

sinm(u + v’

—im(utv') 2 . ,
+ 6—5 (P:f: (Z/)P;"(z") _ Zginmulei™ +2u)P;4’ (ZI)Q;Iu(z//)) } , (2.28)
™
where the contour of integration C on the complex u-plane is shown in Fig. 3. If we note the relations,
PM(P(2") = PL(Z)Pu"(2"), Pum(2)Qu(2") = PL(2")Q."(2"), (2:29)
for integer n, we easily see that the residues of poles at u =n (n = 1,2,3,...) cancel out completely. Thus the poles

which contribute to the integral are classified into three classes.
Class (a), poles of 1/sin7(u — v'):

o n=123,..., (-3 <V <0,Rer/ = —1/2),
u=vtmn, {n=0,1,2, L(0<v <1). (2.30)
Class (b), poles of Q_*(z"):
v=v4+n n=123,.... (2.31)
Class (c), poles of 1/sinm(u + v/'):
_ n=0,1,2,..., (-1 <V <0,Rev' = —1/2),
“ v+, {n=1,2,3,... (0<v <1). (2:32)

The contribution from a class (a) pole is given by
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1 (_- ) —(v' +n (v'+n) v'+n 2 —imy' p—(v'+n) v'4+n
n = msmmﬂ( +n)e e (P (") P, . (") - smm/e P TM()Qy (") ). (2:33)

By using the formulas

QUtM(z) = TS __PYH(2), n=1,2,3,...,

!

2 sinwv/!
i T e’ ' v —n+1) __,
vien(p) = L Py () = Y T RT ) povien =0,1,2,..., 2.34
A e GG D prien(z), (234)
we find ) T2 +1)
v v+ —v'¢p—v' D=V N

= P, P ,

a0 8nsinh{ sinwy’ € o ()P ()
a, =0, n=1,2,3,.... (2.35)

The contribution from a class (b) pole is given by
1 (—1)"71'( +n)e= 4nyc2€ ™' sin 7/

by 1= —————— B
8n sinh { sin7v/ n  sin2wv’

PYtn(2") [ lim (u—2v — n)Q;,“(z")] . (2.36)

u—v'+n

The limit in the square brackets is evaluated as

Q—I’U-(Z/I)
i, (= = m)QUE ()= lim [u— (0 )T —u+ Dl
=) = e~ "bng_n
= — py,™ . 2.37
(n—1!2sinm'T(2V +n+1) ¥ (=) (2.37)
Then we obtain
1 7V + n)e~ ' +n) '
b, = — Py A () Py A (2 =1,2,3,.... 2.3
8nsinh( (n — 1)!sinm/ sin 2m'T' (20 +n + 1) ¥ (), n=1,2,3, (2.38)
The contribution from a class (c) pole is given by
1 (_l)n v —n)¢ v+ v —n 2 . —imv' p—v'+ v'—n
cp 1= e W' —n)e =M¢ [ PLY (Y PY (") — —sin mv'e PIUEm(YQU (") ). (2.39)
Using the second formula in Eq. (2.34), it reduces to
1 (=™, , - LT@V =n+1) o it
= ) () )@ T D) pin iy pvitn oy 01,2, ... 2.40
“= 8 sinh ¢ sin v’ (' —mn)e n! v (z")P, ("), n ( )

Combining these results, we obtain the Wightman function expressed in terms of the series sum of the residues.
Here we focus on the case when —1/2 < v’/ < 0 or Rer/ = —1/2. Then we have

1 oo
AN ' A ' _ n)B
¢7(e,a") = 8na(t')a(t") sinh  sinmv/ { sin 27r1/’ =1(V +n)An + Z(V m) "}

=: Gy (@', 2") + G, (', 2"), (2.41)

where
A, = A R
™ (n—1)IT 2 +n+1)" " v! ’
(—1)"e'—mXT(20 — n + 1)
n!

Bn o= u +n( )PV_’,,'_“;(Z/I), (242)
and G( A)(:c z'") and G( B)(a: z'") correspond to the summations of A,, and B,, parts, respectively.

In the next section, we shall show that the above expression indeed coincides with the Euclidean vacuum Wightman
function. The case u’ > 0 will be discussed in Sec. IV.
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III. EUCLIDEAN VACUUM WIGHTMAN FUNCTION

Equation (2.41) has been derived by assuming that the Klein-Gordon inner product can be evaluated in terms of
the expression given by Eq. (2.16). If this assumption is valid, we expect Eq. (2.41) to coincide with the well-known
Wightman function for the Euclidean vacuum [20]:

H? (3 3 Pl (u)
GE(Z’,O;ZHaC): @F (§+U>F(§‘—I/) TI, (31)

where
u:=s's" cosh( — 2’2", s=1/22 -1 =sinht. (3.2)

Now we prove that Eq. (2.41) is identical to the Euclidean vacuum Wightman function. For convenience, we denote
the function given by the series expression (2.41) by G*(z’,z"). The outline of the proof is as follows. First we show
that G*(z',z") is de Sitter invariant; i.e., it is a function of the invariant quantity u alone. Then, since G*(z',z")
is guaranteed to be a solution of the field equation with respect to both of the arguments z’ and z" by construction,
the form of GT(2,2",() is restricted to be a linear combination of two independent solutions as

HT( +2)I(—v' + 1) tan v/

Gt (2, 2",¢) = (aPV_,l(u) + 3

~ 8n2 w2 — 1 T

Q#@Q, (3.3)
where a and 3 are some constants. Examining the asymptotic behavior of the Wightman function for the limit of
large spatial separation, o and (3 are determined as {a = 1,8 = 0}, which is of the Euclidean vacuum Wightman
function. _

To show the de Sitter invariance of G*(z’, 2", (), we use the fact that if a function F(z’, 2", () satisfies the relations

OudF(2',2",() _ OuOF(z',2",()

¢ 0z 9z ¢ ’ (3.4)
Ou OF(Z',2",() Ou OF(Z',2",()
P ac (3.5)

F(Z',2",() is a function of u only, i.e., F(2’,2",() is a de Sitter-invariant function. Of course we can directly check
relations (3.4) and (3.5) for F(2',2",{) = G*(2',2",(), but it is easier to show these relations first for

1 T oo oo
F(Z, 2" = n B,]. .
(=,2%,¢) sin v/ (sin 27y’ ngl An + 7;) ) (3.6)
Then if F(2',2",¢) is shown to be a function of u alone, Gt (z',2",¢) can be obtained as
8rGt(2',2",¢) = ‘*—1—-£F(U(ZI 2",0) = iF(u) (3.7)
R s's" sinh ¢ 8¢ e du ) ’

Hence G*(2',2",¢) is also a function of only u if F(2',2",¢) is so.
Now let us prove relations (3.4) and (3.5). We define

Ou 0A s'2! . e—W'+n) ,
(1) . =% no_ _ N ’ u’+n ’ u’+n "
KV 7 ¢ ( 7 cosh( — z )(V +n)PY (z)(n—l)!F(Zu’+n+1) Y, T (2",
OudA, §' . Vin v in e~ (W'+n)¢ m
K = 5 g = ¢ (7 +ma B ) o B ) e P ),
Ou OB sz _ (1) "X (20 —n+1) __,
(1) . 2% no_ i r_ vidng it vitng 1
FAS 57 ¢ < " cosh( —z ) (' —n)P, (z") o P ("),
"
L® .= %883;7 = i—, sinh ¢ (—(V' —n)Z' PVt (") + ' P +"'H(,z’))

_1\n (u'—'n)C ! _ '
y (—1)"e v —n+1) oY (). (3.8)
n! v
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Then
— > T "o
2 KW — g®) = 5% ¢ 4227 (U 4 )PV (o) — 87 (66 — e=C) P+t
" " s’ v v
n=1 n=1 |
% e— ' +n)¢ ll’:+" (z")
(n—DIC@2v +n+1) ¥
= | 1 P , ,
=2 " nll(2v +n+2) (2(1/ +tn+1)—5 P () + P +"“(z')) s Py FnL (0
n=0 | °
vV+n v n Vi
+2 (n—1DIT2 +n+1) Py (2N PE ()
1

+ Plll/”+n(zl)sllp:”+n—l(ZH)} e—(u'+n)(' (3'9)

(n—2)IT(2v' +n)
Each n term in the above expression is shown to be zero by iteratively using the recursion formula:

PV 2 (2) 4200 +n + 1)§P;’,'+"+1(z) +n(2 +n+1)P%*"(z) = 0. (3.10)

In the same way, we have

— — Suz, —v'4n — —v'4n
23 (10 -12) =3 (2 ; e‘“”") (v = m)PY 47 (&) — 8" (6 — )P T ()

S
n=0 n=0 L

—1)nelr'—n)¢ r_ ,
X ( 1) € TE(zy n+ I)PV_,V +n(zll)

= [ rey- L : ,
_ Z _ Enl/+ 1)7‘1) (2(11’ —n— 1)%PV—III +n+1(zl) _ P';u +n+2(zl)) SIIP:’ +n+1(zll)
n=-—1 L :

' ’ , ,
__2(V n)I‘(21'/ n+ l)PV—’v +n(zl)zIIPV—'u +n(zll)
n.
- 1] ’ '
__F(zz/ 7;)4" 2) Pl;u +n(zl)5HPV—IV +n—1(zll)] (—1)"6(V —n)(’ (311)
n — H

and each n term is shown to be zero by using the formula,

PoU () 4 2(—1 4+ 1) 2PV (2) + (n+ 1)(=20 +n) PRV R (2) = 0. (3.12)
S

Thus we find that F(2',2",() satisfies condition (3.4). Condition (3.5) is also shown to be satisfied by replacing the
roles of z’ and z”. Hence we find that Gt (2, 2",() is de Sitter invariant as well as F(2/, 2", ().

As mentioned before, since é+(z’ ,2",¢) is de Sitter invariant, the fact that this function satisfies the field equation
restricts its form to that given by Eq. (3.3). Moreover, as apparent from the above proof of de Sitter invariance,
G(+A)(z’ ,2",¢) and GTB)(z’ ,2",¢) are both de Sitter invariant and satisfy the field equation independently. This
means that these two functions give two different de Sitter—invariant functions. To determine a and 3 for each of
them, we examine their asymptotic behaviors at large ¢ limit. In this limit, 2u — s's"eS.

The asymptotic behaviors of G{A)(z’ ,2",¢) and G?’B)(z’ ,2"",() are determined by their leading terms. Noting that

'

PUI(e) o 2 py o P (3.13)
v T(—) v T(1+ o)
and
I'2w) = 2o D(w)T (w + 1) , (3.14)
2y 2

the asymptotic forms are explicitly written as
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G(+A) (22", ¢)= = 47rI(122u) sin v’ sin 2771/’1"2(71213:2-(:),1:;1/1’)4— 3/2)[T'(—v")]? em (ol s D
= Zfs—jz—r(—u' —1/2)T(V + 2)(2u) ™ 72, (3.15)
G?—B)(ZI’ZH’C)_) 4:(12211) ﬁysllIr‘l(:ll/’_;(lu/’?— 1) eV'C( I ")"
4{/21“(1/ +1/2)0 (= +1)(2u)”' L. (3.16)
Comparing these with the asymptotic form of the right-hand side of Eq. (3.3),
SH_:z I + 21);‘(_—;/’ +1) (aP;,l(u) + gtanmj'Q:,l(u))
4H52/2 [aF(V +1/2)T(—v' + 1)(2u)"’_1 + (a+ B)I(—v —1/2)I( + 2)(2u)_”’_2] , (3.17)

it is easy to see that G )(z 2",() corresponds to the choice of the coefficients {a& = 1,8 = —1}, and G )(z Z",(Q)
to {a =0,8=1}. Thus the sum G+ = G(A) +G
completes our proof.

(B) correctly gives the Euclidean vacuum Wightman functlon. This

IV. EXTENSION TO »' > 0

Although we have assumed —1/2 < v’ < 0 or Rer’ = —1/2 to derive expression (2.41) for the Wightman function,
if we examine the proof in the previous section that it coincides with the Euclidean vacuum Wightman function, we
find it is valid irrespective of the value of v/, that is G* = G; as long as the series converges. Then if we consider
the case v/ > 0, we find that G*(2',2",¢) differs from the original G*(2’,2",(), which is given by the integral of
products of the mode functions over real values of p, Eq. (2.27), or the contour integral (2.28), because different poles
contribute to the integral. Specifically the contribution of ag comes in and ¢y goes out as v/ becomes positive. Thus

é+(z/ le C)—G+(z' Z" C) H2
k) b b ) S,S”

(ao — co)

H? vT(2v + 1
8ms’'s' sinh ¢

) e—u'(PV—’u’ (ZI)P;;V’ (ZII)

sin 7wy’

VTV + 1)

vi¢p—v' i n\Np—v' 1
€ PV (Z)PLY (2")
H? , smhu( -1
= 27?:i/_z,r(—u + 1T + 1/2) b e (s's")r 1. (4.1)

Physical origin of this difference between v’ < 0 and v’ > 0 may be understood as follows. The inverse transformation
of Eq. (2.24) is given by

Xp, )Xp U(Z ) _ 47ra(t’)a(t") had 2 51an 4
Z = . L sinb Cd¢ S22 GH(¢,

0;¢",¢). (4.2)

[

As seen from the asymptotic behavior of the Euclidean
vacuum Wightman function for large ¢ given in Eq. (3.17)
with {a = 1,8 = 0}, the integral in Eq. (4.2) becomes
manifestly divergent for v/ > 0 if we set G* = G}.
This means that the Euclidean vacuum state cannot be
described by any power spectrum in the usual sense in
which the summation of products of the mode functions
is taken over real values of p. In deriving the normal-
ized set of mode functions in Sec. III, we did not assume
anything other than that the Klein-Gordon norm can be

evaluated on two isolated hypersurfaces denoted by (I)
and (II). Thus we conclude that the discrepancy at v’ > 0
is due to the breakdown of this assumption.

Let us consider a linear functional space, F, which
consists of all normalizable functions which satisfy the
field equation. Here the normalizable functions mean
that they have finite Klein-Gordon norms, apart from
the trivial factor of the é function. The Klein-Gordon
inner product is defined on a Cauchy surface and is inde-
pendent of the choice of the surface. To evaluate it, there
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is one convenient choice of the hypersurface, (IV), which
is specified by r¢ = const and included in the region C
as shown in Fig. 2.

As the system has the O(3,1) symmetry, it is natural
to take the basis vectors of F from functions of the sep-
arated form as given in Eq. (2.12). Restricting p? to be
positive, if we evaluate these mode functions on the hy-
persurface (IV), they diverge at tc = 7/2 or tc = —m/2
with infinite cycles of oscillation. However the oscillatory
divergence is not so seriously bad that the Klein-Gordon
norm still has a finite value. It then follows that two
modes which have different separation constants p? and
p'? are orthogonal. Therefore they are contained in F
and may be chosen to be the basis vectors. Moreover,
as the mode function f,;(rc) decreases rapidly as r¢ in-
creases, after the deformation of the hypersurface (IV)
to that consists of (I), (II) and (III), the contribution
to the Klein-Gordon norm from (III) can be neglected
as was assumed before. Thus the Klein-Gordon norm is

EUCLIDEAN VACUUM MODE FUNCTIONS FOR A SCALAR ...

2989

correctly given by expression (2.15). For completeness,
in Appendix A we show that the Klein-Gordon inner
products evaluated on the hypersurface (IV) are finite
for mode functions with p? > 0 and in fact coincide with
those evaluated on (I) and (II).

On the other hand, for p? < 0, almost all modes diverge
at tc = 7/2 or tc = —m /2 faster than (¢t F w/2)"! (the
critical power exponent depends on the dimension) and
their Klein-Gordon norms diverge. Hence they are not
contained in F. However, when v/ > 0, there exists an
exceptional set of modes with p = i~/ which behave well
enough:

. 1 __i,__ll//zz (¢sinhre)
U(x)im = H(—icostc) N Yim (€2).
(4.3)

Its Klein-Gordon norm is finite and is given by

icosh’rg [7/? OU(u)im O UGyt
(U(a)ims Y(x)tim! ) = —g /_"/2 dtc cos tc/dQ{ D nlm u(*)lmT
_ 2/7T(W) Ny
TTW A 12T(— + I+ )T + 1+ 1) O
=: Nuy1010 6 - (4.4)
In the region R, these mode functions take the form
H(sinhtp)’ ! :ifjl//zz(COShrR)Y Q
*x)lm = i tr)” ~ = m . 4.5
U(ayim (%) (sinhtg) Jembs im (§2) (4.5)
They have exactly the same functional form in the region L as well, with (tg,7r) replaced by (¢r,7r). Therefore

the contribution to the Wightman function from these modes in the region R or L becomes (with the suffix R or L

suppressed)
U(x)ImU(x)lm
G?;)(z',z",C) — Z ( )N (*)
l,m ()1
r@ + 1/2
= (- I+ 1)r l+1
MR e ey
—1-1/2 ' —1-1/2 "
. coshr’) P_ , coshr I
><H2( ’ Il)u -1~ —v 1/2( ) 1/2( )Ylm(Q/)Ylm(Q”)
v'sinh 7/ vsinh r’
2 P (cosh() pY/? (coshr) ,
_ T(— DTS +1/2) —V—1/2 —v'—1/2 1w —1
83/2(V+)(V+/)V \/Sl_n].’ﬁ 70 \/—S*m (SS)
H? smhl/ ( o
= sal v+ DT +1/2) = (s's")” 1, (4.6)
where, in the third equality, the relation required by the 0(3, 1) invariance,
S 4 T(— + 1+ DI +1+1) P27 1/2(Coshf') P _1{/22(60511 T")Y @V Tim@
—~ L(—v' +1)T'(v +1) v/sinh r/ v/sinh 7" tm tm
B P__:,/_zl/z(COSh <) i P::,/_zl/z(cosh r)
RV T YO Vsinhr
P“l,/ cosh ¢
= —2— 1/2( ) (4'7)

s

V z ’
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has been used. For v/ = —ip (p > 0), this is just the equation describing the completeness of Y,im, Eq. (2.25), which
is well known to hold. In Appendix B, we show it holds for v/ > 0, v/ # integer as well. Thus we find that
Gt (2,2",¢) = GT(2',2",{) + GE’;)(Z', 2",0). (4.8)
As clear from the above, the degrees of freedom described by u(.)im cannot be quantized in the open chart, where
these modes are not normalizable. However if the quantization is performed on some other hypersurfaces, say, the
time constant hypersurfaces of a closed chart, we do not confront with any problem in the quantization. We may then
quantize the field there, but instead of using the harmonics on the three-sphere, we may expand the field operator in
terms of the mode functions associated with an open chart,

(]S(x) = / dp Z vp,,lm(z)&p,,zm + Zv(*)lmd(*)lm +He, 1> V> 0,
0

o,l,m l,m

(4.9)

where the orthonormalized mode functions are denoted by va as before [see Eq. (2.23) for v/ < 0] and are now given

by

H  xp,o(t)

Upotm (2) = \/Npo sinht

(2) = ——
V()1 =
(*)lm N(*)l

In the above, the coordinates (¢,r) stand for (tg,Tr) or
{tp,rr) if z is in the region R or L, respectively, and for
(i(xtc — 7/2),rc + im/2) in the region C where the up-
per (lower) sign corresponds to the analytic continuation
from the region R (L) as specified in Eq. (2.3).

Thus we have found a complete prescription to express
the Euclidean vacuum state in terms of the mode func-
tions associated with an open chart. Even in general sit-
uations in which the background differs from the exact
de Sitter space and the mass of the scalar field changes in
time, the above method of decomposing the field operator
in terms of the mode functions which respect the O(3,1)
symmetry will be a very useful tool to evaluate the evo-
lution of the field as long as the quantum state is initially
in the Euclidean vacuum. Furthermore, we expect that
the logical procedure given here should play an important
role when we consider various problems associated with
the quantum tunneling through O(4)-symmetric bubble
nucleation.

V. CONFORMAL AND MINIMAL MASSLESS
CASE

In this section we consider the cases v/ = 0 and v/ — 1,
which correspond to the conformal massless case and the
minimal massless limit, respectively.

A. Massless conformal coupling case

First we consider the case v/ = 0. In this case the inte-
gration of Egs. (2.24) and (4.2) can be easily performed
because the Legendre function reduces to an elementary
function as

et

ng(COSh t) = m y

(5.1)

, P_l,_l/2 coshr
(sinht)¥ ' 2L~ _1/2( )

o= fo (1) Yim (9),

Yim (). (4.10)

Vsinhr

—

where 7 is related to t by the relation, sinhn = —1/sinht.
Then, the right-hand side of Eq. (2.24) may be expressed
as

1 °°d sian{1 1

s ' "
e~ (' —n"")

4n? J, P Sinh ¢ — e~ 2P

e—27r

p lp("}'—"f]”)

This integration can be easily done by closing the contour
and evaluating its residues. Then we find that it coincides
with the Euclidean vacuum Wightman function:

H? 1

feas /’ " - -
(52"0) = g5 17%

(5.3)

If we focus on either of the region R or L, a nat-
ural choice of the positive frequency function is ¥, =
e~ /,/2p. Interpreting Eq. (5.2) in terms of these mode
functions, the Euclidean vacuum is seen as a thermal
state, as was pointed out in [21]. This thermal nature
may be understood as a consequence of the loss of infor-
mation. For complete description of a quantum state, it
is necessary to specify the states both in the regions R
and L. Hence if we consider the expectation value of an
observable which has support only in the region R (or
L), it does not depend on the quantum state of the re-
gion L (or R). This effectively brings a pure state into a
mixed state. Of course, this phenomenon is not peculiar
only for v/ = 0 but it appears in the easiest form for this
special case. In fact, the expression for x,, given in Eq.
(2.20) already indicates the thermal nature; the ratio of
the squared absolute values of the coefficients in front
of P¥ (“positive frequency” in the natural sense) and
PP (“negative frequency”), after normalized by Np,
and summed over ¢ = %, is e27P,
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B. Massless minimal coupling limit

Next let us consider the massless minimal coupling
limit, ' — 1. Using the formulas

prio- (550) " (s 5

2
+(u+1)In (“+1)]}

['(3+4€) =2+ ¢€(3—27) + O(e?),
P(=¢) = 2 =7+ 0(e),

(5.4)

for € — 0, the v’ — 1 limit of G (2/,2",¢) is given by

H? 1 1 u+1
N Qg ) _1
GE(Z’Z’C)_)SWZ{ V’—1+[u+1 n( 2 )

+O0@ — 1)}

(5.5)

In the same limit, the contribution from p = i’ modes
to the Wightman function given by Eq. (4.6) becomes

H? 1 s's"
_Q{V’_1+I:Ccoth(+ln( 1 )

+2] +0(/ — 1)}

G?;)(z', 2".¢) >

(5.6)

On the other hand, for v’ = 1, Eq. (2.24) reduces to a
very simple form

1 [ sinp( e™

82

a(n')a(n")G*(z',2",¢) = P inh( sinhnp

— o0

(Z —'Lp)(z +7’p) —1p('n 71”)
1+ p?

(5.7)

The above integration can be done elementarily to give

H2 1 14+u
—+ n 1
Gt (,2",¢) = {—1+u n( 5 >

+In (s’:”) —|—Ccoth<}.

Adding Egs. (5.6) and (5.8), we immediately see that
Gt(2',2",¢) = GL(#',2",(). We note that the Wight-
man function same as Eq. (5.8) has been obtained by
Allen and Caldwell [9] in a totally different fashion.

(5.8)

VI. CONCLUSION

We have derived the expression for the Euclidean vac-
uum Wightman function of a scalar field in de Sitter
space in terms of the mode functions associated with the
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harmonic functions on an open chart, Ypim, i.e., on hy-
perbolic time slices which respect the O(3,1) symmetry.
The formula we have obtained is applicable to any mass
or curvature coupling, provided the effective mass square
is positive, i.e., M2, = M2 + 126H? > 0. Usually the
power spectrum of the quantum fluctuations is described
by the modes with real values of comoving wave number
p. However we have found that the Euclidean vacuum
Wightman function cannot be described in this standard
manner for M2 < 2H2. We have found that an addi-
tional contribution from the modes with an imaginary
value of p is necessary to describe the Euclidean vacuum
Wightman function in this case. These modes are not
square integrable on a hyperbolic time slice in an open
chart but their Klein-Gordon norms are finite if we take
a complete Cauchy surface in de Sitter space to evaluate
them.

The expressions for the Euclidean vacuum Wightman
function and the field operator we have obtained will be
a powerful tool to calculate observable quantities in open
universe inflation models such as the cosmic temperature
fluctuations when the initial quantum state is in the Eu-
clidean vacuum [8-10]. Furthermore, the technique de-
veloped in this paper to obtain a set of orthonormalized
mode functions associated with an open chart should be
applicable to more general situations provided the sys-
tem has the O(3,1) symmetry. The issue of the quantum
state after false vacuum decay through O(4)-symmetric
bubble nucleation is one interesting example of such sit-
uations. This issue has been discussed and investigated
by several authors [13-17] but in a rather formal man-
ner. In particular, although a method to determine the
unnormalized mode functions after tunneling has been
given, the normalization procedure applicable to general
situations has not been explicitly given, except for the
case of flat spacetime background [18]. Application of
our normalization technique to some specific models of
false vacuum decay will be discussed in a forthcoming

paper.
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APPENDIX A

Here we show the Klein-Gordon inner products on the
hypersurface (IV) are finite for the mode functions with
p? > 0 and they coincide with those evaluated on the
hypersurfaces (I) and (II).

We consider the mode function 4po1m given by
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Upotm (T) = lepz(rc)Yzm(ﬂ), (A1) forlre) = LGip+1+1) Pi;':ll//zz(i sinhrg) (A2)

a(tc I'(ip) Vicoshrgo ’

where a(tc) = H ! costc, Xp,o is given by Eq. (2.18) and
fp1 is by Eq. (2.10), both with relevant analytic continua-
tions to the region C specified in Eq. (2.3). In particular, which plays the role of the positive frequency function.
the analytic continuation of f,; to the region C is given The Klein-Gordon inner products among upeim on the

by rc = constant hypersurface (IV) take the form
Npalm,p’a’l’m’ = <upalm ) up’a’l"rn'>
iCOS}l2 (ife] /2 ou 1 O Uy 't
— 1eos1 Te to cost P g i) — Uporlm ——g
2 /_"/zd c cos c/dﬂ{ re Upo'l Upol Orc
= NPNZ 61 bmms (A3)
where
v /2
. 2 O fpt Ofpt @ . dtc N
Ny’ :=icosh”rc {Brc Sor — fol ore [’ Npo'pror 1= e ot Xp,oXp'o - (A4)

In the above, we have anticipated that the factor Néi?p,a, should contain the é function é(p — p’) so that we may put

p' = p when evaluating stll). This will be justified shortly.

The evaluation of the factor Nrfll) is straightforward. We immediately obtain

2
Ny = ?p sinh7p . (A5)
The evaluation of the factor N}Si?p,a, needs a bit of consideration. First, from the symmetry that Xp,o(tc) =
oXp,o(—tc) (60 = %), we see that N;(,i?p,a, must be proportional to ... Next, by using the field equation for
Xp,cr’
o 3 o 1 2 9 2 9
_ _ —_ _Z s = (1 o A6
[8tc cos ro Jtc cosre + (V 4) cos el Xp, (T+p )Xp’ (A6)
we find
/2 2 /2
(1497 dtc (cos tC)~1Xp,0XP’,a’ =(1+p )/ dic(cos tc)_:[Xp,oXp’,a” (A7)
—m/2 —m/2
which implies that N;Si?p’a' =0 if p’2 # p?. Hence it should be expressed as
2
N}Sd?p’a" = Nz(;czy)é(p - p/)aaa’ ) (AS)

where we have restricted p and p’ to be positive (negative p modes are equivalent to positive ones because of the
symmetry X_p s = Xp,o). Thus our remaining task is to evaluate N;Scz,).

It turns out that N,g?,) for real p can be evaluated without detailed knowledge of the behavior of x, ., because
the divergent contribution at p’ = p which determines that the coefficient of the § function comes only from the

boundaries of integration at tc¢ = +7/2. Therefore, to obtain N,E?,), we only have to know the behavior of x, . near
the boundaries. For this purpose, we use expression (2.20) for X, ., which we recapitulate:

1 e™P _ o,e—i‘rru' ) e~ TP _ o.e*iru' .
PP - T p;® ,
2sinh 7p (I‘(y’ +ip+1) ¥ (zr) T —ip+1) * (ZR))

o e™P _ o.e—iwu' . e~ TP _ ge—imv' .
P? - p® .
2sinhnp (F(V' +ip+1) Y (2z) T —ip+1) ¥ (ZL))
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Then noting the asymptotic behavior of P:’,’ near the boundaries,

Zipt}_{ip B 2ipe—1rp/2(_tc +7r/2)—ip ziptzip B 2ipe—1rp/2(tc +ﬂ./2)—ip

. (2R) T'(1— ip) T(1—p) " (zL) T =) (1 —ip) , (A10)
we find
ap(—tc +m/2)"P — By(—tc + 7/2)® for to — w/2 -0,
Xp,o ™~ . _ (A11)
o [ap(tc + m/2)7P = By(tc + 7/2)P] for tc — —mw/2+0,
where

e—vrp/2(87rp _ o.e—iwu')

e1rp/2(e—1rp _ a.e—iﬂ'u')
= 2sinhmp (v’ + ip + 1)I'(1 — ip)

2sinh7mp (v —ip+ 1)T(1 + ip)

5 ,Bp:

(A12)

Then

. 0 dI i — € da} o . ‘
N&5(p - p') = lim (— [ S {emra® = 1+ 8,00+ [ famrae o g, Byaie >})

= 2 {lay |2 + 8,17} 6(p — #'), (A13)
from which we obtain

2 (cosh@p — o cosv'm)

N = .
P7 psinhwp|T(v' + tp + 1)|2 (A14)
From Egs. (A5) and (A14), we finally find
4 (cosh7p — !
Nyotmpotim = (coshmp — o cosv'm) 8 = D)6 s 1 Sy - (A15)

w| D +ip+ 1)|2
We see that this exactly coincides with the result obtained in Eq. (2.21).
APPENDIX B

In this appendix we show the outline of a proof of Eq. (4.7). After summing over m on the left-hand side of the
equation, the relation to be proved becomes

iM _ poY2 /2(cosh() . P__Vl/_zl/z(coshr) _ |2 P_‘:/_zl/z(coshC)
i J/sinh¢ >0 +/sinhr ©  sinhC

—i-1/2 n p—i-1/2 "
D(—v' +1+ 1)L +1 P i, (coshr’) P 17, (coshr')
M := (=v +,+ ) (V,+ +1) 1/2( ) 1{2( (20 + 1) Pi(cos®), (B1)
L=+ 1) +1) V/sinhr’ V/sinh r”

where

cos © = cos 8’ cos 0" + sin @' sin 6" cos(¢’ — ¢"'),
cosh ¢ = cosh’ coshr” — sinh 7’ sinh 7" cos ©, (B2)

and P(cos ©) is the Legendre function. Here we assume v’ > 0 and v’ # integer.

The strategy is similar to the technique employed in Sec. III. First we show that >, M; converges. Then we show
the result depends only on ¢. Then taking the limit " — 0, it is readily seen that Eq. (B1) holds.

First let us show the convergence of Y, M;. For this purpose, we rewrite M; as

(=" + 1)@ +1+4+1)
W+ 1DI(—v +1+1)

M, = (2l + 1)11: Fi(r')Fi(r") Pi(cos ©), (B3)

where the function F;(r) is defined by

—l—
(=o' +1+1) P {75 (coshr)

Fi(r) := '(—v' +1) v/sinhr

_./2 I'(—v 4 1) sinhy ™ Q; " (coshy), (B4)
(e
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and y is related to r as sinhy = 1/sinhr or y = Incoth(r/2). With the aid of the integral representation,

\/7—rsinh_"l y [
V2I(V +1/2) Jy

e—(+1/2)z 4.

e'™ Q" (coshy) = (cosh — coshy) v +1/2"

for Rev' > —1/2, Re(v' —1) <1, y>0, (B5)

we see that Fj(r) is real and positive for | > v’ —1. Further it forms a monotonically decreasing sequence for | > v/ —1.
Hence it is bounded as

0< Fifr) <=, (r) = (tanh T) " Fu(r), (B6)

for I > n = ['] where [1'] is the largest integer not exceeding v’. Also for the same n,

(' +1+1)

!4l ! 1 — ) _ _ ! 2n+2.
Fv gy W T HI=1) (S Hl=2m 1) < (/' +1) (B7)
Thus, for sufficiently large I, the absolute value of M) is bounded from above as

14

2

21+ 1) (=v + 1)

M| < @ +1)

’ l—n
(u’ + l)2n+2 (tanh % tanh ) Fn(TI)Fn(’I'”), (B8)

which becomes exponentially small for large . Therefore the series Y, M; is manifestly convergent. In particular, if
0 < V' <1, F,(r) is bounded from above for real positive r and approaches zero as 7 — co. Thus the series converges
uniformly and absolutely for 0 < v’ < 1. Furthermore, even for v’ > 1, as long as we keep r finite, say r < Tmax,
the series also converges uniformly and absolutely there. In this sense, the convergence is uniform for any v/ > 0,
V' # integer (uniform convergence on compact sets).

Next we show the series >, M; is indeed a function of { alone. The equation to be proved is

o¢ oM, ¢ oM,
2 — — =
;(COS ©-1 {Bcosh " Ocos® Ocos® coshr’ 0. (B9)

This calculation is a bit more complicated than the previous case in Sec. III because the counterpart of e(*»—m)¢
there is P;(cos ©) here. Taking derivatives with respect to cos © gives terms as cos © P;(cos ©) and cos? © P;(cos O).
The factor cos © must be removed from these terms by using the relation

1
+1 {(l+1)Py1(cos ©) +IP,_1(cos ©)}.

After carrying out this procedure, the left-hand side of Eq. (B9) takes the form, >, Ci(r', ") P;(cos ©). Then applying
the recursion relation for the associated Legendre functions, it can be shown that C;(r’,7") = 0. Thus the right-hand
side of Eq. (B1) has the desired invariance, which then immediately implies it is equivalent to the left-hand side.

cos O P(cos O) = (B10)
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