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An experiment to search for the KL ~ p, e and Kl ~ ee decays and to measure the branching ratio
of the KL, ~ pp decay was performed at the KEK 12-GeV Proton Synchrotron. The single-event
sensitivity of the present experiment for these channels was around 4 x 10 ' . No event was observed
in the fiducial region for the Kl ~ pe decay and one event, which could not be distinguished
from the background, was observed in the fiducial region for the KI —+ ee decay. The obtained
upper limits on the branching ratios at 90'%%uo confidence level were B(KL —+ p,e) ( 9.4 x 10
and B(KI, ~ ee) ( 1.6 x 10 . The branching ratio of the Kl, ~ pp, decay was obtained to be
[7.9 + 0.6(stat)+0. 2(syst)] x 10 based on 179 events in the fiducial region. Using 18 events with
the efFective mass M,+, ) 470 MeV/c in the e+e sample for the Kl. m ee decay search, the
branching ratio of the Kl ~ e+e e+e decay was estimated to be [6 + 2(stat)+l(syst)] x 10 for
M,+,—) 470 MeV/c and [7+ 3(stat)+2(syst)] x 10 for M,+,— ) 480 MeV/c .

PAC S number (s): 13.20.Eb

I. INTRODUCTION

The study of rare kaon decays has played important
roles in the development of the standard model and
has a bearing on the search for new interactions be-
yond the standard model. The lepton-flavor-changing
process KI ~ pe is forbidden in the standard model
and highly suppressed in the minimally extended model
[1]. Therefore, it provides a good means to look for
new interactions such as interactions among genera-
tions [2] and those given by the left-right symmetric
model [1,3], the composite model [4] and the technicolor
model [5]. The Kl ~ ee and Kl -+ pp, decays are
flavor-changing neutral-current processes which proceed
through the second-order electroweak interaction. The
former is much more suppressed than the latter due to
the muon-electron mass difference, and its branching ra-
tio is predicted to be (3—5) x10 [6,7]. An observation
of the KL ~ ee decay with the present sensitivity of
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4 x 10 would imply the existence of a new interaction.
For the branching ratio of the K& —+ pp decay there
is a lower bound, the so-called unitarity limit with the
value B(KI -+ pp) ) (6.82 + 0.32) x 10 [6,8], which
was calculated from the measured branching ratio of the
Klo —+ pp decay, which is (5.70 + 0.27) x 10 4 [9]. If
the measured branching ratio is smaller than the unitar-
ity limit, it implies the existence of a new phenomenon.
If it is greater than the unitarity limit, it indicates a
pure weak contribution which constrains the values of
the standard model parameters [10]. Since the deviation
from the unitarity limit is expected to be very small, a
very precise measurement of the branching ratio is nec-
essary to detect it and to provide useful constraints on
theory.

The experiment (KEK-E137) has been performed at
the KEK 12-GeV Proton Synchrotron, using a Kl beam
line and a double-arm spectrometer which were designed
and constructed for this experiment. The single-event
sensitivity of the experiment for the branching ratios of
the K& —+ pe, ee, and pp decays was about 4 x 10
This is better than those previously achieved [ll—13], and
comparable to that of the recent experiment by the BNL-
E791 Collaboration [14]. This paper presents a full de-
scription of the experimental procedures and results of
KEK-E137 which have been partially published earlier
[15].

II. EXPERIMENTAL SETUP

A. Beam line

The K& beam line consisted of four bending magnets
(Bl, B2, B3, and B4) to sweep away charged particles,
two collimators to de6ne a neutral beam profile and a
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FIG. 1. Side view of the beam line and the decay chamber. SEC is a secondary emission chamber used as a beam intensity
monitor. T and B1—B4 are the production target and the bending magnets, respectively. C1 and C2 are the 6rst and second
collimators. Primary protons were bent downward.

decay chamber as shown in Fig. l. In order to obtain as
many KL decays as possible the beam line had a large
solid-angle acceptance at a small production angle and
a long decay region. The primary protons with the mo-
mentum of 13 GeV/c hit a copper target (T) 12 cm long
and 1 cm in diameter placed in front of Bl. The primary
beam intensity was monitored by a secondary emission
chamber (SEC) located in front of the target. Bl and B2
bent the beam of straight-through protons downward and
separated it from the neutral beam which was taken at
0 with respect to the primary beam. The bent proton
beam was absorbed by a beam dump which was made
of brass and tungsten and was placed in B3. The first
collirnator (Cl) was fitted also in the pole gap of B3. It
was made of brass and its inner wall at the front end was
covered by tungsten. The aperture of the collimator was
circular with a half-cone angle of 7 mrad with respect to
the production target. The length of the collimator was
1.99 m. A pair of 1-m-long brass collimators, designated
as the second collimator (| 2), was placed between B3
and B4 to scrape the halo of the neutral beam. Each
component of the second collimator had a circular aper-
ture giving a half-cone angle of 9 mrad and was horizon-
tally movable so that the efFective aperture of the second
collimator could be adjusted. The horizontal aperture of
the second collimator was 8 mrad during the first three
quarters of the running period. The pole gap of B4 was
30 cm which was large enough compared to the beam
diameter of about 14 cm. The length of the beam line
up to the downstream end of B4 was 10 m, which was
long enough to reduce the presence of muons produced
around the production target to a negligible level. The
field strengths of magnets B1, B2, B3, and B4 were 2,
3, 3, and 2 Tm, respectively.

The neutral beam profile was measured during a beam
survey at an early stage of the experiment. The beam
profile of particles except for thermal neutrons was de-
fined in such a way that the counting rate of a moni-
toring plastic scintillation counter per unit area in the

beam region was about 10 times that in the surround-
ing halo region. The fIux of KL's with momentum be-
tween 2 and 8 GeV/c was about 5 x 10, that of neutrons
with energy greater than a few MeV (0.7—2.2) xl0s and
that of p rays with energy greater than 100 MeV about
2.0 x 10s all at 10i protons per pulse (ppp). No hot spot
was observed in the detector area after closing the sec-
ond collimator. The momentum spectrum of KI 's at the
production target is shown in Fig. 2, which was obtained
flom the KI —+ sr+sr events after correcting for the Kl
decay probability and the detector acceptance and effi-
ciency. The shape of the spectrum was diferent kom
that obtained from averaging the K+ and K yields us-
ing the Sanford-Wang formula [16], which is also shown
in the figure.

The upstream end of a 10-m-long iron decay chamber
started at 10.5 m &om the KI production target. About
8% of KL 's with momenta between 2 and 8 GeV/c de-
cayed in it. The neutral particles including the surviving
Kl 's were led to a secondary beam dump through a beam
pipe. The beam pipe was connected to the decay cham-
ber and passed through the middle of the detectors. It
was made of thin aluminum with a structure like corru-
gated cardboard with an efFective thickness of 5 mm. The
beam pipe was tapered with a half-cone angle of 10 mrad
with respect to the production target. The length of the
pipe was 11 m and the inner diameter changed &om 40
cm at the upstream end to 62 cm at the downstream
end. The secondary beam dump was designed so as to
obstruct particles which were backscattered toward the
detectors. It was composed of paraffin plates, iron, and
concrete blocks and aluminum plates impregnated boron
10% by weight. Three plastic scintillation counters were
placed at the end of the beam pipe: one was placed at
the center of the beam and the other two on both sides
of the beam center 30 cm away from it. The counting
rates of these counters were used to monitor the beam
condition during the experiment.

The beam line was evacuated from the upstream end
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sponded to three-quarters of the running period. The

the incident angle of the primary proton beam with a
pair of bending magnets in front of the production tar-
get. The second collimator was replaced by a 1-m-long
fixed collimator with a half-cone angle of 8 mrad placed in
the vacuum region which was extended in the upstream
d' b 2 . By these modifications the countingdirection y m.
rates of the detectors were reduced by a factor of about
3 for the same primary proton intensity. Therefore, it
was possible to increase the primary proton intensity.
As a result the number of reconstructed events increase
from 8 events/pulse at 1 x 10 ppp to 16 events/pulse at
2.5 x 10 ppp. e earn0 . Th beam pulse had the repetition rate
of 2.65 sec with the width of 500 msec.

0
0 5 10

KL Momentum (GeV/c)

FIG. 2. KL momentum spectrum at the product&on target
obtained from the experimental data for KL, —+ m+vr decay.
The solid and dotted curves are the spectra for the production
an le of 0 and 2' respectively. The dashed curve is the
result of a calculation using the Sanford-Wang formula for 0'
production. All spectra were normalized to have the same
peak values.

of H4 to the secondary beam dump through the decay
chamber. The vacuum was kept at a pressure of around
10 Pa, except for the first 10% of the running period
when it was 100 Pa. The decay chamber had two exit
windows located symmetrically on both sides of the beam
line to let particles come out into the detector area. Each
window had the dimensions of 1 m (ur) x 0.8 m (h) and
was covered with a sheet of polyester film (7.1 mg/cm )
supported by carbon cloth (60.8 mg/cm2).

The following modifications to the beam line were
made after about 3000 h of data taking which corre-

B. Detection apparatus

Figure 3 shows a plan view of the detection appara-

counter hodoscopes and particle identification counters

previous section passed between the two arms. The spec-
(...1 M2, and five drifttrometer comprised two magnets
&

c an1 ersh b (Wl —W5) in each arm The. spaces between
the drift chambers were filled with helium bags. e
various counters were placed e in pd the s ectrometer
to minimize multiple Coulomb scattering in the spec-
trometer region. ey c. Th y consisted of a pair of hodoscopes
(Hl, H2) for triggering, a gas Cherenkov (GC) counter
and an electromagnetic (EM) shower counter for elec-
tron identification and a muon (MU) identifier for each
arm. All detectors were placed in a chamber enclosed
b I-in-thick concrete blocks, and most of the electronics
Inodules were placed in a hut just outside this chamber.
The temperatures in the chamber and the hut were kept
constant to within a few degrees.
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FIG. 3. Plan view of the detection apparatus.
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The four magnets had the same size (100-cm pole gap,
130 cm wide and 80 cm long), and they were equally
excited with the same polarity. The first magnet in each
arm was placed at an angle of 3 with respect to a line
perpendicular to the beam axis as shown in Fig. 3. The
Geld strength at the center of each magnet was about
2.8 kC. The three components of the magnetic field were
measured with an accuracy of less than 1 G in meshes of
5 or 2.5 cm in the x and y coordinates and 2.5 cm in the
z coordinate over the spectrometer region. x, y, and z
are the horizontal, vertical, and beam direction axes in
the Cartesian coordinates. The Beld measurement was
performed at the experimental site after setting up all
detectors except for the drift chambers in order to obtain
a Geld map including the distortion of the Beld due to
the other iron structures. The bending Beld strength
integrated along the track was adjusted to be 0.79 Tm in
each arm and its distribution was Hat over the acceptance
as shown in Fig. 4. 0.79 Tm corresponded to a transverse
momentum impulse of 238 MeV/c. Since the maximum
transverse momenta of the secondary particles from the
two-body decays of Kl are 238, 249, 225, and 206 MeV/c
for the K& ~ pe, pp, and sr+sr decays, respectively,
both secondary particles from nearly transverse two-body
decays in the K& rest frame were emitted almost parallel
to the beam axis after passing through the magnets. The
magnetic Geld was monitored with a nuclear magnetic
resonance (NMR) flux meter attached to a pole face of
each magnet, and its variation was kept to within 0.03%
during data taking.
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The five drift chambers (Wl —W5) had the effective
area of 115.2 cm (t'ai) x 86.4 cm (h) (Wl and W2) and
115.2 crn (to) x 115.2 cm (h) (W3—W5). The distance
between the beam axis and the innermost X wire was
30.5, 35.7, 49.7, and 54.7 cm for W1, W2, W3 and both
W4 and W5, respectively. All chambers had the same
structure. Each pair of drift chambers W; in the left and
right arms were placed on a single stand with the relative
position accuracy of less than 0.1 mm. Wl and W2 were
placed at an angle of 3 with respect to a line perpendicu-
lar to the beam axis in each arm. Each chamber consisted
of four anode wire planes, X(Y) and X'(Y'). The wire
spacing in every plane was 9 mm with an accuracy of 50
pm. The X(Y) and X'(Y') wires were staggered by a
half cell to resolve the left-right ambiguity. The number
of anode wires in each plane was 128 except for that of
the Y and Y' planes of W1 and W2, which was 96. The
total number of anode wires was 4864. Each anode wire
was surrounded by six cathode wires forming a hexago-
nal cell structure as shown in Fig. 5. Two guard wire
planes whose wires were strung perpendicularly to the
anode wires with the same spacing of 9 mm formed the
outermost planes of the chamber. The anode wire was
20-pm gold-plated tungsten and the cathode and guard
wires were 100-pm gold-plated aluminum. The tungsten
and aluminum wires were strung with a tension of 40 and
80 g, respectively.

The drift chamber gas was a mixture of 50% argon
and 50% ethane. The mixing ratio was kept constant to
within 0.5% by mass How meters. The cathode voltage
was —2000 V for W3, W4, and W5. It was —1950 V
for W1 and W2, which had higher counting rates than
the others. The voltage supplied to the guard wires was
—1.850 V to generate a symmetrical electric Geld inside
the drift cell. The voltage supplied to the guard wires
was lower than that to the cathode wires to prevent elec-
trons made outside the drift cell from entering it. The
material in each drift chamber was 1.08 x 10 radiation
lengths. The helium bags between the drift chambers
were made of double layers of polyethylene sheet and one
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FIG. 4. Bending field strength integrated along tracks

(J H„ds) The tracks w.ere obtained from a Monte Carlo cal-
culation for the KL, —+ p, e decay. The abscissa gives the hori-
zontal position of the track at TV5. The error bars represent
the maximum variation of the integrated field strength due
to various trajectories with various momenta from the decay
points within the beam cone in the decay chamber.

0 0

FIG. 5. Schematic view of the cell structure of the drift
chamber. The dots, open circles, and squares show the anode,
cathode, and guard wires strung perpendicular to the plane of
the 6gure, respectively. The wires strung parallel to the plane
are shown by the solid lines. Particles come in the direction
of the arrow.
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layer of aluminized polyester sheet with the total thick-
ness of 35 pm. The helium content in the bags was kept
constant to better than 99'Fo, which was checked by a gas
chromatograph. The total radiation length of each arm
of the spectrometer (up to W5) was 1.0 x 10 2, including
the window of the decay chamber.

16-channel preamplifiers attached to the drift cham-
bers amplified the anode signals with a gain of 12.5
mV/pA. These signals were further amplified by 32-
channel amplifier-discriminators by a factor of 10 and
shaped into ECL (emitter coupled logic) signals. The
threshold of the discriminator was set at around 90 mV.
The ECL signals were sent via 30-m twisted pair cables
to 32-channel drift chamber TDC (time-to-digital con-
verter) modules in TKO (Tristan KEK Online-system)
crates [17] which are standard crates at KEK. Each
module included 32 chips of 300-nsec delay and time-
to-amplitude converter and a set of a multiplexer and an
ADC (amplitude-to-digital converter). The drift cham-
ber signal was gated with a 175-nsec width signal which
was produced by the master trigger. The time difference
between the drift chamber signal and the delayed master
trigger was AD converted. The time resolution of the
TDC was 700 psec and the conversion time was 12 @sec
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FIG. 7. KL momentum dependence of the effective mass
resolution for the KL, ~ 7r+vr decay.

per hit. TV1 had the highest counting rate, and the max-
imum counting rate was about 60 MHz at the primary
proton intensity of 1.5 x 10 ppp for 0 production. The
maximum single-wire counting rate was 0.9 MHz.

The TDC was calibrated kom time to time by feeding
signals &om a pulse generator to each signal line. The
relative position of the drift chamber was calibrated by
using straight tracks in runs with the magnets turned oK
The drift velocity was parametrized with a cubic spline
function of the drift time. The parameters were cali-
brated by an iterative method using real tracks in regu-
lar runs. The spatial resolution was estimated from the
deviation of the sum of the drift lengths of a pair of hits
in the staggered planes from a half cell size of 4.5 mm.
It was 330 pm for W1 and W2 and 280 pm for TV3, R'4,
and TV5. These values were used for the track y anal-
ysis and Monte Carlo calculations to be described later.
Figures 6(a) and 6(b) show the eHiciencies of planes X
and X' of drift chamber TV2 at various voltages supplied
to the cathode and guard wires. The obtained spatial
resolutions were also shown in Fig. 6(a). At 2100 V the
resolution reached 190 pm.

The track momentum (P) resolution of the spectrom-
eter was estimated by a Monte Carlo calculation to be

o(P)/P = /0. 019[P(GeV/c)]2 + 0.11% .

The calculated e8'ective vr+m mass resolution for the
KL ~ vr+vr decay is shown in Fig. 7 as a function of
KL momentum. It does not show much dependence on
the K& momentum.

0.0
1.8

I I I

1.9 2 2.1

Cathode Voltage (kV)

2.2

8. Hodoseopes

FIG. 6. Dependences of the efHciencies on the high voltage
supplied to the cathode wires for (a) the A and (b) the X'
planes of the drift chamber R'2 at various voltages for the
guard wires, 2.00 kV (x), 1.85 kV ((&), 1.70 kV ( ), and 1.55
kV (+). Q in (a) indicates the spatial resolution measured
at the guard wire voltage of 1.85 kV.

A pair of hodoscopes, Hl and H2 separated by a dis-
tance of 2 m, were placed behind 0 5. They were used for
making the reference signal for timings as well as the ba-
sic trigger which required at least one secondary charged
particle in each arm which was nearly parallel to the
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FIG. 8. Distribution of the vertical position obtained from
the time difference between the top and bottom photomul-
tiplier signals of an Hl counter with respect to the track
position. The solid line is a Gaussian distribution with the
standard deviation of 3.2 cm.

pliers by four curved mirrors. The effective length of the
radiator was 1.5 m. The trigger threshold for electrons
was set at the one photoelectron level.

The second electron identifier, the electromagnetic
shower counter, was located just behind H2. It con-
sisted of 16 vertically arranged modules. Each module
was made up of ten alternate layers of iron or lead and
plastic scintillator with the dimensions of 8 cm (ur) x 152
cm (h). The first layer was a 12-mm-thick iron plate fol-
lowed by a 6-mm-thick scintillator, and each of the other
nine layers was an 8-mm-thick lead plate followed by a
6-mm-thick scintillator. The lead plates included 8'% an-
timony by weight. To observe the shower development,
each module was divided into two sections. The forward
section consisted of the first four layers and the back-
ward section the last six layers. The forward section had
5.0 radiation lengths and the backward one 8.7 radiation
lengths. Each section was viewed by 2-in. photomultipli-
ers at the top and bottom ends. The energy deposition
above 500 MeV was required for the electron trigger for
the 0 production run.

$. Muon identifier

beam direction. Each hodoscope consisted of 16 verti-
cal plastic scintillation counters, the dimensions of which
were 7 cm (zv) x 116 cm (l) x 1 cm (t) for Hl, and 12
cm (iU) x 140 cm (l) x 1 cm (t) for H2. The counters
of both hodoscopes were arranged by a center-to-center
spacing of 7.2 cm. There was a 2-mm gap between. coun-
ters of H1, and the adjacent counters of H2 overlapped
each other by 4.8 cm. The center of each H2 counter was
located at the same horizontal position as that of the cor-
responding H1 counter. A corresponding pair of H1 and
H2 counters covered an angular divergence of at least
+12.5 mrad which was enough to cover the divergence of
the K& beam. Each counter was viewed from the top and
bottom ends by 2-in. photomultipliers, and both signals
were discriminated and inputted to TDC's and a mean
timer. The relative timings among the counters in each
hodoscope were adjusted to within 0.5 nsec of each other
by a calibration run in which a horizontal scintillation
counter covering all 16 hodoscope counters was placed in
front of the hodoscope. The time difference between the
signals from the top and bottom photomultipliers of Hl
gave the vertical position information of the track with
a spatial resolution of 3.2 cm as shown in Fig. 8. This
position information in the vertical direction was used in
the track reconstruction.

Electr on identifiers

Electrons were identified by a gas Cherenkov counter
and an electromagnetic shower counter. The gas
Cherenkov counter was placed between Hl and H2 in
each arm. The Cherenkov radiator was air at atmo-
spheric pressure with refractive index of 1.000273. The
threshold momentum for muons was 4.5 GeV/c. The
Cherenkov light was focused onto four 5 in. photomulti-

The muon identifier consisted of four iron blocks each
of which was followed by a plastic scintillation counter
array (MU1—MU4). The dimensions of the blocks were
152 cm wide and 190 cm high with thicknesses of 10, 50,
30, and 30 cm from the upstream end. The minimum mo-
menta of muons which could penetrate these iron blocks
were 0.4, 1.0, 1.4, and 1.8 GeV/c taking into considera-
tion the upstream material such as the shower counter.
Both MU1 and MU2 were composed of six vertical scin-
tillation counters with the dimensions of 22 cm (m) x 162
cm (l) x 1 crn (t), and each counter was viewed from
both the top and bottom ends by 2-in. photomultipliers.
Both MU3 and MU4 were made up of eight horizontal
counters with the dimensions 21 cm (m) x 140 cm (l) x 1
cm (t), and each counter was viewed from one side by
a 2-in. photomultiplier. The muon trigger required a
coincidence between a pulse from an MU1 counter and
the one from the corresponding MU2 counter or its adja-
cent counters. This was equivalent to requiring the muon
momentum to be above 1 GeV/c.

C. Trigger and data taking

Two basic triggers were formed with hodoscopes Hl
and H2. One was a "parallel" trigger for the KL —+ pe,
ee, and pp decays and the other a "semiparallel" trigger
for the KL ~ m+vr decay. The parallel trigger required
a coincidence between one Hl counter and the corre-
sponding H2 counter in both arms. In the KL ~ n'+m

decay the pions have a lower maximum transverse mo-
mentum than the leptons in the leptonic two-body de-
cays and will be bent a little inward by the spectrometer
magnets. Therefore, in order to detect these pions the
semiparallel trigger was formed by adding to the paral-
lel coincidence a coincidence between an Hl counter and
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the H2 counter adjacent to the corresponding H2 counter
on the beam pipe side in each arm. These parallel and
semiparallel requirements reduced the acceptance for the
three- and four-body decays without a large reduction in
the acceptance for the two-body decays.

A coincidence between both electron identifiers was re-
quired for an electron track and a signal &om the muon
identi6er was required for a muon track in addition to
the parallel trigger. The KL —+ sr+sr decay was trig-
gered by the semiparallel requirement only, and the data
collected by this vr+m trigger contained events from the
Kl -+ mev (K,s) and KL, -+ mIJv (K„s) decays. This
trigger was scaled down by a factor of about 500 with
a preset sealer. No anticoincidence was required in any
trigger. The data for all four decays were simultaneously
collected.

A block diagram of the data taking system is shown
in Fig. 9. The trigger signal inhibited the subsequent
trigger and started the conversion process of TDC in
ten TKO crates for the drift chambers and TDC and
ADC in six CAMAC crates for the counters. The seventh
CAMAC crate was used for the scalers to count the hits
in various counters. If an event had no hit on either
plane of any staggered pair of any one of the drift cham-
bers, the conversion process was stopped and all TDC
and ADC modules were cleared. The decision time for
this hardware 6ltering of events was 750 nsec and the
clearing process took 12 @sec. Otherwise, the trigger sig-
nal was delayed 60 psec for the conversion and was used
as a scan start signal to the 16 memory modules. Each
memory module scanned the data in all TDC and ADC
modules in the crate connected to it. In the scanning
process TDC channels without a signal and ADC chan-
nels without a signal above the pedestal were skipped.
After transferring the data to the memory modules, all
TDC and ADC modules were cleared and enabled to ac-
cept the subsequent trigger. The average transfer time
including the conversion and clearing times was around
200 psec/event. The dead time, which resulted from the
inhibition of the subsequent trigger during this transfer
time or the time for Altering events with unsatisfactory
chamber hits, was around 5% of the entire data acquisi-

tion time. Each memory module had 32 kbytes. During a
beam-off period of about 2 sec, the counts in the scalers
were read out and all data in the 17 memory modules
were serially transferred to an online computer, p vax II.
The timing of the trigger with respect to the accelerator
clock was also recorded.

In the on-line computer the data whose timing diKer-
ence between the Hl signals in the left and right arms ex-
ceeded by more than 5 nsec were discarded. The rejection
rate by this criterion was around 20%%up under the normal
running condition. The accepted data were written on
magnetic tape before the arrival of the next beam pulse.
The number of triggers per beam pulse was around 120
under the normal running condition. The values of sev-
eral important scalers were averaged over several pulses,
converted to analog level signals and inputted to a pen
recorder. This was very important for monitoring the
running condition.

Several special runs were performed at least once every
two weeks. Those were a run randomly triggered by a
pulse generator signal under various beam conditions, a
magnet-ofF run and a minimum bias runs in which only
energy deposit in the shower counters in both arms was
required. After a half year of detector tuning the data
taking started in June 1988 with 0 production. The
average primary proton intensity was about 1.3 x 10
ppp. In the summer of 1989 the beam condition was
changed to 2 production. Using an increased intensity
of 2.0 x 10 ppp, the data taking continued up to May
1990. We accumulated a total of 3.2 x 10 events by
the pe, ee, and pp triggers and 0.8 x 10 events by the
prescaled m+vr trigger. The ofF-line data analysis was
done by a HITAC M280/680 computer.

III. DATA ANALYSIS

A. Track f1nding and Qrst track Htting

The tracks were reconstructed with the information
&om the hodoscopes and drift chambers. First, we
searched for Hl hit pairs in the left and right arms whose
mean-timer outputs were within 3 nsec of one another
and set the trigger timing. The resolution of this tim-
ing was 0.62 nsec. Then drift chamber hits which were
within an interval between —20 and 130 nsec with respect
to the trigger timing were selected. In each arm Hl hits
with the corresponding H2 hits satisfying the semiparal-
lel condition were searched for. Roads were then defined
by connecting the hodoscope hits with the beam profile
in the decay chamber in each of the vertical and horizon-
tal planes. The II1 top/bottom time difference was used
as the vertical coordinate. By requiring at least one hit
in the staggered planes in each coordinate of each drift
chamber within each road, the number of roads was efE-
ciently reduced. The number of hit candidates for further
analysis was reduced by restricting the search to within
the roads.

The track ending started ft. om the most downstream
drift chamber R 5 and moved to the upstream chambers
because the hit multiplicity was lower in the downstream
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chambers. At this stage the particle trajectory was as-
sumed to consist of three straight segments deflected
through an equal angle at the centers of two magnets
in the horizontal plane. It was assumed to be straight
in the vertical plane. Hit candidates in each track were
selected with the least-squares method. A track in each
plane was required to have three or more drift chambers
with paired hits in the staggered planes. Event candi-
dates were reconstructed by pairing track candidates in
both planes of both arms.

The track momentum was calculated from the sum
of the deflection angles by assuming that the transverse
momentum given by the spectrometer magnets was 238
MeV/c. The decay vertex was defined as the midpoint
between the points of closest approach of the two tracks.
The collinearity angle 0, which was defined as the angle
between the momentum sum vector of the two particles
and the target-to-vertex direction, was calculated. To
reduce the background &om the three-body decays, PO
was required to be less than 0.55 (MeV/c) rad2, where P
was the momentum sum of the two particles. The reason
for using PO was that this value should be zero for the
two-body decays and that its resolution was not much de-
pendent on the KL momentum. Furthermore, the effec-
tive mass of the two particles was required to be greater
than 430 MeV/c2 for the pe and pp triggers. These cuts
at an early stage of the tracking process were made to
reduce the processing time. The effect of the cuts on the
true events was studied using the KL ~ vr+vr sample
without the cuts and found to be negligibly small.

These surviving track candidates were fitted by the
quintic spline method [18] to reconstruct particle tracks
more precisely in each arm. The position (x, , y, ) on the
ith plane at z, was expressed as

1
x; = ai + a2z, + —X(z;),

1
y, = b, + b, z;+ —Y(z,),

where A (z, ) and Y(z;) were derived by the double inte-
gration of the cubic spline expressions and represented
the particle trajectory with the momentum P in the
magnetic field in the z-z (horizontal) and y-z (vertical)
planes, respectively. The index i covers the 46 planes
along the trajectory between TV1 and TV5 including 20
drift chamber planes. Three components of the magnetic
Geld were given at the track position in each of the 46
planes. They were calculated event by event by interpo-
lating the magnetic field values given at mesh points in
each plane.

The drift time was corrected for the propagation delay
depending on the distance between the hit point and the
preamplifier along the anode wire. It was converted to
the drift length by using the calibration constants given
for each anode wire. The left-right ambiguity for a pair
of hits in the staggered planes was resolved by selecting
the combination in which the derivative direction of the
pair was closest to the track direction determined in the
previous process. For a single hit along the track in the

staggered planes the hit position was assigned to be the
hit anode-wire position.

The fitting was iterated. four times, and an event can-
didate with a minimum value of the following y2 was
selected:

where X; was the measured position, x, the fitted value,
o, the spatial resolution which was 400 pm for the pair
hits and 3.5 mm for single hits, Ld the closest distance
between two tracks, and cr was the vertex resolution
which was 1 cm. NL R, the total number of x and y
planes with hits out of 20 planes in the left or right arm
and f = NI, + NR —10, was the degree of freedom

For the pe and pp triggers the effective mass of the
two particles was calculated again and it was required to
be greater than 475 MeV/c to reduce the background
from the three-body decays.

The numbers of events which passed the track find-
ing and Grst fitting processes were 1.7 x 10, 6.4 x 10,
0.73 x 10, and 6.9 x 10 for pe, ee, pp, and mar trig-
gers, respectively. The track parameters were recorded
on magnetic tape together with the raw data information
for the second track fitting.

B. Second track fitting

Based on the track candidates obtained above the sec-
ond fitting including another hit search was carried out in
order to calculate the track y more reliably. One of the
causes which deteriorated the y values was an acciden-
tal hit just above a pair of hits on the staggered planes.
In this case the accidental hit often changed the drift
time information of one of the pair hits thereby causing
a track to have a zigzag pattern. A fit to such a pattern
increased the track y . The second hit search was carried
out within the space twice the sense wire spacing around
the track previously obtained. For the pair in the stag-
gered planes the sum of the drift distances was checked to
see it was equal to the maximum drift length of 4.5 mm
within three times its resolution after correcting for the
incident angle of the track with respect to the chamber
plane. For the pair not meeting this criterion the candi-
date was changed to a single hit by taking only the hit
closest to the track. For the single hit the left-right ambi-
guity was resolved by taking the side closest to the track.
The same spline fitting as before was performed using the
new hit candidates. The spatial resolution of 400 pm was
assigned to staggered hit wires and that of 0.1 cm was
assigned to single-hit wires. The process including the
hit search was also iteratively performed four times, and
the best combination of the hit candidates was selected.
We required at least 8 and 7 hits out of 10 in the x and y
coordinates, respectively. Furthermore, we required that
there should not be successive single-hit chambers in the
x coordinate.

We recalculated the track y by the following equation
using the error matrix for the spectrometer [19]:
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the pion tracks &om the KLO —+ m+vr decay were lost by
this cut.

Track fitting was also carried out separately in the up-
stream and downstream halves of the spectrometer in
each arm. The consistency of the two measurements was
checked by using
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FIG. 10. (a) Distribution of the track y for the pion tracks
in the left arm from the KL, -+ vr+s' decay and (b) distribu-
tion of the y probability for the same track sample.
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where E;~ represented the error matrix, N was the total
number of x and y planes with hits out of 20 planes, and
f = 1V —5 was the degree of freedom. The error matrix
was divided into two parts;

where P was the momentum obtained with all chambers,
PU that with the upstream drift chambers R'1, R'2, and
TV3 only, and P~ that with the downstream drift cham-
bers TV3, W4, and W5 only. When a pion decayed in the
spectrometer the 4U~ would be different &om zero, and
requiring it to be close to zero reduced the background
for the KL —+ pe and pp decays &om the KI ~ mev
and mdiv decays. Figure 11 shows the AUD distribution
for the genuine pion tracks Rom the KL —+ m+m decay.
The cutoff value for BUD was set at 0.06. The fraction of
the loss due to this cut was about 7'%%uo. Figure 12 shows a
scatter plot of the effective mass vs the collinearity angle
squared for the pp events for the case with a loose L~D
cut of 0.2. Comparing it with Fig. 45, the effectiveness
of this cut to remove the background around the signal
region is clearly seen.

Although the AUD cut was important to reduce the
serious background for the processes concerned, the cut
might cause some systematic errors in the measurement
of the branching ratios. Since the present measurement of
the branching ratios of the decays Kl —+ pe, pp, and ee
was a ratio measurement with respect to the Kl ~ ~+vr
decay, the effect of this cut would appear in terms of the
ratio of muon and electron tracks to pion tracks which
survived the cut. Therefore, we studied this effect by
using large p, e, and vr samples from the K~3 decay
which were simultaneously collected by the vr+m' trig-
ger. Figures 13(a)—13(c) show the momentum spectra of
the pion, muon, and electron samples &om the K~3 de-
cays together with those obtained &om Monte Carlo cal-
culations. The pion spectrum which was obtained kom
the K,3 decay and used for the calibration is quite simi-

12000

2g + EMc(P)

where 0., represented the measured position resolution of
the ith plane of the drift chamber which was 300 pm for
R'1 and W2 and 280 pm R'3 to R'5. EM represented
the error correlation between the ith and jth planes due
to multiple Coulomb scattering, and it was determined by
a Monte Carlo calculation. Figures 10(a) and 10(b) show
the distributions of the track y2 and the y probability
for the pion tracks from the KL —+ vr+m decay.

C. Track equality cuts
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CO
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)~ 4000--

00 0.05
I

0.15 0.2

The cutoff value of the track y was chosen to be 4 for
each arm. It was still loose enough so that only 0.5%%uo of

FIG. 11. AU~ distribution of the pion track in the left arm
from the KI ~ 7r+vr decay.
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ber. The resolution for the real data was slightly worse
than that for the Monte Carlo result. One of the sources
of this fact was the stray magnetic 6eld extending out
into the decay chamber which was not considered in the
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after all selection cuts except for the AU~ cut of 0.2 instead
of 0.06.

lar to that obtained &om the KL ~ ~+7r decay shown
in Fig. 18 in the next section. The spectra of muons
and electrons used for the calibration are also similar to
those obtained from the Monte Carlo generated leptonic
two-body decays. Using these samples a double ratio
(g„,/rt~) ~aqa/(rl„, /rI~)M~ was calculated for various val-
ues of AUD cut. g is the ratio of the number of tracks
remaining after the cut to the number of tracks before the
cut (no cut). Some cut had to be imposed on the real data
even for the "no cut" case due to the background, and we
estimated the "no cut" numbers by taking the cut value
to be 0.20 which was far enough away ft..om the actually
applied value of 0.06. Figures 14(a) and 14(b) show the
distributions of the double ratio (rI„/rI )~ ~ /(g„/rj )Mc
and (rt /rI~)gita/(rt, /g )Mc for various AcrD cut values
The errors are statistical. At AUD ——0.6 the corrections
for muon tracks were 1.000 + 0.004 and 1.003 + 0.004
for %he left and right arms, respectively, and those for
electron tracks 0.980 + 0.003 and 0.982 + 0.003.

For the selected tracks the fiducial cuts at the vacuum
window, the entrance to the first spectrometer magnet
and the exit &om the second magnet were applied. These
additional cuts clearly de6ned the geometrical acceptance
for the tracks, but they were loose enough to pass more
than 99% of the KL ~ vr+w events before them.

D. Event selection

The following criteria were used to select the final
events &om the reconstructed events. In all figures in
this section the histograms with the solid lines represent
the distributions of the real Kl —+ sr+a events, the
symbol "+" represents the Monte Carlo results, and the
cut-ofF values are indicated by the arrows.

(1) The distribution of the distance of the closest ap-
proach of two tracks in the opposite arms (D „&,„) is
shown in Fig. 15. The cut was effective to eliminate the
background coming &om the KI —+ mev or KL ~ mpv
decays followed by the decay m ~ pv in the decay cham-
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FIG. 13. Momentum spectra of (a) pion, (b) muon, and (c)
electron samples from the K&3 decays, where the numbers of
events was normalized to 1. The + indicates the Monte Carlo
results.
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FIG. 18. Distribution of the pion momentum in the left
arm.
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(b)

present track fitting.
(2) The decay vertex position distribution along the

beam axis (Z„„t „)and its fiducial boundaries are shown
in Fig. 16. The upstream limit of —10 m, which was 50
cm away from the downstream pole face of the last beam
line magnet B4, was chosen to avoid its fringe field efFect.

(3) While the Kg beam was collimated into a half-cone
angle of 7 mrad with respect to the production target,
the vertex should be within 9 mrad taking account of
smearing due to the finite size of the production target
and the resolution of the vertex position. Figure 17 shows
the distribution of the square of the angle between the
target-to-vertex direction and the beam axis.

(4) The particle momentum was required to be less
than 4.5 GeV/c which is the threshold momentum of the
gas Cherenkov counter for muons. The momentum dis-
tribution of pions &om the Kl ~ a+vr decay is shown
in Fig. 18.

(5) The distribution of the momentum balance (P~-
Pl, )/(PR + Pl, ) is shown in Fig. 19, where PI, and PR
are the momenta of the tracks in the left and right arms,
respectively. The cutofF values of +0.5 were adopted.

These selection criteria were the same for all decay
modes. The Monte Carlo calculations confirmed that the
cuts were loose enough to pass more than 99%%uo of genuine
events for all decay modes.
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E. Particle identi6cation

X. m, e, and p samples
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The vr, e, and p samples &om the K~3 decays were
used not only for the calibration of the track quality
cuts described in the previous section but also for the
efBciency calibration of all three-particle identification
detectors, the gas Cherenkov counter, the electromag-
netic shower counter and the muon identifier. Figure
20(a) shows the effective mass (m ~ —) distribution of

FIG. 20. (a) EfFective mass (m + ) distribution of the
events collected by the sr+a trigger assuming that both par-
ticles were pions for 8 less than 3 x 10 (rad) . I indicates
the Monte Carlo results described in the text and the size of
the bar indicates the statistical uncertainty; (b) the contri-
bution from the Kr —+ mev decay; (c) from the Kl, ~ n pv
decay both obtained by the Monte Carlo calculation.
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the events collected by the a+a trigger with 0 less
than 3 x 10 rad . The effective mass was calculated by
assuming that both particles were pions. We see a clear
peak due to the KL ~ sr+sr decay with a Bat back-
ground about 2 orders of magnitude smaller than the
peak value. The background distribution was well re-
produced by a Monte Carlo calculation as shown in the
figure. The distributions of the Monte Carlo generated
KL —+ vrev and KL —+ m pv events were normalized to the
numbers of events in the two regions 470& m + — ( 485
MeV/c and 510& m + — & 525 MeV/c . Figures 20(b)
and 20(c) show the contributions from the Kz ~ rrev
and K& —+ mdiv decays, separately.

The vr, e, and p, samples which were used for the efB-
ciency calibration of the particle identification counters
were obtained from the data as follows.

To select the pion from the KL ~ 7t ev decay in one of
arms it was tagged by selecting an event in the mass re-
gions m + — & 484 MeV/c and m + — & 511 MeV/c2
and by requiring an electron in the other arm. The ab-
sence of signals in the electron and muon identifiers ex-
cept for the detector being calibrated was required in the
pion arm. The electrons from the K& ~ eel decay was a
possible source of background in this pion sample. How-
ever, its branching ratio is relatively small and vetoing
an electron in the pion arm reduced this background to
a negligible level. The pions which decayed in Bight was
also a source of contamination. The fraction of the pions
which decayed before W5 but remained in the pion sam-
ple after the track quality and vertex cuts was estimated
by a Monte Carlo calculation, and this was corrected for
in the efFiciency calculation. The number of pions used
was (4—6) x10s in each arm.

To select the electron from the Kl —+ mev decay in
one of arms it was tagged by requiring a pion in the
other arm. For the calibration of the gas Cherenkov
counter the electron sample was selected in the region
m + & 511 MeV/c where the K,s decay dominated.
The additional requirement was the presence of a shower
counter signal and the absence of a muon identifier signal
in the electron arm. The number of this electron sam-
ple in each arm was about 9 x 10 . The fraction of the
contamination of this sample by the other particles was
estimated to be 1.2 x 10 from a combination of the
misidentification factors of the counters used for this se-
lection. For the calibration of the electromagnetic shower
counter the electron sample was selected in the regions,
m + & 484 MeV/c and m + & 511 MeV/c, and
the presence of a gas Cherenkov counter signal and the
absence of a muon identifier signal were required in the
electron arm. The number of this sample in each arm was
about 1.7 x 10 and the fraction of the impurity in this
sample was estimated to be 2.8 x 10 . For a check of
the muon identifier response to electrons we used a good
electron sample identified by both electron identifiers in
the electron arm.

For muon selection the muon from the Kl —+ mp, v de-
cay in one of the arms was tagged by requiring a pion in
the other arm in the mass region below the KL ~ 7r+vr

peak. The muon sample used for the calibration of one
of the electron identifiers was well purified by requiring

the presence of a signal in the muon identifier and the
absence of a signal in the other electron identifier in the
muon arm. However, the muon sample for the calibration
of the muon identifier was not so pure as that used for
the calibration of the other detectors. The muon sample
for the muon identifier was selected and its purity was
checked as follows. Pions were the dominant contami-
nant of this muon sample, because electrons were almost
completely removed by requiring the absence of signals
in both electron identifiers. In order to reduce the pion
contamination from the KL —+ m+vr p decay, the sample
in the region rn + &4—80 MeV/c was used. In the
pion arm the pion momentum was required to be greater
than 1.5 GeV/c, which is the momentum of a muon pen-
etrating up to the third layer of the counter arrays of
the muon identifier, and the absence of signals in the
last three layers of the muon identifier was required to
tighten the pion identification criteria. This tight pion
requirement in the pion arm reduced the pion contami-
nation in the muon arm due to the misidentification of
the muon from the KL ~ mdiv decay as a pion in the
pion arm. In order to check the remaining pion contam-
ination we imposed the above tight pion identification in
both arms and calculated the number of sr+sr events
(K b, ). The contribution of rr+rr events (n ) to the
muon sample was estimated after correcting for the eK-
ciency of the tight pion identification in the muon arm
(ri ) as n = K~b, /q~. rt was obtained by using a difer-
ent pion sample taken from the K 3 region, and n was
found to be oiily 0.52% of the muon sample. This 0.52%
contamination came from two possible sources. One was
the real m+vr events from the tail of the KL —+ vr+vr

decay. It was estimated to be 0.28% by a Monte Carlo
calculation, and the calibration value for the muon iden-
tifier efIiciency was corrected for it. The remaining 0.24%
was thought to come from the K„3 decay whose muon in
the pion arm was misidentified as a pion. We included
this contribution in the error in the particle identifica-
tion eKciencies. The number of muons in this sample
was about 6 x 104 in each arm.

2. Electr on identifier 8

The gas Cherenkov counter and the electromagnetic
shower counter were used for electron identification. The
timing with respect to the trigger and the pulse height of
the gas Cherenkov signal from the cell where the particle
passed were examined. The timing with respect to the
trigger was required to be between —2.5 and 3.0 nsec.
The timing resolution was 0.60 nsec. Figure 21 shows
the ABC distribution of the output pulses for electrons.
The peak corresponds to five photoelectrons using the
single-photoelectron value measured during a beam-oK
period. It was consistent with the fact that the pulse
height distribution fits well the Poisson distribution with
an average value of 5 as indicated in the figure. The
threshold value for electrons was set at 300 which cor-
responded to 1.5 photoelectrons. Since the detection ef-
ficiency of the gas Cherenkov counter for electrons de-
creased at the boundaries of the four mirrors due to the
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distortions of the mirrors &om the spherical shape, it
was determined in each of 36 segmented areas in each
arm. Figure 22 shows a lego plot of the gas Cherenkov
counter efficiency e, "(X,Y), where (X, Y) represents the
hit point on the plane at the mirror position. The prob-
abilities of misidentifying muons and pions as electrons,
e„"and e ", were determined as averaged values for the
pion and muon samples, respectively.

For the electromagnetic shower counter no timing re-
quirement was applied. The energy deposit (E) was ob-
tained by summing all signals &om the counters within
12 cm for the forward section and 16 cm for the back-
ward section on both sides of the track. The gains of all
photomultipliers and the light attenuation lengths of all
counters were determined by using the electron sample
&om the K,~ decay. The energy resolution for electrons
was obtained to be cr(E)/E = 0.20/QE(aeV) + 0.022 as
shown in Fig 23. Using the EGs code [19],the energy res-
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FIG. 23. Energy resolution of the electromagnetic shower
counter for electrons for various electron energies. The solid
and open circles show the results from real data and from
an EGs calculation, respectively. For the Ecs results an en-
ergy independent term of 0.022 were added. The solid line
expresses cr(E)/E = 0.20/QE(GeV) + 0.022.

olution was calculated from the Buctuation of the energy
deposit in the layers of scintillator. The calculated re-
sult with the constant term of 0.022 well reproduced the
experimental data as shown in the fj.gure. The shower po-
sition was calculated by taking the weighted mean of the
center positions of the hit counters using the energy de-
posit as the weight. The shower position was required to
be within 5.5 cm on both sides of the track to be accept-
able. Figure 24 shows E/P distributions for electrons,
pions and muons where P is the momentum measured
by the spectrometer. E/P ) 0.7 was required to sepa-
rate electrons &om pions and muons. In addition, it was
required that the energy deposit in the forward section,
that in the backward section and the total energy deposit
have to be greater than 139, 44, and 500 MeV, respec-
tively. The detection efBciency of the electromagnetic
shower counter for electrons, eEM(P), was determined at
18 momentum bins as shown in Fig. 25. The proba-
bilities of misidentifying pions and muons as electrons,

and e„,were determined as averaged values of the
samples used for the calibration.

8. Muon identifier

169.0

0 ~70.0
X (cm)

Y (cm)

-70.0 48.5

FIG. 22. Position dependence of the detection eKciency of
the gas Cherenkov counter for electrons.

The timings of MU1 and MU2 signals and those of
MU3 and MU4 signals were required to be within 2.5
and 3.0 nsec with respect to the trigger after correct-
ing for the propagation time in the counter. The tim-
ing resolution for MU1, MU2, MU3, and MU4 was 0.78,
0.66, 0.80, and 0.91 nsec, respectively. A hit candidate
in each layer was searched for around the track extrap-
olated &om the spectrometer. For MU1 and MU2 the
counters whose center positions were within +33 cm of
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the track were examined. For MU3 and MU4, an ex-
amination within a relatively large width of +42 cm was
performed in order to compensate for multiple Coulomb
scattering in iron. For muon identi6cation the presence
of a last hit in MU2, MU3, or MU4 was required. Figures

Oo~

)00

80—

l
~ —I —LSIIt I

I I

2000—

1 500—
CU
C)
CO

I 000—

UJ

500—

o 70—
CD

CD

60—

50 I I

2

Electron Momentum (GeV/c)

0.0
I

0.5
l

1.0

E/P
1.5

FIG. 25. Momentum dependence of the detection efficiency
of the electromagnetic shower counter for electrons.
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26(a) —26(c) show the momentum distributions of muons
whose last hit was in MU2, MU3, and MU4, respectively.
From these figures muons were required to have the mo-
mentum (P) range, 1.0& P & 1.7 GeV/c if its last hit
was in MU2, 1.3 & P & 2.6 GeV/c if it was in MU3 and
P ) 1.7 GeV/c if it was in MU4. The minimum numbers
of layers with hits along the track were required to be 2,
2, and 3 if the last hit was in MU2, MU3, and MU4, re-
spectively. The detection efBciency of the muon identifier
for muons and the probability of misidentifying pions as
muons, e„(P) and e (P), were determined in 17 mo-
mentum bins as shown in Figs. 27(a) and 27(b). The
probability of misidentifying electrons as muons eMU was
determined as an averaged value over the electron sam-
ple.

The obtained values of the detection eKciencies of all
three-particle identification detectors in both arms for
electrons, muons, and pions are shown in Table I, where

, and e were also given as averaged val-
ues over the samples used for the calibration.

~ 4000—
C)
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Li-I 2000

'0.0 0.5
I

l.0
E/P

1.5 2.0

FIG. 24. Distributions of the E/P for (a) electrons, (b)
pionsI and (c) muons. The arrow at E/P = 0.7 is the cutoff
value.

Particle identification e~ciencies
for the &no body decay-anodes

Each track was identified as an electron, muon, or pion
from the combination of signals in the particle identifiers,
and then the decay mode of each event was identified by
combining the information for both arms. The parti-
cle identification eKciency for each decay mode was the
product of the eKciencies of the detectors. If they were
momentum or position dependent, they were integrated
over appropriate dependent variables. The particle iden-
tification efficiency for the Klo ~ pe decay [e(PID)„,j
was given as
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TABLE I. Average particle identification efBciencies of the samples from the K&3 decays. Refer
to the text for the explanations of the labels.

Detector

Cherenkov
counter

Shower
counter

Muon
identifier

Particle Label
ch
Ch

ch
EM

EM

EM

MU
E~

MU

MU

Left arm

94.46+ 0.27
0.180+0.018
0.128+0.012
94.09+ 0.29
1.673+0.054
9.363+0.073
0.242+0.013
90.74+ 0.27
1.94 + 0.29

Efficiency (%%uo)

Right arm

91.27 + 0.27
0.225 +0.019
0.190 +0.015
94.40 + 0.26
1.642 +0.052
10.913+0.079
0.257 +0.013
90.08 + 0.27
1.88 + 0.29

e(PID)„, =—1P

xe,& (Pz)e,&(XR, Y~)A„,(PI„Pg, Xg, Yp)dPI dPRdXzdYp + L u 8

where sufBces I and B refer to the left and right arms and 0„, is the density distribution of events for the K& ~ pe
decay which was obtained by a Monte Carlo calculation.

For the KL -+ ee, KL ~ p)M, and Kl -+ a+7r decays the identification efficiencies, e(PID), , e(PID)», and
e(PID) ~ were given as

e(PID)„= f(1 —e z )e z (PL)eP(Ar„Yc)(1 —a z )e z (PR)

Xe~~g~(Xii, Yg)B„(PL,, Xg, YL, , Pg) Xg, Yg)dPI, dXgdYgdPgdXIidYg 1 (7)

e(PID)» = e„~ (Pl, )(1 —a~I, )(1 —e„r")e ~ (PR)(1 —e„~)(1—e„~)O„„(PI„Pg)dPl,de,
and

t(PID)11 11 = [1 —
e11L (PQ)] (1 —

E11L ) [1 —e~p (Pp)] (1 —E11g)01111(P&1 PR)dPI de (9)

No information of the electromagnetic shower counter
was used in pion identification. The values of e(PID)„,
e(PID)„, e(PID)», and e(PID) were 0.744 + 0.005,
0.730 + 0.004, 0.763+ 0.006, and 0.937+ 0.003, respec-
tively. The errors were dominated by the statistical errors
of the samples used for the calibration.

F. Monte Carlo simulation

In order to calculate the geometrical acceptances and
to check the experimental data a Monte Carlo simulation
program was developed. It was assumed that KL 's were
produced uniformly in the production target and were
isotropically emitted from it. They were required to pass
through the collimators in the neutral beam line. The KL
momentum was given by a spectrum which reproduced
the measured Kl momentum distribution obtained from
the KL ~ vr+z events. The KL decayed with a mean
life of 5.17 nsec [9] at the decay point isotropically in its

rest system and the decay products were transformed to
the laboratory system. For the K~3 decays the standard
parametrization of the V-A Dalitz plot density given in
[9] was used. Each trajectory of secondary particles was
tracked through the decay chamber and the spectrome-
ter up to the second hodoscope H2. In the spectrometer
region the particle trajectory was traced in 46 steps by
the Runge-Kutta method [20], using the measured mag-
netic field. Multiple Coulomb scattering in the decay
chamber, vacuum windows, drift chambers, helium bags,
hodoscopes, gas Cherenkov counter, and small gaps of air
was included in the calculation at every step. The stan-
dard multiple Coulomb scattering formula [9] was used
as the main Gaussian distribution. For the non-Gaussian
tail the distribution numerically given by Marion and
Zimmerman [21] was used to simulate large angle scatter-
ing. For the pion and muon decays the mean lives of 26.0
and 2197 nsec [9] were used. For the pion the vr —+ pv
decay was assumed, and the secondary muon trajectory
was traced. For the muon the trajectory tracing pro-
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cess was stopped where it decayed without further trac-
ing the decayed products. The trajectory was required
to path through the effective areas of all chambers and
to satisfy the parallel or semiparallel requirement at the
hodoscopes in each arm.

The hit wire number and drift length were calculated
for each chamber. The drift length was smeared by a
Gaussian distribution with the spatial resolution of the
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chamber and was converted to the drift time using the
space-time relation described in Sec. II 8 2. The drift
time was then converted to the channel number of TDC.
The calibration parameters for the drift chambers, such
as the space-time relation for each wire, the position of
each chamber, the signal propagation time in the wire
and dead-wire information were used in the simulation.

The x position of the track at the hodoscope was trans-
formed to the hit counter number of the hodoscope. The
relative timing between the signals from the top and bot-
tom photomultipliers was calculated using the y position
of the track and the propagation time of light in the scin-
tillator, and the TDC channel number was calculated af-
ter smearing the timing by a Gaussian distribution with
the standard deviation equal to the time resolution.

To simulate the experimental conditions real data
taken by random triggers generated by a pulse genera-
tor, which were regularly collected under various beam
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FIG. 26. Momentum distributions of muons whose last hit
was in (a) M2, (b) M3, and (c) M4. The arrows indicate the
muon selection criteria.

FIG. 27. Momentuin dependences of (a) the detection eK-
ciency of the muon identifier for muons and (b) its probability
of misidentifying pions as muons, where it includes the muon
contribution from the m -+ pv decay in Hight. The solid
curve in (b) shows the result of a Monte Carlo calculation of
the muon contribution from the pion decay before i%5 which
was subtracted from the measured value in (b) to obtain the
probability of misidentifying pions as muons, e
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correcting for the prescaling factor. An and e(PID)n
represent the acceptance and the particle identification
efficiency, and A + — and e(PID) + represent those
for the K&o ~ m+vr decay. C(DAQ) and e(NI) +
are the correction factors for the effects of the dead time
during data taking and of the loss of pions by nuclear
interactions.

It is worth mentioning that the acceptance for each
leptonic decay contributes as a ratio with respect to the
K& ~ m+vr acceptance and that the corrections for
the acceptances and the particle identification eKcien-
cies follow up changes in the running condition, because
they were calibrated by using the data simultaneously
collected in the experiment.

FIG. 28. Beam intensity dependence of the yield of
KL, m 7r+7r events (1V ) per beam pulse. The solid line
represents the results from a calculation with accidental hits
in the drift chambers and the hodoscopes of randomly trig-
gered events at various beam intensities superposed on Monte
Carlo events. The dotted and dashed lines represent those
from the calculations without this superposition and with su-

perposition only on the hodoscope hits, respectively.

conditions, were superposed onto the Monte Carlo data.
The superposition was made for the drift chamber and
hodoscope data. When the same wire or counter had
both real and accidental signals, the earlier signal in tim-
ing was taken. Monte Carlo events were reconstructed by
the same tracking programs used for the actual events,
and were checked by the same selection criteria. Figure
28 shows the number of KL ~ ~+~ events per beam
pulse for various primary beam intensities. The yields
were not proportional to the primary beam intensity due
to the fact that the tracking eKciency depended on the
counting rates of the detectors, but they were well repro-
duced by the Monte Carlo calculations including those
for which randomly triggered data collected at the corre-
sponding primary beam intensity were superposed.

Number of K~ W 7r+m events

Figure 29 shows a plot of the effective mass (M + )
vs the collinearity angle squared (82) for a representa-
tive sample of 1000 sr+sr events. Most of the events are
clustered around the point M + — ——M~o and 0 = 0,
which corresponds to the K& ~ vr+vr decay. Figures
30(a) and 30(b) are the M + — distribution for all vr+7r

events for 0 & 3 mrad and the 8 distribution for
493& M + — & 502 MeV/c, respectively. The distribu-
tions were well reproduced by a Monte Carlo calculation
which simulated the Kl —+ sr+sr decay. The resolutions
for M + — and 8 were 1.28 MeV/c2 and 0.92 mrad2, re-
spectively. The fiducial region for the KL —+ m+m decay
as well as for the KL —+ Ll' decays was defined as the re-
gion bounded by 493& M + —(Mn ) & 502 MeV/c and
0 ( 3 mrad . The acceptable M + —and 0 ranges were
more than three times their resolutions. A slight shift of
the M + — peak and the small tail in the low mass re-
gion were observed. Some contribution to the tail was
expected from the KLe —+ m+x p decay [22,23] as shown
in Fig. 31. In order to find a reason for the shift we tried
to extend the fringe field of the first spectrometer mag-
net into the decay volume. The field strength of about
1 G m was enough to cause the same amount of shift of

IV. EXPERIMENTAL RESULTS

A. Sensitivities for the branching ratios

A single-event sensitivity for each KL -+ ll' (l, l' rep-
resent charged leptons) decay, XsEs(KI ~ ll') was ob-
tained by using the number of the KL —+ m+vr events
as the normalization factor:

1 A + —e(PID) +
AsEs(KI ~ ll ) =

xC(DAQ)e(NI) +

xB(KI m sr+~ ), (10)

where B(KLe ~ 7r+vr ) is the branching ratio of the
Kr ~ vr+m decay, (2.03 + 0.04) x 10 [9]. 1V +
is the number of the observed KL —+ 7r+vr events after
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FIG. 29. Scatter plot of M + vs 8 for representative
10 m+ m events.
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FIG. 31. Semilog plot of the distribution of M + with

8 & 3 (mrad) for all the m+n events. The distribution with
the error bars shows the result of a Monte Carlo calculation
for both KL —+ 7r+vr and KL —+ 7r+m' p decays. The circles
in the lower mass region represent the contribution only from
the KL, m 7r+~ decay.
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FIG. 30. Distributions of (a) M + with 8 & 3 (mrad)
and (b) 8 with 493& M + & 502 MeV/c for all the 7r+7r

events. The solid lines are the distributions of the Monte
Carlo Kl. ~ 7r+vr events normalized to contain the same
number of events in the fiducial region.

the peak position. However, no adjustment was made
for the shift, since the shift was too small to change the
acceptances.

The number of sr+sr events in the fiducial region was
1.588 x 10 . The number of background events was es-
timated to be 1.5 x 10 by averaging the numbers of
events in the 9 MeV/c2 wide regions adjacent to the mass
fiducial boundaries: 484& M + — & 493 MeV/c2 and
502& M + — & 511 MeV/c with 8 & 3 mrad2. The
number of KL ~ 7r+7r events was determined to be
1.573 x 10 by subtracting the background events from
the events in the fiducial region. It was corrected for the
prescaling factor of the vr+m trigger, and N + —was de-
termined to be (6.374+0.017+0.060) x 107. The first un-
certainty was the statistical fluctuation (0.26'%%uo) and the
second one is the systematic uncertainty due to the back-
ground subtraction (0.94'%%uo). The number of background
events itself was used as the systematic uncertainty due
to the subtraction.

As a check of N + — the number of KL ~ m+7r

events was also calculated. from the vr+~ mass distri-
bution without requiring particle identification. The dis-
tribution was previously shown in Fig. 20(a). The back-
ground distribution was calculated by a Monte Carlo
calculation, where the contributions &om both K,3 and
Kp 3 decays were normalized to the yield. s in the regions
470 & M ~ & 485 MeV/c and 510 & M + — & 525
MeV/c, as described previously. The number of Klo —+

7r+7r events without particle identification, N +, was
obtained from the number of events in the fiducial re-
gion (1.809 x 10s) after subtracting the background of
1.20 x 10 events. Using the prescaling factor and the
pion identification efIiciency of 0.937, N +I was found
to be 6.41 x 10, which agreed with N + — within the
systematic uncertainty.

The K& contamination due to neutron interactions and
the regeneration by the residual gas in the decay chamber
were estimated to be less than 10 and 10 of N~+~-,
respectively. Figure 32 shows the proper time distribu-
tion of the K& ~ 7r+m events. It was well reproduced
by a Monte Carlo calculation assuming the KL mean life
of 51.7 nsec.

2. Acceptance

The acceptance comprised the geometrical acceptance,
the track reconstruction efIiciency including the efFect of
the track quality cuts, the correction for the fiducial and
event cuts.

The geometrical acceptance for each two-body decay
was calculated. by a Monte Carlo calculation. Since all
four decays were similar in the decay kinematics, most of
the efFects such as those due to the position cuts to define
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The corrections and their errors for the event cuts de-
scribed in Sec. IIID were very small, because these cuts
were quite loose and passed more than 99% of the gen-
uine events. The requirement for the muon momentum
to be greater than 1 GeV/c reduced the acceptance for
the Kl -+ pe and pp decays by 7.2 and 11%, respec-
tively. The values of the acceptance ratios thus obtained
and used for the calculation of the single-event sensitiv-
ities were A + —/A„, = 1.072 6 0.011; A + /A„
1.067 + 0.011; and A + /A» ——1.191j0.013.
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FIG. 32. Distribution of the proper time of the parent par-
ticle for all m+vr events. The distribution with error bars
shows the results of a Monte Carlo calculation with the KI
mean life of 51.7 nsec.

the track acceptance were common to all decay modes
and were nearly equal, and by taking the ratio of the
geometrical acceptance for each leptonic decay to that
for the Kg -+ rr+rr decay (A + —/A~~ ) they canceled
out. However, since there were slight differences among
the decay modes in the distributions of particle momen-
tum, etc. , the localized detector inefBciencies had slightly
different effects on the acceptances. Actually these differ-
ences were very small. For example, the effect of the dead
wires, the number of which was at most 10 out of 4864
wires, was taken into consideration in the calculation, but
its efFect on the relative acceptances was negligibly small.
The decreased eKciency of the drift chambers and the ho-
doscopes in localized regions due to accidental hits were
also included in the calculation by superposing the ran-
domly triggered data, but it was found to affect little the
relative acceptances &om a comparison between the cal-
culations with and without the superposition. These cor-
rections to the relative acceptances amounted to about
1'%%uo altogether.

The tracking efEciency was checked by analyzing
Monte Carlo events with the superposition of the data
collected under various beam conditions by the same
tracking method. Although the tracking efEciency for
each decay depended on the beam condition, the ratio
was stable against it. The efFect of the track y cut was
negligibly small and the AUD was investigated by taking
the double ratio (rI„,/q~)q~r~/(rt„, /rt„)Mc by using the
track samples kom the %~3 decays as described previ-
ously.

The percentages of events which fell in the fiducial re-
gion among the reconstructed events were obtained from
a Monte Carlo calculation to be 94.7+01, 97.8 + 0.1,
97.0 + 0.1, and 98.2 + 0.1% for the K& -+ rr+rr, pe, ee,
and pp decays, respectively. The larger correction for the
KL —+ m+vr decay was due to the relatively large effect
of the pion decay in flight. The differences in the fiducial
region acceptance among the leptonic decays were very

8. Correction for dead-times dier'ence

The dead time occurred due to the inhibition of a trig-
ger during the busy time of the data-taking system to
process the data initiated by the trigger just prior to it.
The dead time occurred typically 5% of the data taking
time and it was essentially common to all triggers. How-
ever, the dead-time correction for the K& ~ sr+sr decay
was slightly different from those for the other decays be-
cause of the prescaling of the trigger. The sr+sr trigger
after prescaling had a periodic time structure. If the
inhibition was applied after prescaling, the sr+a trigger
was seldom inhibited by the previous sr+sr trigger. Dur-
ing the first three-quarters of the running time inhibition
was applied after prescaling, and the dead time for the
m+m trigger was a little shorter than those for the other
triggers. The correction for these different dead times
was estimated by using the average dead time and the
ratio of the a++ trigger rate to the sum of the other
trigger rates. In the last quarter of the running period
inhibition occurred before prescaling and the dead time
was the same for all triggers. The correction for the dif-
ferent dead times for the whole sample, C(DAQ), was
1.013 + 0.003.

Pion loss by nuclear interactions

Since the pion interaction cross section was large in the
energy range of the present experiment, the correction for
pion nuclear interactions was an important correction.
The interaction effect was separately investigated in two
regions: the up- and downstream regions of W5.

If interaction occurred in the upstream region of R 5,
most of the tracks which underwent nuclear interactions
were removed by the track quality cuts. Since there was
very little material in it, the fractional loss of pions by
nuclear interactions was very small and we estimated it
to be (6.6 + 1.3) x 10 using the total cross section.
The uncertainty originated from the ambiguities in the
effective thickness of the material and the variation in
the cross section.

In the downstream region from R'5 to H2, the thick-
ness of the material amounted to 9.7 x 10 nuclear
collision lengths. The main material was the 1.5-cm-
thick aluminum frame to support the mirrors of the gas
Cherenkov counter. Not all the tracks which had nuclear
interactions in this region were removed by the trigger
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and the track analysis. The loss depended on the z posi-
tion of the material with respect to the positions of Hl
and H2, the pion momentum and the elastic and inelas-
tic differential cross sections. The loss was not small and
could not be easily estimated by a simple calculation.
Therefore, a special run in which we used the pions from
the K 3 decay was performed. In one arm an electron was
required so as to select the K 3 decay a pion was tagged
in the other arm. In the pion arm only an 01 hit was re-
quired at the trigger stage. In the ofF-line analysis the re-
constructed events without an H2 signal along the track
in the pion arm were counted to estimate the loss due
to nuclear interactions. Figure 33 shows the momentum
dependence of the loss of pions by nuclear interactions
obtained by this measurement. The open circles repre-
sent the result of a calculation using FLUKA [24], which
is a Monte Carlo program developed at CERN for the
nuclear cascade process. The detection efBciency of the
H2 counter was calibrated by using an electron sample in
the minimum bias run, where the hodoscope coincidence
was not required in the trigger. It was 99.5 + 0.3'%%uo af-
ter correcting for the electromagnetic interaction in the
material before H2.

The overall correction for the pion loss by nuclear in-
teractions for the KL ~ m+vr decay, e(NI), was ob-
tained by integrating the momentum-dependent loss over
the pion momentum spectrum in both arms, and it was
0.937 + 0.006. The error included the statistical error
of the calibration sample and the systematic error which
was estimated &om the ambiguities in the determination
of the geometrical edges of each H2 counter.

The corrections and their uncertainties described
above are tabulated in Table II. Using these values
the single event sensitivities for the Kl —+ p,e, ee, and
yp, decays were calculated to be (4.08 6 0.11) x 10
(4.14 + 0.11) x 10, and (4.42 + 0.12) x 10, respec-
tively. The error in each single-event sensitivity was cal-
culated by adding all uncertainties in quadrature.

B Km~ m pe

Figure 34 shows a scatter plot of M„, vs 0 for the pe
events. The fiducial region is indicated by the solid lines.
No event is seen in the fiducial region.

In order to study the background a scatter plot of M„,
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FIG. 33. Momentum dependence of the nuclear interaction
loss due to the material in the region between H1 and H2.
The distribution with the error bars is the experimental data
and the open circles indicate the result of the FLUKA simula-
tion.

vs P& is shown in Fig. 35, where Pq is the transverse mo-
mentum of the pe system with respect to the target-to-
vertex direction. Figure 36(a) shows a histogram of M„,
with Pq ( 20 MeV/c. In the figure the results of a Monte
Carlo calculation are superposed. The crosses indicate
the contribution from the Kl —+ 7rev decay whose pion
was misidentified as a muon. This is a dominant source
of the background in the lower effective mass region, but
it rapidly decreases near the kinematical limit of 483.4
MeV/c . The open circles indicate the contribution from
the vr ~ pv decay of the pion from the K& —+ vrev de-
cay in the decay chamber. This contribution extends to
the higher mass region, because the vr ~ pv decay in
the forward direction boosts the momentum of the muon
beyond that of the parent pion. The sum of these two
contributions is shown by the solid circles with error bars.
These Monte Carlo events were normalized to the num-
ber of Kl ~ 7r+vr events. The background in the mass
region below the 6ducial region is well explained by this
sum.

However, there was an excess of events in the high
mass region as seen by comparing Fig. 36(b) with Fig.

TABLE II. Numerical factors used for the calculation of the sensitivities.

Factor
N +
A + /Arri
~(PID)
e(PID) „,
C(DAQ)
e(NI) +
B(K w 7r+7r )

KL mme

1.072 + 0.011

0.744 + 0.005

Value

KL, M cc
(6.374 + 0.062) x 10"

1.067 + 0.011
0.937 + 0.003
0.730 + 0.004
1.013 + 0.003
0.937 + 0.006

(2.03 + 0.04) x 10

1.191+ 0.013

0.763 + 0.006

10 XsEs(KI, ~ ll ) (4.08 + 0.11) x 10 (4.14 + 0.11) x 10 (4.42 + 0.12) x 10
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the spectrometer with accidental hits in the drift cham-
bers and hodoscopes. The sensitivity of the calculation
is 3.2 times higher than that of the experiment. The
calculated events in Fig. 37(a) well reproduce the ex-
perimental events around the fiducial region as shown in
Fig. 35. The number of events expected in the region
M„, ) 490 MeV/c and Pt, ( 25 MeV/c with our ex-
perimental sensitivity is 24 including the 8 events &om
the m —+ pv decay in the decay chamber. It is consistent
with the experimental number of 36 within their statis-
tical fluctuations. The number of background events ex-
pected in the fiducial region from the a ~ pv decay in
the decay chamber was less than 0.1 and that from the
pion decay in flight in the spectrometer region was zero
even with the 3.2 times the experimental sensitivity as
shown in Fig. 37(a).

FIC. 34. Scatter plot of M„, vs 8 for the pe events. The
box indicates the boundary of the fiducial region.

35. In the region M„, ) 490 MeV/c and Pt ( 25 MeV/c
the number of experimental events is 36 and that of the
calculation is 8. One of the sources for these high mass
events could be due to double misidentification of both
charged particles in the K& -+ mev decay: the pion as an
electron and the electron as a muon. This background
was strongly suppressed due to the small probability of
such particle misidentification. The number of back-
ground events due to double misidentification expected
in the fiducial region in our experimental sensitivity was
5.2 x 10 . The other source was the vr ~ pv decay in
the spectrometer which was followed by a mismeasure-
ment of the track momentum due to accidental hits in
the drift chambers. This background was more highly
suppressed by the track quality cuts than that due to
the m ~ pv decay in the decay chamber. However, it
can produce events with high pe effective mass. Figures
37(a) and 37(b) are scatter plots of M&, vs Pq and M&,
vs 0, respectively. They show the result of a Monte
Carlo calculation which simulated the m —+ pv decay in
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FIG. 35. Scatter plot of M~, vs P~ for the pe events.
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FIG. 36. (a) Distribution of M~, with Pt, ( 20 MeV/c for
the pe events. The histogram and the distribution with the
error bars are the results from the data and from the Monte
Carlo generated KL ~ vrev events, respectively. Two com-
ponents of the Monte Carlo generated events are also shown:
the pion misidentification by the muon identifier by x and
the pion decaying to a muon in the decay chamber by o. (b)
Scatter plot of M„vs P~ for the same Monte Carlo generated
Kl. ~ vreu events as those used in (a).
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The high mass boundary of the real events in Fig. 35
increased with Pq, and. this trend is also seen in the Monte
Carlo plots in Figs. 36(b) and 37(b). This is quali-
tatively consistent with the above estimation that the
dominant source of the background is the mismeasure-
ment of the track momentum, which generally increases
the effective mass with the resultant increase in Pq. This
feature is quite different &om the background &om the
double misidentification shown in Fig. 38.

Since no event is seen in the fiducial region not only
in the experimental data but also in the calculation
which explained the background well, we set an upper
limit on the branching ratios at 90% confidence level as
B(KIo ~ pe) ( 9.4 x 10 ii, using the single-event sen-
sitivity given in the previous section. The error in the
estimation of the sensitivity which affects the upper limit
[25] was negligibly small.
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Figure 39 shows a scatter plot of M,+~- vs 0 for the
e+e events. There is one event in the fid.ucial region. A

FIG. 38. Scatter plot of M„, vs P~ for the Monte Carlo gen-
erated KL, —+ vrev events with double misidentification vr ~ e
and e —+ p, . The sensitivity of the calculation corresponds to
3.3 x 10 times that of the experiment.
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few events in the mass region below the fiducial region
suggested that the one event might be in the tail of the
structure in the low M,+,— region. Therefore, a plot of
M, vs Pq in an extended mass region as shown in Fig. 40
was checked. No kinematical cut was applied to select the
high mass events in the early stage of the track analysis
for the e+e events. This procedure was different &om
those for the other decay modes.

In the extended plot there were two structures: many
events thickly clustered in the region of the effective mass
below 470 MeV/c2 and a considerable number of events
were scattered in the region between 470 MeV/c2 and
the Ki mass. There was no event above the KL mass.
The high M +,— boundaries of both structures decreased
with Pq. This feature indicated that these events came
&om the Ki decays associated with missing particles of
light mass. In this case the larger the missing energy be-
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FIG. 37. Scatter plots of (a) M„, vs 8 and (b) M„~ vs R
for the Monte Carlo generated KL, —+ vrev events with the pion
decaying to a muon in the spectrometer. The sensitivity of the
calculation corresponds to 3.2 times that of the experiment.
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FIG. 39. Scatter plot M + vs 8 for the e+e events.
The box indicates the boundary of the Mucial region.
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comes, the larger is the missing Pq. The source of the low
mass cluster was the KL ~ vrev decay whose pion was
misidentified as an electron. The high mass edge which
was around Pz ——0 and M +, = 470 MeV/c was equal
to the end point of the e+e mass in which the pion from
the KL ~ aev decay was misidentified as an electron.
The KL —+ eel decay with a missing gamma is a possible
source of events above 470 MeV/c . Figure 41 shows the
e+e mass distribution for events with P& & 20 MeV/c
together with the results of a Monte Carlo calculation for
the K& ~ vrev and KL ~ eel decays. In the calcula-
tion for these two decays the number of events generated
was normalized to the number of KL —+ m'+sr events.
The correction for the misidentification, vr ~ e, was
(1.31 + 0.08) x 10 4, which was calculated by averaging
the particle identification eKciencies over the acceptance
of the KL ~ vrev decay. The Kl ~ eel events were gen-

crated using the equations given by Bergstrom et al. [26],
in which the parameter o.~: 0 28 0079 quoted &om
two previous experiments [27,28] was used. In the low

mass region the distribution was well reproduced by the
calculation. However, it suggested the presence of con-
tributions &om other sources above 470 MeV/c . The
contribution from the K& —+ e+e e+e decay was cal-
culated using the equations given by Miyazaki and Taka-
sugi [29] based on the double internal conversion process
of the Knoll-Wada formula [30]. The validity of this for-
mula was confirmed by Samios et al. [31) for a similar
decay, vr —+ e+e e+e

Figure 42 is a scatter plot of e+e events obtained by a
Monte Carlo calculation which included the K& -+ vrev,
eel, and e+e e+e decays at a ten times the sensitivity
of the experiment. The general shape of the Monte Carlo
generated distribution is quite similar to the distribution
of the actual data. The high mass events were explained
by the sum of the contributions from the KL ~ eel and
K& M e+e e+e decays.

The expected number of the background events in the
KL —+ ee fiducial region was 0.1 The one event in the
fiducial region for the Kl —+ ee decay cannot be distin-
guished from the contribution due to the high mass tail of
the M + — distributions from the KL ~ eel and KL ~
e+e e+e decays at the level of our experimental sensi-
tivity. Therefore, we set an upper limit on the branching
ratios of Klo ~ ee as B(KI —+ ee) & 1.6 x 10 at 90%
confidence level which corresponded to the 3.9 event sen-
sitivity.

Ks ~ +e e+e

There were 18 and 6 events in the regions M,+ —) 470
MeV/c and M,+,— ) 480 MeV/c, respectively. No
event was expected from the KL ~ mev decay there.
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FIG. 41. M + distribution for events with Pq & 20
MeV/c. The solid and dotted curves show the contributions
from the Kl. —+ xev and Kl. —+ eel decays, respectively.
These curves are the results of Monte Carlo calculations nor-
malized to the observed number of Kl. —+ m+m events.

FIG. 42. Monte Carlo generated M + vs P~ plot with
ten times the sensitivity of the experiment. The dots indicate
events from the KL, —+ vrev decay, the crosses those from
the KL, ~ eel decay, and the open circles those from the
KL, ~ e+e e+e decay.
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The numbers of events expected from the KL —+ eel de-
cay were 4.4 + 0.9 and 0.8 + 0.2 in those two regions, re-
spectively. These values together with their errors were
obtained by using the averaged value of the branching
ratios obtained by the two previous experiments [27,28].
Another possible source of these events is the external
conversion of p's &om the Kl ~ eel and Ki —+ pp
decays. The numbers of events expected in the regions
M,+,— & 470 MeV/c and M,+,— & 480 MeV/c from
external conversion was estimated by a cascade shower
calculation to be 0.45 and 0.20 events kom the Kl —+ eel
decay and 0.19 and 0.06 events from the K& ~ pp de-
cay. The smallness of the contributions from the external
conversion was due to the small thickness of the mate-
rial in the spectrometer region. The distribution of the
closest distance between two tracks, D „q „, for these 18
events is shown in Fig. 43. It is similar to that for the
Ki —+ vr+7r decay. The background from the double
misidentification of a pair of hadrons, which were pro-
duced in the decay chamber by the interaction of the
neutral beam with the residual gas, was estimated to be
at most 0.01 event in the region M,+,— & 470 MeV/c .

After subtracting the background contributions from
the KL ~ eel decay and external conversion we es-
timated the branching ratio of the KL —+ e+e e+e
to be (6 + 2 + 1) x 10 using 18 events in the region
M,+,— & 470 MeV/c, and (7 + 3 + 2) x 10 s using 6
events in the region M,+,— & 480 MeV/c . The first
error is statistical and the second systematic. The sys-
tematic error was estimated by the quadratic sum of the
following errors. There were 3 and 5% uncertainties in
the acceptance calculation and 8 and 7% uncertainties in
the background subtraction in the regions M,+,— ) 470
MeV/c and M,+ — & 480 MeV/c, and 1% uncertainty
in particle identification for both regions. In the fidu-
cial region for the KL ~ ee decay, about 0.1 event was
expected &om the KI -+ ee decay assuming the branch-
ing ratio given by the standard model. Therefore, the
one event in the KL ~ ee fiducial region was included
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FIG. 44. Dependence of the acceptance on x, the e+e
mass divided by the Kl, mass (M +,—/M&&0 ).
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Figure 45 shows a scatter plot of M&& vs 0 for the
pp events. Figures 46(a) and 46(b) are an M» distri-
bution for which 0 ( 3 mrad, and a 0 distribution in
the region 493( M» ( 502 MeV/c . A peak centered
at the Kl mass and 0 = 0 mrad is clearly separated
&om the background and a Monte Carlo calculation well
reproduces both distributions.

The background seen in the region M» ( 490 MeV/c
was explained by two sources from the KI —+ vrpv decay
in the same way as done for the KI —+ pe mode. One was

in the systematic uncertainty for the estimation of the
branching ratio of the Kl ~ e+e e+e decay. Figure
44 shows the dependence of the acceptance on M +,—

which would be important for the theoretical analysis of
the decay process, particularly for the study of the form
factor.
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FIG. 45. Scatter plot of M» vs 0 for the p,p events. The
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due to vr ~ p misidentification and the other due to the
vr ~ pv decay in the decay chamber. The background
above 490 MeV/c was due to the decay in Right in the
spectrometer of the pion from the KI ~ 7rp, v decay and
to the double misidentification of both the pion and the
electron from the KL ~ vrev decay as muons. The num-
bers of events expected from these two sources were 1.5
and 0.7 in the region M» ) 490 MeV/c and 4& 0 & 9
mrad, respectively. These numbers should be compared
with 17 real events in the same region in Figs. 47(a) and
47(b). The source for the excess was thought to be pairs
of hadrons which were produced by the interactions of
neutral particles in the beam with the residual gas in the
decay chamber for the following reasons. There were sev-
eral real events beyond the mass of 520 MeV/c2, which
was the maximum value of the pp mass in the case of
double misidentification of the KL —+ 7rev decay. The
number of events in this mass region for the 0 run was
much larger than that for the 2 run, while the sensi-
tivities for both runs were comparable. The ratio of the
numbers of events in the region M» ) 490 MeV/c and

4& 02 & 9 mrad2 from the 0' and 2' runs was 15/2, and
the ratio of the interaction probabilities for the two runs,
which were estimated by the product of the fraction of
neutrons in the beam, the vacuum pressure in the decay
chamber and the running time, was about 9/1. These
two values are consistent with each other.

The number of pp events in the fiducial region was
179. Assuming a fiat background over 0, we considered
the region bounded by 493 & M» & 502 MeV/c2 and
3 ( 0 ( 9 mrad as a control region. The number of
pp events in the control region was 5, and the number
of real pp events in the same region was expected to be
2.6 from the Monte Carlo calculation. Therefore, the
number of background pp events in the fiducial region
was estimated to be 1.2 [(5 —2.6)/2 = 1.2)]. After sub-
tracting it the number of K& —+ pp events in the fidu-
cial region became 177.8 6 1.34(stat)+1.2(syst), where
the systematic error was the number of the subtracted
events. The branching ratio of the K& —+ pp, decay was
then calculated using the single-event sensitivity to be
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TABLE III. Results of the Ki ~ pp, branching ratio obtained for different muon identification processes. o means that the

identifier information was used and x means that it was not. N» was obtained from the relation N» ——N„„—(N „/2 —1.2) as0 BG

described in the text except for the third column (the second identification process). Iu the third column either of the electron

identifiers were not used, and the main background source is the KL —+ 7rev decay. Therefore, N» in the third column was

estimated by subtracting from N„„a Monte Carlo calculated number of 24.4 which was expected in the fiducial region from

the double misidentification of the pion and electron from the KL ~ vrev decay as muons. The uncertainties of the branching

ratios are statistical.

Muon identifier
Cherenkov

shower counter

NBG

e(PID)„„

179
5
177.8
0.763

215
39
190.6
0.799

185
11
180.8
0.790

190
7
187.8
0.796

179
5
1?7.8
0.766

N~„/e(PID)» 233.0

10 B(KI, m tip) (7.9 + 0.6) x 10

238.6

(8.1 + 0.6) x 10

228.9

(7.7 + 0.6) x 10

236.1

(8.0 + 0.6) x 10

232.2

(7.9+ 0.6) x 10

[7.9 6 0.6(stat) +0.2(syst)] x 10
The reliability of the above value of the branching ra-

tio was verified by the following checks. The difFerence in
the branching ratio value between the two running peri-
ods was within the error. Using the KL ~ ~+a sample
obtained by requiring the parallel trigger coincidence for
the hodoscopes in an ofF-line analysis the value of the
branching ratio changed to (8.0 + 0.6) x 10 which was
consistent within the systematic error. The branching ra-
tios were calculated separately in three Kl momentum
regions, and they were consistent with each other within
the errors. The branching ratio was calculated by chang-
ing the particle identification process as summarized in
Table III. The resultant values were all consistent with
the value obtained by the process used in our analysis
within the systematic error.

V. SUMMARY AND DISCUSSIONS

We have performed a high-sensitivity search for the
KL ~ pe and ee decays, and a precise measurement of
the branching ratio of the KL —+ pp decay. The upper
limits for the branching ratios of the K&o ~ p,e and. ee
decays were 9.4 x 10 ii and 1.6 x 10 io at 90% con-
fidence level, respectively. The branching ratio of the
KLo ~ pp decay was [7.9 + 0.6(stat)+0. 2(syst)] x 10
The branching ratio of the KL ~ e+e e+e decay was
estimated &om the e+e sample to be

Q(KL -+ e+e e+e ) = [6+ 2(stat) + 1(syst)] x 10

for M,+,— & 470 MeV/c2 and [7+3(stat) +2(syst)] x 10
for M,+,— & 480 MeV/c .

The upper limit for the K& ~ pe decay has been sig-
nificantly improved by E791 at BNL [14] and our exper-
iment over the previous value of 1.9 x 10 [11]. The
present value gives a lower limit of about 100 TeV/c for

the mass of the horizontal gauge boson. Most models,
which are based on a naive model of the extended tech-
nicolor, can be excluded by the present result, because
they predict the branching ratio of the KL ~ pe decay to
be around the previous experimental limit. Although the
rare muon decays [32] involving a lepton-fiavor-changing
process will give a more stringent limit for some models,
the K& —+ pe decay is complementary to them, because
the generation number is conserved in the kaon decays
but not in the muon decays. The lepton-flavor-changing
kaon decay, K+ ~ ~p, e [33], is complementary to the
Ki ~ pe decay. The former probes a scalar or vector
interaction and the latter a pseudoscalar or axial-vector
interaction.

The most serious source of the background for the
Kl ~ pe decay was the decay in flight in the spectrom-
eter of the pion from the KI ~ vrev decay followed by a
mismeasurement of the track momentum due to acciden-
tal hits in the drift chambers and hodoscopes. In order to
reduce this background a more redundant measurement
of the tracks should be made in future experiments with
higher sensitivities.

The upper limit for the Kl ~ ee decay was also im-
proved by E791 [14] and by us over the previous value
of 1.2 x 10 [12]. The unexplored branching ratio re-
gion up to the value predicted by the standard model,
(3—5) x10 i2, has been narrowed considerably by the
present upper limit. It sets a good constraint on mod-
els which can avoid helicity suppression. In the search
for the KL ~ ee decay we have found that the main
background comes from the KL ~ e+e e+e decay
and estimated its branching ratio using high e+e mass
events. The present value of the branching ratio of the
K& ~ e+e e+e decay is consistent with the previous
ones: (4+3) x 10 s by Barr et al. [34] based on 2 events
and (3.07+ 1.25 +0.26) x 10 by Vagins et al. [35] based
on 6 events, and is also consistent with the recent value
of (3.96+ 0.78+ 0.32) x 10 s by Gu et al. [36] based on
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27 events. All these data by other groups were obtained
from measurement of the four-electron final state, and
the mass of each e+e pair is not so large as the present
one.

The Kl ~ e+e e+e decay would be more useful for
an estimation of the long-distance effect in the KL —+ pp
decay than the KL —+ eel decay currently used [37]. The
form-factor effect, which is important for the estimation
of the long-distance effect, would be large in the high
M,+,— region which was covered by the present experi-
ment. The Bat dependence of our detection acceptance
on M,+,— will provide useful information for the form
factor analysis.

The time-ordered. plot of the measured branching ratio
of the Kl —+ pp decay is shown in Fig. 48 together with
the unitarity limit. The present value is larger than the
unitarity bound even though it is statistically consistent
with it. If we use our value, we could estimate that the
top-quark mass should be less than 280 GeV/c . How-
ever, the top quark mass value depends on theoretical
models [37,39—41] used in the estimation of the long-
distance effect. We expect that such theoretical ambi-
guity will be reduced in future by an extensive study of
the long-distance effect using more abundant data of the
decays KL M eel KI ~ ppp~ Kl M e+e e+e and
'9 ~ PP.

20
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FIG. 48. Time-ordered plot of the KL, —+ p p, branching
ratios obtained by all experiments up to the present time.
The horizontal lines show the unitarity limit and its allowed
range; the solid line shows its mean value and the dotted lines
show its allowed range due to the experimental uncertainty
of the KL ~ pp branching ratio. The diamond with an error
bar is the result of the present experiment. The results by
the BNL-E791 Collaboration [14] are shown by the circles
with error bars and the others [13] are shown by the bars.
The arrow shows the upper limit (90'%%uo C.L.) by Clark et al.
[11].
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