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It is well known that Dirac quantization of gauge theories is not, in general equivalent to reduced
quantization. When both approaches are self-consistent some additional criterion must be found
in order to decide which approach is more natural, or correct. Now, in most cases quantization
on the physical degrees of freedom is properly curved-space quantization, with a curvature that is
neither constant nor Ricci flat. In a series of two papers, this being the first, we show that, unlike
reduced quantization, Dirac quantization (acting in the physical Hilbert space) corresponds in a
natural way to such a curved-space quantization scheme, and has remarkable similarities with other
curved-space quantization schemes proposed elsewhere. We begin here with an in-depth analysis
of the geometry of the classical configuration space of gauge theories. In particular, the existence
of a metric on the full configuration space establishes a Yang-Mills connection with respect to the
orbits—we emphasize the importance of this connection, as well as the condition the gauge theory
must satisfy in order to define it. We also discuss, in Kaluza-Klein-like fashion, three Levi-Civita
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connections, their associated Ricci tensors, and interrelationships among them.

PACS number(s): 11.15.—q, 03.65.Ca, 03.70.+k, 11.10.Ef

I. INTRODUCTION

This is the first in a series of two papers addressing the
question of Dirac versus reduced quantization of gauge
theories, which has been a point of contention in the re-
cent literature [1-6]. It is well known that gauge theories
play a prominent role in our current understanding of na-
ture, so it is important to understand both their classical
and quantum structures in detail (see, e.g., [7,8]). At
the classical level the Lagrangian is invariant under lo-
cal gauge transformations, which means that, on the full
space of instantaneous configurations, M, not all points
are physically distinguishable: there are redundant, or
gauge degrees of freedom. These manifest themselves as
the orbits of a symmetry group (the gauge group) act-
ing on M. The space of such gauge orbits represents the
physical degrees of freedom, and is called the reduced
configuration space m. In this latter case there is no
explicit remnant of the original gauge structure, and the
theory can be quantized using “standard” canonical tech-
niques on the phase space associated with m. This is
called reduced quantization.

Dirac quantization [9], on the other hand, seeks to
quantize on the phase space associated with M, initially
ignoring the gauge structure. The latter manifests itself
as constraints (linear in the momenta), which are then
realized as operators and used to select a subset of phys-
ical states from the full set of quantum states. The other
operators (such as the Hamiltonian), restricted to act on
the physical state space, endow it with a Hilbert space
structure. It is well known that these two approaches,
Dirac versus reduced, generally lead to distinct quantum
systems [1-6]. It is even known that this difference can be
understood as a factor ordering ambiguity of the Hamil-
tonian acting on the physical Hilbert space [6]. In this
series of papers we will further illuminate the geometri-
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cal significance of this ambiguity, and provide clues to its
resolution.

The first paper addresses classical aspects of the prob-
lem, in particular, the rich geometry of the configuration
space of gauge theories, which lays the foundation for the
quantum analysis given in [10] (hereafter referred to as
IT). We begin with a brief introduction to gauge theories,
as defined through the action of a gauge group on the
full configuration space. Classical reduction is then dis-
cussed using a basis of vector fields and one-forms on M
adapted to the gauge orbits, i.e., the basis is split into
“horizontal” and “vertical” parts (the orbits being ver-
tical). Naturally there is some overlap with [2], a series
of papers by Kuchaf which develops this in detail. How-
ever, here we emphasize the role of the horizontal basis in
establishing a nontrivial Yang-Mills connection on M, as
well as the consistency condition the gauge theory must
satisfy in order to admit this type of connection.

Now, if the full configuration space M comes equipped
with a Riemannian metric G, as we assume here, then
there exists a natural horizontal basis: the orthogonal
complement of the vertical basis. Natural as it may be,
there is no a priori reason for this horizontal basis to
satisfy the consistency condition mentioned above; we
emphasize that an additional relation must exist between
the metric and the gauge structures of the theory.!

The metric G on M induces a metric on the reduced
configuration space m, as well as one along the or-
bits themselves. These three metrics give rise to three
Levi-Civita connections, which we calculate and com-

'In the Dirac quantization discussed in II we will see that
this relation plays a role in the kinetic energy operator being
a quantum observable.
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pare. Furthermore, we determine the three associated
Ricci tensors, and in Kaluza-Klein-like fashion illumi-
nate the interrelationships amongst them, as well as the
Yang-Mills curvature. These results are illustrated using
Kuchai’s “helix model” [3] as an example. While also
of intrinsic interest, the results of this paper are used in
the quantum analysis in II to establish a link between
the Dirac versus reduced factor ordering ambiguity and
issues of curved-space quantization.

II. GAUGE THEORIES

We begin with a brief description of the type of gauge
theory to be considered here, chiefly to introduce nota-
tion. We counsider a classical system whose set of configu-
rations at any instant of time is naturally represented by
a manifold M with local coordinates Q4, A=1,...,N,
called the full configuration space. In a gauge theory
this representation is “reducible:” not all points on M
correspond to physically distinct configurations. This
manifests itself as the action of a Lie group (the gauge
group) on M via diffeomorphisms generated by a basis
set {¢a = ¢20/0Q*} of gauge vector fields (a ranging
from 1 to C, the dimension of the group). These vector
fields are surface forming:

[¢a, ¢ﬁ] - f‘yaﬂ(b'r ’ (1)

where the f7,5 are the structure constants of the group.2
Thus, assuming the ¢, to be linearly independent, they
span a C-dimensional subspace of the tangent space
ToM at each point Q € M, and these subspaces are
integrable, yielding a foliation of M by so-called gauge
orbits. This establishes the projection 7 : M — m. All
points in a given gauge orbit represent physically indis-
tinguishable configurations, and the space of orbits, m,
is called the reduced configuration space.? Local coordi-
nates ¢%, a = 1,...,n = N—C, on m label the physically
distinct configurations of the theory.

In the Hamiltonian analysis the geometrical setting
is either the full phase space I' := T*M, with local
canonical coordinates Q4, P4, or the reduced phase space
v := T™*m, with local canonical coordinates g%, p,. In the

2The choice of basis {¢a} is, of course, arbitrary up to lin-
ear transformations with constant coefficients, corresponding
to the same arbitrariness at the Lie algebra level. However,
Kuchaf [2] advocates that the theory should be covariant un-
der arbitrary change of basis at the vector field level, which
would necessitate structure functions—i.e., it is not a par-
ticular basis, but rather the space of vector fields spanned
by it, that is relevant in a gauge theory. We shall entertain
this possibility on occasion, and point out subtleties, but un-
less otherwise noted we assume the “natural” family of bases,
modulo linear transformations with constant coefficients.

3We shall ignore subtleties arising from boundary points
of m (associated with points in M that remain invariant
under the action of the gauge group [11]), or topological
considerations.
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former, the notion of first class constraints linear in the
momenta arises as follows (see, e.g., [12]): Let g label a
point in m, i.e., an orbit in M, and @ € M any point
on that orbit (representing it). Then T;m would be the
space of linear functions of variations, 6Q of @, which
depend only on which orbit the point @ + §Q lies in.
In other words, the allowed momenta P € T5M must
satisfy

(P,6Q + €%¢a) = (P,6Q) Y6Q (2)

where €* are arbitrary infinitesimals. This linear condi-
tion on the momenta is equivalent to the constraints

C(pa) = ¢2P4 =0 Va , (3)

where =~ denotes equality on the constraint surface I'c C
I’ thus defined. The constraints also canonically generate
gauge transformations of states in the full phase space,
which are in fact integrable on I'c. The set of correspond-
ing orbits on I'c comprises the reduced phase space, 7.
An explicit local representation of v as a surface in T’
(i.e., gauge fixing) would depend on which points Q in
M were used to represent their respective orbits g. The
gauge transformations should preserve the constraints, so
the Poisson algebra of constraints should close, i.e., the
constraints should be first class, a condition guaranteed
by (1).

To make this discussion more concrete we now in-
troduce an example, namely, the “helix model” devel-
oped in detail by Kuchaf [3], which will also serve to
illustrate results in later sections. The full configura-
tion space M = R3 is flat, with Cartesian coordinates
Q4 = (X,Y, Z); we may imagine this corresponding to
a nonrelativistic particle of unit mass in ordinary three-
space. Let the one parameter translation group act on
M by helical gauge transformations:

X(A) = X(0) cos(A) — Y (0)sin(A)
Y (X) = X(0) sin(A) + Y (0) cos(A) 4)
ZA)=Z0)+ X .

These are generated by the vector field ¢, = ¢29/9Q4
(x just takes the single value, 1), where

w2@=-20) —(vxy. @

In the extended phase space I' = T*M the “Gauss law”
constraint is

C(¢a) =Pz —YPx +XPy =0 . (6)

With the flat metric G4 = 2B on M, the vector ¢4, be-
ing a combination of translation and rotation, is a Killing
vector.

III. CLASSICAL REDUCTION

Briefly, classical reduction consists of obtaining an ex-
plicit representation of the reduced phase space, v, i.e.,
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a complete set of gauge invariant functions on the con-
straint surface I'c. The Poisson algebra structure and
observables on < are then inherited from the full phase
space. A convenient way to understand this process is
to introduce coordinates (see, e.g., [6]) or other objects
(see, e.g., [2]) adapted to the orbit structure = : M — m.

For gauge theories with constraints linear in the mo-
menta the bulk of the task is really just finding an explicit
representation of the reduced configuration space. Thus
suppose we can find a set {¢®} of independent gauge in-
variant functions on M:

¢aq® =0 Va,a . (M

These are of course just the pull back under 7 of coordi-
nates (with the same name) on m, and serve as a subset
of coordinates on M, labeling the orbits. The coordinates
can be completed by any set {F*} of independent gauge
variant functions, whose “Faddeev-Popov” matrix

Fg = ¢0Fﬁ (8)

is nondegenerate on M. The F* label points within a
given orbit, and any surface m defined by F* — C* =0,
where C'® are constants, may be used as a local represen-
tative of m (although such explicit gauge fixing will not
be necessary here).

This establishes a coordinate basis of one-forms
(dg®,dF®) and vector fields (8/8¢%,8/0F*), from which
we can construct any other (generally nonholonomic) ba-
sis of one-forms e? := (e?,e*), and dual vector fields
wy := (Wa,Wq). There already exist some natural
choices to begin such a construction, namely, e* = dg°,
the pull back (under 7) of the coordinate one-form on
m with the same name, as well as w, = ¢, which span
the orbits and define the action of the gauge group on
M. With these choices the condition (e, wg) = 53 de-
fines the remainder of the basis elements, up to a set of
one-forms A® = ASdg® :

a _ ja a _ o A
e* =¢% + A%, w, = 3 ASda - 9)
Here
(o3 —_ a -— 3
¢* = (F~1)3dF? or (F l)gd’ﬁ:aﬁ ; (10)

i.e., the inverse Faddeev-Popov matrix is an integrating
factor which Abelianizes the constraints. (This can al-
ways be done [13].) The choice of the functions AY on M
controls the “vertical” piece of the “horizontal” vectors
W,, and we leave this arbitrary for now.

A classical observable is a function on the full phase
space which is well defined on the reduced phase space,
i.e., whose restriction to the constraint surface I'c is
gauge invariant. We will be interested in observables
which are polynomial in the momenta: define

C(S) i= 54" A+(Q)Pa, -+ Pa, (1)

as the classical observable corresponding to the symmet-
ric valence s contravariant tensor S on M. Using the

completeness relation 64 = weg + w/e}; together with
(3) yields
C(8) m 8™ "% pa; -+ Pa, =t &(8) (12)

on the constraint surface, which should be gauge invari-
ant. Here p, := C(w,), and

ai-ag .__ 01 a, Al"'A.
s =ey ey S (13)

is the push forward (or physical projection) of S to the
tensor s on m induced by # : M — m, which is well
defined if and only if (iff) the right hand side of (13) is
gauge invariant. Since L, _e® = 0, this requirement is
equivalent to the projected Lie derivative condition

€ €% (Luy SYM A =0 Var (14)

This is satisfied for S = w, itself:

_ 7/
Low.wy = — |waA] + f1apAl + (F ‘)Z,Eq—,,Ff wy (15)

has only a vertical piece, regardless of our choice of A%,
and so we see that the g%, p, form a complete set of gauge

invariant functions on the constraint surface. In fact,
they are canonical:
{¢®,¢"} =0, (16)
{qa’pb} = 5;: 9 (17)
{Pa»Pb} = C(—'[’wawb) ~0 ) (18)
where in the last line we used
o o a8
Ly wp = — (g,;AZ - 5@*41 + f"aﬁAaAb)ww
— AL, wy + AR Ly wa (19)

which follows from the definition of the horizontal vec-
tors. Note that it has only a vertical component, a fact
which is again independent of our choice of A*.

Finally, for any two observables C(S),C(T) it is
straightforward to show that

{€(5),€(T)} = {c(s), c(t)}, (20)

where the Poisson brackets on the right hand side (on
the reduced phase space) are inherited via (16)—(17). In
other words the classical reduction map (12) preserves
the Poisson algebra.

IV. YANG-MILLS CONNECTION

The astute reader will have recognized in (15) and
(19) the fact that A® appears in formulas which sug-
gest its natural role as a Yang-Mills connection, but that
this role is “dormant” as far as the classical reduction
is concerned. Actually, as we shall see shortly, it is
e* = A® + ¢> we are interested in, and we will vital-
ize its role as a connection one-form, as well as discuss
the condition on the gauge theory under which this in-
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terpretation is possible.

The action of the gauge group on M establishes the
fiber bundle projection 7 : M — m. The w, allow us
to move vertically within the fibers, and the w, define a
horizontal motion connecting neighboring fibers. In other
words, at each point Q € M the tangent space ToM is
split into a vertical subspace VoM, spanned by the w,,
and a horizontal subspace HoM, spanned by the w,:

TQM ~ VQM b HQM . (21)

However, establishing this splitting is not sufficient to
endow M with a connection (see, e.g., [15]); we also need
the splitting to be compatible with the action of the gauge
group on M. This means

Lo, wg €EVM | (22)
EWwa € HM 3 (23)

i.e., the vertical and horizontal subspaces are invariant
under gauge transformations generated by the w,. The
first condition is obviously satisfied, being just the inte-
grability condition for the gauge orbits [cf. (1)]. Return-
ing to (15) we learn that the second condition is satisfied
iff

Loy, wp = [Wo,ws] =0, (24)
or equivalently
0
- _ B B -1
WeAY = —f7,5AP + FP g F )5 (25)

(assuming linear independence of the wy). So in order to
raise the splitting to the status of a connection the AJ
are no longer arbitrary, but must (of course) transform
in a certain way under gauge transformations.

We remark that condition (23) is invariant under an
arbitrary linear transformation of the horizontal basis
vectors. It has been suggested [2,14], however, that the
formalism of a gauge theory (both at the classical and
quantum level) be covariant under an arbitrary linear
transformation of the vertical basis vectors. In this re-
gard (22) presents no obstacle, but (23) does: for

Lop wp = p* Loy wy — (Wpp™)Wa (26)

to be in HM requires the coefficients u* to be constant
in the horizontal direction (i.e., wppu® = 0). This tells us
that the notion of full symmetry under change of gauge
vector basis is not compatible with the notion of the hori-
zontal basis giving rise to a Yang-Mills connection on M.
(But, of course, a transformation of basis with constant
coefficients, i.e., at the Lie algebra level, is allowed.)

An equivalent way to define this connection on M is
to recognize that the e* are components of a standard
connection one-form (see, e.g., [15]) in the sense that
(e*,wg) = 85 and

Ly e = (Lo, e",wb)eb + (Lo, e",wg)eﬁ
= —(e7, Ly, wb)eb —{e”, E,,,c,w[.;)e'(i

= —fTape’® , (27)
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a result which relies upon (23). In other words, e”
transforms according to the adjoint representation of the
gauge group. Using the e®, horizontal vectors V € HM
are defined by

(e*, V) =0 Va . (28)

In fact, in the decomposition e = A% + ¢* the ¢< es-
sentially correspond to the Maurer-Cartan form, and the
A“ to a Yang-Mills field.* Then the condition (25) corre-
sponds to the requirement that this field have a standard
gauge transformation law.

Given this connection on M we can calculate its cur-
vature:

(wa, wp) =1 =F T apwy . (30)

Returning to (19) we see that the last two terms vanish on
account of (24), and so the curvature takes the standard
form

9

o
. AY
8q“A

Flap = - pgtat FlapAsay . (31)

A result we will need later concerns the gauge depen-
dence of F7,,. Taking the Lie derivative of both sides
of (30) with respect to wq, and using (24) together with
the Jacobi identity, shows that the curvature transforms

according to the adjoint representation, as expected:
wapab = _.f‘yaﬂfﬂab . (32)

Finally, the curvature can also be calculated using the
Cartan structural equation

F1=1F"4e ne® =de” + Lfape® A’ |, (33)

a formula which is convenient for applications (such as
the helix model to be considered shortly).

Of course we cannot apply any of the standard results
discussed above until we find a suitable A% such that
(24) is satisfied. So far there is no natural choice, unless
we introduce some additional geometrical object into the
theory. To this end we suppose that the Hamiltonian
of the gauge theory has a standard kinetic energy term
C(1G~1), which is nondegenerate® and positive definite.

*Strictly speaking (see, e.g., [15]), a Yang-Mills field is a
local representative of e* obtained by defining a local section
m : m — M of M, which in our case would correspond to
an embedded surface representing the reduced configuration
space m, and then defining the pullback &* := m.(e*). If, for
example, we take the gauge-fixing condition F* = 0 to define
m, we get

e%(q) = A%(q, F = 0). (29)

5In scalar electrodynamics, as well as certain other gauge
theories, one must first eliminate the Lagrange multiplier pair
Ao, IT° from the original phase space to achieve a nondegener-
ate kinetic energy (see, e.g., [16], and a comment to the same
effect in [17]).
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This induces a Riemannian metric G on M which, beyond
certain restrictions we will discuss, need not be specified.
To begin with, we assume that this kinetic term is an
observable so that (14) is satisfied, with § = G™!; this
can be written as the projected Killing equation

— B
(Lw, G148 = (BAyD) (34)

where (? = (#40/8Q* may be any vector fields on M.
They encode important information about the relation-
ship between the gauge and metric structure on M. We
then have the gauge invariant physical projection

g = G (e% ) . (35)

Now, using the completeness relation for the nonholo-
nomic basis we can write

G(Wa,wp)e? = G(wa, ) — G(Wa,wp)e® . (36)
The object

Yap = G(we,wg) (37)

on the left hand side is positive definite (a fact which
follows from the positive definiteness of G and linear in-
dependence of the w,), and serves as a metric within a
given orbit. Using its inverse, v*#, we can then uniquely
fix A* (or equivalently e*) by demanding that HoM be
orthogonal to Vo M:

G(Wa,wp) =0 , (38)
yielding
3 = vPGapwf . (39)

With this choice of basis the metric takes a “Kaluza-
Klein-like” form

G = gape® ® €’ + 7ope® ® P | (40)

where gap = G(w,,ws), the inverse of g®® above, is pos-
itive definite, and serves as a metric on m. Finally, this
fixes®

wi = gpGABeY . (41)

The corresponding Yang-Mills field is easily determined
to be

a9 o
a afd oy
A% = %G(—aF,,,—aqa) ) (42)

So by introducing a metric on M one can fix the hor-
izontal subspaces in a natural way, but it is not a pri-
ori obvious that this choice will be gauge invariant, i.e.,

®Kuchaf [2] writes down the same expressions, (39) and (41),
but here we point out the decomposition e* = A%+ ¢, which
emphasizes the natural role of e as a connection one-form
(see also [18]), as well as discuss its relation to other (Levi-
Civita) connections.
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satisfy (23). This is a question about the relationship
between the metric and gauge structure, and must be
checked in any given theory. Using (41) and (34) we find

(Lwa®a)? = gab(Low, G 1)4Bely = Lgan(BPws , (43)

where (8% := (eb,(?) is the horizontal, or physical, pro-
jection of the vector (8. Now, since (43) has only a ver-
tical piece, (23) is equivalent to

=0 . (44)

This is an extra condition relating the metric and gauge
structures, beyond the usual preservation of the classical
constraints under time evolution. In the language of (34)
it appears as

(Loa G4 = Bruiud) | (45)

where (87 := (e7,(?), the vertical projection of the vec-
tor (8, is still unrestricted. Equation (44) plays an im-
portant role in the quantum Hamiltonian being an ob-
servable, as we shall see in II.

We now apply the above analysis to the helix model.
The classical reduction is carried out in [3]; we simply
quote the results we will need. The adapted coordinates
can be chosen as

¢* = (B,p) , (46)
Fe=0,0<60<2r , (47)

where B := (Z — 6) mod 27 and X + Y =: p exp(if).
B and p are obviously gauge invariant, and the Faddeev-
Popov matrix (just the identity in this case) is nondegen-
erate on M. The inverse metric on the reduced space m
is

1

whereas the metric within a given orbit turns out to be
Yap = G(wa,wg) =1+ p* . (49)

As mentioned before, the gauge vector (5) is Killing, so
the condition (44) is automatically satisfied: e given by
(39) can be interpreted as a connection one-form. Using
(42) we find

1
= d
1+ p?

a

B, (50)

which is not closed. Furthermore, since the Faddeev-
Popov matrix is just the identity we see from (10) that
the ¢ are exact. Finally, with just one gauge vector
there are no structure constants, so, according to (33),

2p
*=de®* =dA®* = ———=dB Adp . 51
F e =d AT P2 B Adp (51)
Note that a nonvanishing 7% means the distribution of
horizontal subspaces HoM is not integrable, which in

our case means it is not possible, even locally, to find
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a surface m embedded in M, representing the reduced
configuration space m, which is orthogonal to the gauge
orbits.

V. THREE LEVI-CIVITA CONNECTIONS

So far we have discussed the Yang-Mills connection
(and its curvature) associated with the induced fiber bun-
dle structure of M. There are three other connections to
discuss: the Levi-Civita connections associated by the
metrics GAB, gab, and Yog, on the extended configura-
tion space M, the reduced configuration space m, and
the orbits, respectively.

We begin with the Levi-Civita connection V associated
with the metric G on M. It is convenient to use the basis
e? and w 4 of one forms and vectors. The action of V is
defined by

Vel = —TC jzet @ el | (52)

Vwg := I‘cmge"i Quwea (53)

where the I'C 4ip are Ricci rotation coefficients.

As usual, the Levi-Civita connection is uniquely deter-
mined by the conditions of no torsion and metricity. For
arbitrary vector fields U and V on M, the torsion

T(U,V) :=VyV = VyU = [U, V]

= UAVB{(TC 45 —T%34) - C€ap}we » (54)
where the C’s are defined by the commutators
[wj,w[;] =: CéABUIé (55)
No torsion then means
‘ 5 o}
T4 -T34=Cp (56)

Collecting the results of (30), (24), and (1) we learn that
the nonvanishing C’s are

C‘Yab = _Pab 3
Cp = fTap

Using (56) with the metricity condition VG = 0 then
determines the Ricci rotation coefficients:

(57)
(58)

: 5D
I°4p = 3G°P{w;Gpp +wpGip —wpGap — Cinp
—Cpip +Cpisl}

where CC*.A*B = GC‘DCDAB'

The calculation of the I'’s involves computing deriva-
tives of components of the metric in (40). We recall that
the components g, are gauge invariant—a necessary con-
dition for the Hamiltonian to be a classical observable.
The same is not necessarily true for the v,3 components.
Using (34) and (27) we learn that

w77aﬁ = Lw., G*l(ea, Cﬁ) = Cy’ﬁ —fa'yS'Y&B - fﬂ'yé'yms
(60)
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Tracing with v,3 we find

wyln/y=V. .w, — f%, (61)

(as in [18]), where we used the fact that the divergence
of a gauge vector is given by

_1\AB a
V-w, = —%GAB(['uu,G 1) = —‘;‘C-yﬂ')’aﬁ (62)

Here /v := y/det y4p is the volume element on the gauge
orbits.

In IT we shall argue that a natural requirement in Dirac
quantization is the existence of a basis of gauge vectors
which are divergence-free. Furthermore, for a gauge the-
ory based on a compact semisimple Lie group the 7,4
are trace-free [18]. Hence we shall assume

V-wy=0 and f%, =0 . (63)
These conditions can always be realized in Yang-Mills
theories [11], and they mean that ,/¥ is gauge invariant,
and, as we shall see, that the Dirac quantization goes
through.

It turns out, though, that the calculations involved
in interpreting the Dirac factor ordering in II are con-
siderably simplified if we make the stronger assumption
that the metric v,g, instead of just its determinant, is
gauge invariant. We remark that we are already assum-
ing C,‘:b = 0 in connection with the gauge invariance of
the horizontal subspaces [see (44)], and that the trace
C,‘;‘ﬁ'yag = 0 for V- w, = 0; the further assumption
C$ﬁ = 0 (instead of just its trace) means that the ¢,
are Killing. It is not clear what is to be gained by not
taking this last step. If we do, then

w.,'yaB = Zf(aﬁZ’ (64)
Thus, to make the components v,3 gauge invariant let
us assume, unless otherwise noted, the conditions

Ly,G=0 and fapy = —fpavy

The Killing condition restricts our freedom of choice of
gauge vector basis to those which can be reached by lin-
ear transformations with constant coefficients, and we
assume the f7,g are structure constants, as is the case
for a Lie group acting on M with linearly independent
w,. The antisymmetry condition makes f,g, antisym-
metric in all pairs of indices. Of course these conditions
imply (63), and are realized, for example, in the helix
model.

The Ricci rotation coefficients are evaluated using (59):

(65)

T = I'%a = 19°*{0agba + Obgad — Oagas} ,  (66)
Tup = [0 = 1F5a° (67)
Iap =TBa = —39°0avap » (68)
Mapy=-TVoa=—-1F"ap , (69)
Mg =T"g8a = %’Y'waa'YaB s (70)
Iap = T7p0 = 1 fap (71)
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Here 9, := 8/8¢*, and indices are raised and/or lowered
using the appropriate metric gap or Yo3. Now let us de-
note the Levi-Civita connection associated with g,; on m
as V. We immediately recognize the corresponding Ricci
rotation coefficient (with respect to 9,):

fcab =T%s . (72)

Finally we come to the third Levi-Civita connection,
associated with the metric vy,3. The components of this
metric refer to the nonholonomic basis ¢*, and its dual
¢a = wo within a given orbit [recall (10)]. We restrict
ourselves to a single orbit, labeled by ¢, and, where con-
fusion might arise, indicate this explicitly with |,. We
also temporarily drop the restrictions (63) and (65).

Using (10) we find

. E
d($" lo) = 55z (F 7] lo dF* A dF?
= Fhug(F M7 e ¢" A",  (13)

where [a3] denotes antisymmetrization of af3. But

o 0
— §_Y pe
[wu’wﬁ] - [FaaF‘s’FﬂaFE:I
= 2wy (F)Jwy = flagwy ,  (74)
SO
0=d(¢" |g) + 2 apd™ N G* . (75)

R(U, V)W := VyVyW — VyVyW — VW
= UAVBWC (w;T? o — wpl'® jo + T2 40T g TP 55T% 4o — TP 50 C

R A
= —UAVEWCR 55wy

In particular, we shall be interested in the Ricci tensor
Ris = Rips”
= wpTP 45 —wsTP s + TP 5 T8 45
T2 ;478 55 ~TP5aC% 54 - (80)
Using (66)—(71) and (57) and (58) it can be shown that
the ab components are

Rab = ﬁab + %f'ycapbc - vavb ln\/'_Y
+5(Var*?)(Vevap) - (81)

Here R is the Ricci tensor associated with the Levi-
Civita connection V on m, which has a form analogous
to (80), but with no C term. We used the fact that w,
reduces to 8, when acting on a gauge invariant function
[see (9)], as well as

Wy FTab = —f14pFPab =0 (82)
by (32) and (63). Notice that if the full configuration

space M is (at least Ricci) flat then R,, = 0 and the
Kaluza-Klein-like equation (81) yields an expression for
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This is essentially the Maurer-Cartan equation (see,
e.g., [15]), and should be contrasted with (33), where
" differs from ¢” by the “Yang-Mills field” A*—see (9).

The Ricci rotation coefficients in an orbit, which we
denote as I'" 5 g, are calculated exactly as was done earlier

for I'¢ AB'
Mo —T7ga=C0p (76)
is the analogue of (56), with
[wawg] = Clapwy ,Cp=fap , (77)

corresponding to (55). Inspection of (59) reveals that

I op is precisely I' o5 [before any of the restrictions (63)
or (65)]:

IMos =T = 17" {wass + WaYas — WsYap
—faps — fBas + fsap} - (78)

We now discuss the Ricci tensors associated with these
Levi-Civita connections.

VI. RICCI CURVATURES AND THEIR
INTERRELATIONSHIPS

For vector fields U and V on M (defining an infinites-
imal parallelogram), the curvature operator acting on a
vector field W is

ABYWp
(79)

Rab in terms of the square of the Yang-Mills curvature F,
as well as other objects involving the gauge orbit struc-
ture on M.” For example, in the helix model (refer to
the end of Sec. IV) a simple calculation reveals that all
terms on the right hand side of (81) contribute to Ras,
yielding

ﬁab = %g«:b”é ) (83)

"I am indebted to G. Kunstatter for suggesting this method
of computing the curvature on m (see also [19]). The origi-
nal approach was a Gauss-Codazzi-like analysis, relating the
intrinsic and extrinsic curvature of a surface ™ (representing
m) with the curvature of the embedding space M. However,
the immediate obstacle is that, in order for m to inherit the
correct metric from M, the vectors tangent to " must be
orthogonal to the gauge orbits (with respect to the metric
on M). But we know that the existence of a nontrivial Yang-
Mills curvature F means that such a surface cannot be found.
There is also the complication of multiple normal vectors. Al-
though this approach may offer an interesting perspective, the
Kaluza-Klein-like approach is more straightforward.
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(which is of course true for any two dimensional space).
Here the Ricci scalar

R := g®®Rap = 6(1 + p)"2 | (84)

as noted in (3].
The af (or mixed) components of the Ricci tensor on
M are

2'R,aﬂ = wb}'gab + fbbcfgac - fcbafﬁcb
+(Veln/3)Fpa® (85)

where we made use of (65). As before, we suppose the

left hand side vanishes; the right hand side has the form

of a divergence of the Yang-Mills curvature F: a source

equation, but whose physical interpretation is not clear.
Finally, the a3 components are

Ra ___fs‘yaf‘yﬁ‘_}-aa fﬂb _%A YaB

+3 ’716( a’Y‘ra)(V '75;9)—‘ €7 ln\/—) “YaB)
(86)

where A := V,V* acting on scalars. With R,g = 0 this
is another condition on F2. Notice that the Ricci tensor
Rab of the (dimensionally) reduced space m appears on
the right hand side of (81), in standard Kaluza-Klein
fashion. Since M is locally a product of m and the gauge
orbit, one would expect an analogous result: the Ricci
tensor of the gauge orbit should appear on the right hand
side of (86). This is indeed true. It can be shown that in
general the Ricci tensor

Rop = 0s1%ap — alsp + D510
I%5C%50 (87)
[cf. (80)] corresponding to (78) appears as stated. Now

when we reinstate the conditions (65), I'" 43 reduces to
I'4p in (71), and R,g reduces to

1¢5f0ap — 2bafPsp + 1 fP5cf ap
—lf‘;azefe B — "ftseﬁf Sa
=3 vaf75ﬁ ) (88)

—f‘aacf‘EJﬁ -

Ragp

the first term on the right hand side of (86). Here we
used the fact that, quite generally,
Wyf ap = Waf g —wpf va — [ apfve (89)

R.J. EPP 50

which follows from taking the Lie derivative of (1) with
respect to ws, and then contracting § and . The right
hand side vanishes when f7,3 = 0. The Ricci scalar
within an orbit is

70B7§'dﬂ = %f‘yaﬁfﬂw . (90)

With f7,3 structure constants, and v,3 gauge invariant,
this Ricci scalar is constant, but may change from orbit
to orbit.

This allows us to rewrite (86) as

— 1 FoaFa® — —A’Yaa

% ( a’Y’Ya)(V ’Y&B) - _(V ln\/—)(v ’Yaﬁ)
(1)

Rap = Ragp
+

The term by term analogy of this expression with (81) is
very interesting; a similar duality will show up when we
use these results to provide a geometrical interpretation
of Dirac quantization in II. Furthermore, notice that all
terms in (81) and (91) are naturally occurring curvatures,
except those involving v,3. Roughly speaking, the lat-
ter consist of horizontal derivatives of the metric in the
vertical space, or contracted products of such terms: it
seems quite likely that they could be understood in terms
of the extrinsic curvature of the orbits embedded in M
(see also footnote 7).

In conclusion, we have provided an extensive geomet-
rical analysis of the gauge and metric structures present
in gauge theories, and how they naturally give rise to
a connection one-form and other Levi-Civitd connec-
tions. There are interesting Kaluza-Klein-like relation-
ships amongst the various curvatures which, of impor-
tance in their own right, also provide the classical back-
ground necessary to understand how Dirac quantization
(acting in the physical Hilbert space) can be understood
as a curved-space quantization scheme, as discussed in
II.
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