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Antiproton-proton elastic scattering was measured at c.m.s. energies +s = 546 and 1800 GeV in
the range of four-momentum transfer squared 0.025 & —t ( 0.29 GeV . The data are well described
by the exponential form e with a slope b = 15.28 +0.58 (16.98 +0.25) GeV at ~s = 546 (1800)
GeV. The elastic scattering cross sections are, respectively, o;~ ——12.87 + 0.30 and 19.70 + 0.85 mb.

PACS number(s): 13.85.Ds

I. INTRODUCTION

This paper, describing the measurement of the pp elas-
tic scattering difFerential cross section at the Fermilab
Tevatron Collider, is the first of three related papers
[1,2] leading to the measurement of the elastic, diffrac-
tive, and total cross sections for pp collisions using the
luminosity-independent method. During the 1988—1989
physics run of the Fermilab Tevatron Collider, the pp
elastic scattering difFerential cross section was measured
in the four-momentum transfer-squared range 0.025 &

t ( 0.29 GeVz at c.m—. system (c.m.s.) energies
~s = 546 and 1800 GeV. The data were taken in short
dedicated runs, in which the Tevatron lattice was ad-
justed to provide low-t detection over a wide t range at
each energy. After an initial run at +s = 1800, one run
at +s = 546 was followed immediately by a second run

at +s = 1800. At these energies, the average scattering
angle is a &action of a mrad. Therefore, this measure-
ment required that detectors were brought as close as
4 mm to the beam axis with an accuracy of 10 IM,m and
at distances of 30 m &om the interaction region; as
the detectors lay in between several Tevatron magnets, a
precision measurement required the determination of the
transport matrices of this sector of the machine to one
part in a thousand.

II. EXPERIMENTAL METHOD

A top view of the experimental layout is shown in Fig.
1. Elastically scattered particles were observed by a mag-
netic spectrometer composed of two arms in the (hori-
zontal) z-z plane of the machine: arm 1 detected elastic
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FIG. 1. Top view of the elas-
tic scattering setup. Values of
the focal lengths L, are listed
in Table I ~

events in which the p(p) was scattered towards the inside
(outside) of the beam orbit; with respect to the beam z
axis, symmetrically scattered elastic events were detected
by arm 0. We call west the outgoing p side (positive z
axis) and east the outgoing p side; y is the vertical axis
pointing up. In each arm, the p trajectory was measured
at three diferent z positions along the beam line by de-
tectors S3, S2, and S1, while the p path was determined
by the S6 and S7 detectors. In. elastic events, the proton
and antiproton are collinear and one detector on each side
would be enough to make a measurement. The redun-
dancy in our detectors guarantees full eKciency and re-
duces systematic errors. All detectors were placed inside
special sections of the beam pipe with variable aperture.
Once stable beam conditions were reached, the detectors
were displaced horizontally towards the circulating beam.
The beam was scraped until the detectors could reach
the desired positions. Detector displacements were mon-
itored with an accuracy better than 10 pm. From survey
measurements, the detector distances &om the machine
magnetic axis were known. to +0.1 mm; distances from
the interaction point were determined to kl cm and dis-
tances between two detectors in diferent arms at the
same z location were surveyed to within. 70 pm.

Elastically scattered recoils traveled through the
quadrupole magnets qo, qz, and q2. The magnets q~ defo-
cused (D) and qs focused (F) in the horizontal plane. The
string of four FDDF quadrupoles qo on each side of the
interaction region provided high luminosity by squeezing
the betatron function at the interaction region to a value

P 0.5 m (low P). In the ~a = 546 run, the magnets qo
were almost at full power. In the two +s = 1800 runs,
the qs's were powered off and P was about 80 m at the
interaction region (high P). Using the standard formal-
ism of transfer matrices, the elastic recoil coordinates at
a given z; position are

z; = e,"z +1,8

y; = e,". yo+ I,".8„

where (zo, yo) are the coordinates at z = 0 and 8 is

the scattering angle. Values of the transfer matrix el-

ements (e;,I;) at the z position of each detector are
listed in Table I. Each spectrometer detector (Fig. 2)
comprised a drift chamber and a silicon detector sand-
wiched by two scintillation counters and had an active
area b,zAy = 3.5 x 3.0 cm2. The drift chambers [3] had
four wires measuring the z coordinate of a track at four
diferent z positions. The sense wires induced signals
on a delay line, which were used to measure the y coor-
dinate by the time difference at the two ends. The drift
measurement provided single-hit accuracy of 110 pm and
double-hit resolution of 3 mm, while the single-hit accu-
racy of the delay line was 480 pm and the double-hit
resolution about 2 cm.

The 0.9-mm-thick silicon detector [4] had double sided
segmented read-out. The anode (ohmic side) consisted of
64 Al strips 50 pm wide, spaced by 500 pm. By not com-
pletely depleting the diode, the x position was measured
by the charge division method. The cathode (barrier
side) measured the y position with 30 gold pads 900 pm
wide, spaced by 100 pm. The x resolution of the silicon
detector turned out to be slightly worse than the pitch
itself, but the double-hit resolution (1.0 mm in z and

y) was very useful. The correlation between the charge
collected by the cathode strips and by the anode pads
allowed unambiguous reconstruction of multihit events.
The accuracy (a few microns) to which the electrode po-
sitions were known allowed a good calibration of the drift
velocity and of the delay line propagation time for every
chamber. While taking data we lost some silicon chan-
nels; apart &om that, both chamber and silicon detectors
were 100% efficient (see Appendix A). The redundancy of
active devices in each detector guaranteed full eKciency.
The trigger for elastic events required the coincidence of
all ten scintillation counters in each arm. To ensure full
efficiency, test data were taken before each run. and the
voltage of each counter was adjusted so that its full pulse
height spectrum was above threshold (see also Appendix
A).

TABLE I. Transport matrix elements.

z (cm)
5849.0
5544.2
3122.0

—3089.3
—3182.4

S1
S2
S3
S6
S7

—0.524
—0.404

0.478
—0.099
—0.177

~s=546
L» (cm)
1719.8 —2.861
1918.3 —2.542
3019.7 —0.126
1131%3 0.484

—1086.0 0.467

L" (cm)
982.0
981.8

1115.4
—2989.0
—3076.4

h

1.204
1.224
1.197
0.829
0.777

Ps=1800
L," (cm)
5698.8 0.077
5533.8 0.150
3667.7 0.810

—2615.4 1.178
—2562.9 1.233

L" (cm)
4029.7
3827.5
2597.0

—3581.3
—3827.1
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FIG. 2. Sketch of a detector assembly (top view); the de-
tector section symmetric with respect to the beam axis is not
shown.

III. DATA REDUCTION

A. Event reconstruction

We first reconstructed (z, y) points in every detector.
In the silicon, we looked at the strips and reconstructed
all charge clusters. For every cluster the z position
(z„i)was derived by charge weighting; by correlating the
charges of the z clusters and of the y pads, space points
were reconstructed. In the drift chamber, the z position
was derived by requiring at least two out of four wires
to have the same drift time (zs„~).Unambiguous space
points were then derived by looking at the delay line in-
formation and requiring the condition T = tqi+tqz —2tq,
where T is the tra~ait time of the full delay line, tq is the
drift time measured by the sense wires, and t'ai, tq2 are
the times measured at the ends of the delay line. For ev-
ery detector, we merged space points in the chamber and
in the silicon, averaging by error weighting those points
within 40'. In 90'%%uo of the cases, points in a detector were
found both by the chamber and the silicon. In 8'%%uo of
the cases, the x coordinate was not reconstructed in the
silicon (dead channels, but the y coordinate was avail-
able), while in 2% of the cases the y coordinate was not
measured by the chambers but only by the silicon.

B. Geometrical alignment of the detectors
and determination of the machine

lattice functions

In order to define a precise trajectory with the space
points measured by the detectors, the spectrometer align-
ment was improved relative to the survey using the
data. Details of the spectrometer alignment procedure
are given in Appendix B.Within the available statistics,
the x coordinate scale for each detector was determined
to two parts in a thousand (70 pm over 3.5 cm); the y
coordinate scale was known to within one part in 10000.
By using the simulation described in Appendix D, we
derived a systematical error of ( 0.1% on the measure-
ment of the slope b and of the optical point dN i/dt lg —p,
because these errors are correlated, the resulting system-

atical error on the total elastic rate N, i = dN, i/dt lg—p /b
is negligible.

At ~~=546 (1800), the minimum angle detected by the
spectrometer was determined to within 0.48 (0.38) grad,
putting a limit of 0 07. %%uo (0.17%) on the systematical error
of the extrapolation to the optical point.

The machine nominal momentnm was known to within
0.12%%uo &om the measurement of the integrated field of all
Tevatron magnets and &om the average radius of the
closed orbit given by the rf &equency value [5]; the con-
sequent systematical errors in the determination of the
slope and of the optical point are listed in Table VI. The
lattice transport matrices were determiiied as described
in Appendix C. Several 1'%%uo adjustments to the nom-
inal Tevatron optics were made; within our statistics,
the transport matrix elements were relatively adjusted to
better than one part in a thousand. A systeriiatical error
of 0.15%%uo on the absolute value of the lattice functions
could not be excluded. By using the detector simulation
described in Appendix D, at +a=546 (1800) we derived
a systematical error of 0.1% (0.1%) for the slope value,
0.4'%%uo (0.2'%%uo) for the optical point, and 0.3'%%uo (0.3%) for
the total elastic rate. At +a=546, when constraining the
slope b to be 15.35 +0.2 GeV 2 (see Sec. V), the system-
atical errors on the optical point and on the total elastic
rate were reduced to 0.2%. (All systematical errors are
summarized in Table VI.)

C. Data 81tering

We collected 34552 and 38759 elastic triggers at
~8=546 and 1800, respectively (see Table II). We re-
jected events if any trigger counter was out of time by
inore than +10 ns [time of Bight (TOF) FILTER] in or-
der to eliminate triggers &om satellite bunches spaced
by +20 ns with respect to main bunches. Events lost by
this cut or because of early accidental hits in the coun-
ters were evaluated by pulsing all counters during data
taking to simulate elastic event triggers and counting the
n»mber of missing or rejected pulser triggers; the loss
was 1.0%%uo and is listed in Table III.

A &action of our triggers was due to random coinci-
dences of two beam halo particles going in opposite direc-
tions through the east and west sides of one spectrometer
arm. When these halo particles, which passed on time in
one side (west/east) of one spectrometer arm, were also
detected at an earlier time by the drift chambers of the
other spectrometer arm on the opposite side (east/west),
the event was rejected. The number of events passing
this filter is listed in Table II (HALO FILTER).

We then looked at the hit multiplicity in the various
detectors. If S1 or S2 had more than two hits in the trig-
gering arm and Sl+ S2 in the other arm had three coun-
ters out of four fired and more than four y hits in any one
of the silicon detectors, we rejected the event. The same
requirement (HIT FILTER) was applied to S6 and S7.
On the east side (S6, S7), this filter rejected all elastic
events traveling at an angle smaller than that subtended
by the detectors and interacting in the vacuum chamber
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TABLE II. Analysis event Sow.

Triggers
TOF Biter
HALO Biter
HIT Slter
ROAD 6lter
Vertex cut
Collinearity cut
Fiducial cut

+s=546

34 522
33 714
33 714
29981
28 151
23 868
22 929
18919

1st run at ~s=l800
Number of events

16993
15493
11402
8 692
6 136
5 313
4856
3 144

2nd run at ~a=1800

21 766
19126
16 167
13054
8 055
7 033
6 662
5 630

separating the detectors from the beam; it also rejected
low mass rhRractive events. On the west side (Sl, S2),
the filter rejected triggers caused by beam losses. The
nuruber of events surviving this filter is listed in Table
II; the filter efficiency for retaiuiug good events (100%)
is discussed in Appendix A. Corrections for event losses
due to nuclear interactions in the detectors ( 1.8+0.2%)
were also applied, as listed in Table III and discussed in

Appendix A.
In the remai»ng events, we used the following proce-

dure to reconstruct the vertex coordinates (zp, yp) at z=0
and the antiproton (proton) scattering angle 8&&„l. We
required at least one point in both east and west sides of
a spectrometer; the points on the east side ought to lie

inside a 250 grad cone around the straight line passing
through the points on the west side and z = y = 0 at
z = 0 (ROAD FILTER) (see Table II).

On the west side, when S3 and (Sl and/or S2) were

present, we reconstructed the p trajectory by determin-
ing (zp, yp) and 8& with Eq. (1). Then, by using (zp, yp)
and the points measured by S6 and/or S7, 8~ was also
deterruiued with Eq. (1). When S3 or Sl and S2 were

missing (see Table IV), we assumed zp ——yp
——0. In cases

where some detectors had more than one point (usually
a 8 ray in only one detector), by assu~ng zp = gp = 0,
we first deter~iued all possible combinations of points in
difFerent detectors that lay within a road. In most cases,
this procedure was sufRcient to reject spurious hits. For
all combinations of points in di8'erent roads, we recon-
structed the proton and antiproton trajectories as de-
scribed above. Ifmore than one combination was left (see
Table V), we selected the one with the best collinearity.

D. Background evaluation and removal

Figure 3 shows the yo versus xo distributions for all
events at ~s = 546 and 1800 GeV. A 3.5o vertex cut was
applied to reduce the background contamination. Figure
4 compares collinearity (68 = 8„-—8„)distributions for
the events accepted and for those rejected by the vertex
cut. Events lost by this cut (& 0.2%) were accounted for
in the acceptance calculation. At +s=546, the collinear-
ity distribution width, O~g ——53 grad, is mainly con-
tributed by the beam angle spread at the interaction re-
gion; at ~s = 1800, o'ns = 16 grad is well accounted for
by the detector resolution and the beam angular diver-
gence (see also Appendix D). Figure 5 shows b,8„versus
48 collinearity plots for all events passing the vertex
cut. The solid lines indicate the collinearity cut defining
our final sample of elastic events; events lost by this cut
(& 0.2%) were also accounted for in the acceptance calcu-
lation. The residual background contamination (& 0.5%,
as listed in Table III) was estimated from. the events with
68 outside the dashed lines in Fig. 5; Fig. 6 shows
the 68„distribution for these events, normalized at 68„
outside the dashed line to the 68~ distribution of events
inside the

~

b,8
~

collinearity cut. The amount of back-
ground counted inside the

~
68„~collinearity cut was

then statistically removed. Figure 7 shows dN/dt distri-
butions for all events within the collinearity cut and for
the removed background.

E. Beam tilt-angle determination

The angle of the beam with respect to the spectrom-
eter axis (tilt angle) was determined using the data. In

TABLE III. Corrections (%).

Background
TOF losses
Nuclear interactions
Slope change
at —g ) 0.1 GeV2

~s=546
arm 0/arm 1
—0.3/ —2.2
+1.1/ + 1.65

+1.8
+0.78

1st run at ~@=1800
arm 0/1

—0.37/ —0.85
+1.5/ + 1.8

+1.8
0

2nd ruu at ~s=1800
arm 0/1

—0.28/ —0.14
+1.7/ + 0.9

+1.8
0

This correction was applied only to the total elastic rate.
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TABLE IV. Elastic events (%).
Reconstructed with
5 detectors
4 detectors
3 detectors
2 detectors

~s=546
95.33
4.60
0.07
0.00

+s=1800
95.25
4.70
0.05
0.00

~ \

I ' ~' ~ ~ ' ~

~ ~ ~ '

~ 4. ' ~

3.0 are due to nuclear interactions in front of S1, S2, S6,
and S7.

the y-z plane, where the spectrometer covers negative
and positive angles around 8„=0, we adjusted the spec-
trometer by an angular tilt equal to the mean value of
the H„distribution. In the z-z plane the spectrometer did
not cover the angular region around 8 = 0. In order to
determine the tilt angle, we calculated the spectrometer
acceptance for several angles of the beam with respect
to the spectrometer axis (see Appendix D for a descrip-
tion of the simulation). For each tilt angle, we fitted the
t distribution of the data corrected by the correspond-
ing acceptance, independently for arm 0 and arm 1, with
the form «' ~i—p equi. We adjusted the spectrometer by
the tilt angle that minimized the differences between the
"«'

~&
—p and b values determined by the fits in the two

spectrometer arms. As shown in Fig. 8, the values of
b, dN, ~/dt ~i p, and N, i do not depend on the beam tilt
angle when fitting both arms simultaneously. As a check,
once we adjusted the tilt angle, we selected all events with

] 8„~&400 grad and, after correcting for acceptance, we

fit the dN, i/d8s distribution with the form Ke
and verified that the tilt angle 80 &om the fit was con-
sistent with zero within 1.0 prad.

~ + ' ' ~ r' ~, o f$~y-
~ ~ ~

v
C der.

.I I I

0
«

~ ~

~
' ~14+

I s

«.li ~ ~
'

~

—8 —8 O—4

~ ~

~ I

Xp/(T„

I I I ~ I I . I.

~
~

~I

~ ~

~ 4

" '".'L

P

~ 0

I
\ ~ ~ ~

\ ~

r

I ~
I

'I ' 'l. ' '.
I I

4

0 ~
0

IV. DATA FITTING

In order to avoid edge effects, we removed events which
lay within 0.5 mm of fully eKcient detector boundaries;
the spectrometer t acceptance was accordingly calculated
with the full simulation described in Appendix D. The t
distribution of the data, corrected for acceptance, was fit
with the exponential form Aesop, with A = I &~' ]i p', an
exponential t dependence is expected for a nucleon den-
sity with Gaussian distribution [6]. This fit functional

—8 I I I' . I
I' '

I

—8 —4

s

I
''I . .I ~

FIG. 3. Interaction point distributions in the transverse
plane at z = 0 for (a) ~s=546 and (b) +s=1800 GeV, in
units of the reconstruction errors o i„l( &50 ym). The
circle indicates the vertex cut.

TABLE V. Elastic events (%).

Number of reconstructed
elastic combinations
At v s=546

0
Number of detectors with more than one hit

1 2 3 4

1
2
3) 3

80.05 14.43
1.35
0.32
0.01

1.68
0.41
0.12
0.11

0.21
0.06
0.02
0.01

0.11
0.07
0.01
0.02

0.85
0.14
0.01
0.01

At v s=1800
1
2
3

& 3

76.87 16.97
1.53
0.39
0.21

2.36
0.48
0.17
0.49

0.28
0.12
0.05
0.02

0.03
0.01
0.00
0.01

0.01
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150

CI
50

Mx (grad)

form was corrected for the Coulomb scattering contribu-
tion [7], —50

) + () b[t[+ ~(p —~O)oT&'(t) s~, ~/,

where the nucleon from factor was par ametrized as
G(t) = [1+ I

t
I /(0. 71 GeV )] and the relative

phase as 4(t) = —0.577+ ln(k I
t

I ), or is the fine
structure constant, oT the total cross section [2], and
k = 0.08 (0.07) GeV2 at i/s = 546 (1800) GeV. Hav-

ing set the ratio of the real to imaginary part of the
nuclear elastic scatting p =0.15 [9,10], the correction
for the Coulomb scattering contribution is 1.0% at
the lowest t. At +s = 1800, the spectrometer t res-
olution [oi 0.009 GeV (g—t)] was smaller than the
At = 0.01 GeV bin width used in the Gt and no smearing
was applied when 6tting the observed t distribution. At
~s = 546, where o& 0.019 GeV (v —t) was comparable
to the At = 0.004 GeV2 bin width used in the fit, smear-
ing corrections ( 0.3%) were applied by fitting the func-

tional form &[I —b(0.019 GeV)2/2]e~ ~

Fits at i/s = 546 and 1800 GeV are shown in Fig. 9.
At ~s = 1800, the beam angular divergence was small

and consequently the spectrometer acceptance for detect-
ing elastic recoils was 100% over a wide (8,8„)region.
As a check, w'e Gtted the data in this region with the

2 g2 92
form Ae + ~ + ~~. This 6t yielded A and b values con-
sistent within 0.5% with the results obtained by fitting
the acceptance-corrected t distribution of all events.

1g0 & ~ ~ II. I~ II
—150 -50 O 5O t50

Mx (p, i ad)

FIG. 5. Collinesrity distributions (48„=8v~ —8$ vs
b,8 = 8s —8$) for events accepted by the vertex cut at (s)
~s=546 snd at (b) ~s=l800 GeV. The solid lines indicate
our collinearity cuts; events with AH outside the dashed lines
are used to estimate the backaround contamination inside the
coOinearity cuts.

V. RESULT'S AND CONCLUSIONS

At ~s = 546, our value of the elastic slope b

15.28 6 0.58 (+0.09 syst. ) GeV in the range 0.025 &
—t & 0.08 GeV is in good agreement with UA4 value
b = 15.3+0.3 GeV at

I
t I& 0.1 GeV [8] and with the

recent UA4/2 result b = 15.4 6 0.2 GeV 2 in the range
0.00075 & t & 0.12 GeV [9]—. In order to improve our
errors on the optical point and on the total number of
elastic events, we made use of these more accurate mea-
surements of the slope by refitting our data with the ad-
ditional constraint that the slope be 15.35 4 0.20 GeV
(average of the UA4 and UA4/2 results). We obtain
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FIG. 7. t distributions for events passing all cuts (~ ) st
(a) ~s=546 and st (b) ~s=1800 GeV. The t distribution
of background events passing all cuts (—) is ampli6ed by a
factor 10.

TABLE VI. Sources of systematical errors (%%uo).

Vertex cut
TOF losses
Background
Magnetic lattice
dmin

x scale
Tilt angle
Nuclear interactions
Beam momentum
b at —g )0.25 GeV2
Total

A
0.2
0.2
0.2
0.2
0.07
0.1
0.07
0.2
0.24

0.52

v s=546
6

0.1

0.1
0.05

0.24

0.26

N, i

0.2
0.2
0.2
0.2
0.07

0.05
0.2

0.45

A
0.2
0.2
0.2
0.1
0.17
0.1
0.2
0.2
0.24

0.48

~s=1800
6

0.2

0.1
0.07

0.24

0.32

N, i

0.2
0.2
0.2
0.3
0.17

0.15
0.2

0.2
0.54
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arm at v s=1800 GeV. Lines represent the fit results described
in the text.

FIG. 8. Results of simultaneous fits to the data t distribu-
tions measured by the spectrometer arm 0 and arm 1 as a
function of the beam angle with respect to the spectrometer
axis (tilt angle) For e.sch tilt angle, t distributions were cor-
rected for the corresponding acceptance. Data are from the
second run st +s=1800. (a) Optical point z,

' It=o, (b) slope
b; (c) number of elastic events N, I.

b = 15.35 6 0.19 GeV . At the same energy, the to-
tal number of elastic events, dN, t/dt Iq

—o /b, was also
corrected by 0.78'%%uo to account for changes of the slope at

t & 0.1 Ge—V2 as listed in Ref. [8].
At Us = 1800, similar changes of the slope (i.e. ,

b = 15.0 GeV 2 at t ) 0.25 G—eV2) would produce a
0.2'Po change of the total number of elastic events, which

was taken as a systematical error on the total number of
elastic events at +s = 1800 due to our limited t range.
All systematical errors are summarized in Table VI.

At Uts = 1800, our measurement of the elastic slope
b = 16.98 +0.25 GeV 2 (0.24 GeV 2 statistical and 0.05
GeV 2 systematical) in the range 0.04 ( t ( 0.29 —GeV
improves by a factor of 2 the accuracy of the E710
measurement, 6 = 16.99 + 0.47 GeV in the range
0.001 & t ( 0.143 G—eV [10]. By making use of our
measurement of the luminosity [2], we determine the to-
tal elastic scattering cross section to be cr, ~

——12.87+0.30
(19.70 + 0.85) mb at +s = 546 (1800) GeV. Results
are listed in Table VII. Our results on the slope pa-
rameter and the total elastic cross section are presented
in Fig. 10 together @faith other pp experiments in the

b (GeV )
A (GeV )
(A, b) covariance
x'
NDF
x'/NoF

TABLE VII. Results.

~a=546
Fit results
15.35 6 0.18

4043598 6 48558
0.79
13.06

13
1.01

~s=1800

16.98 + 0.24
1 336 532 + 40 719

0.93
60.96

46
1.32

I (mb ')
b (GeV )
A (GeV )
Elastic rate
o,t (mb)

o (mbGeV )

Final results (systematical errors included)
20624 + 2.1%
15.35 + 0.19

40435S8 + 52915
265535 + 2411

12.87 +0.30
196.1 + 6.0

3994 + 2.9/0
16.98 + 0.25

1336532 + 40943
78691+ 1463
19.70 + 0.85
334.6 + 18.8

Reference [2].
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same t range. Assuming an 8 dependence of the slope
b = bo+2n' ln(s/so), the data at ~s = 546 and 1800 GeV
yield o.' = 0.34+ 0.07 GeV . A 6t including also the
data from the CERN Intersecting Storage Rings (ISR) in
Fig. 10 yields o, ' = 0.26 + 0.02 GeV
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APPENDIX A: CHECKS OF DETECTOR
EFFICIENCY

1. Counter efBciency

The trigger for elastic events required the coincidence
of all ten scintillation counters in each arm. We checked
the trigger efficiency with the data by selecting, in in-
elastic and diffractive trigger events [1,2], single tracks
detected by the chamber and the silicon in every detec-
tor Sl, S2, S3, S6, and S7. We collected about 7500
such tracks in every run. For all tracks, the two counters
sandwiching the tracking detectors always had an ana-
logue to digital converter (ADC) pulse height consistent
with a minimum ionizing particle. For every run, the
counter efficiency was found to be larger than 99.99'%%up.

By looking at the time to digital converter (TDC) infor-
mation, we determined that the trigger lost about 1.0%
of the events, consistent with the pulser corrections (TOF
losses) listed in Table III.

2. EfBciency of tracking detectors
and of Slters

Table IV shows a negligible uncorrelated probability
of losing a good event because of tracking detector inef-
6ciencies. Our analysis resolved all multihit events. We
studied our analysis 61ters as the only possible cause of
inefficiency. The TOF filter used a conservative cut, as
shown in Fig. 11. The HALO 6lter was harmless, since
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FIG. 11. Time of Bight distribution of all trigger counters
at +s=1800 GeV. The pp bunches interact st t = 0 6 1 ns;
arrows indicate the TOF 6lter cut.

FIG. 12. Impact point distribution obtained by projecting
the antiproton tracks onto detector S6 (ou the proton side)
for events rejected because of many hits in S6 + S7 (HIT
FILTER) at ~s=1800 GeV. The solid line indicates the beam
pipe; (---) acceptance of the antiproton detectors projected
in S6; (~) beam position.

it removed identified beam halo eveats. From the known
rate of beam splashes in the detectors, we estimated that
the hit multiplicity filter would lose 0.1'%%up of good events
overlapped by random splashes of beam particles. We
first analyzed those events rejected because of high inul-
tiplicity in 86 and ST. By using 81, S2, and S3 points,
we projected the aatiproton track into S6; the projected
point would be the impact point of the elastically scat-
tered protoa if the event was elastic. Figure 12 shows the
y versus x distribution of the projected impact points in
S6. Indeed, 73% of the rejected events point to the beam
pipe and can be attributed to elastic events out of accep-
tance. Of the remaining 27'%%uo of these events, 18% project
inside the detectors and 9% inside the vacuum chamber.
In each of the two regions, these events correspond to
3.3% of the elastic events or 15% of the siagle difFraction
proton dissociation eveats. We investigated the single
diff'raction hypothesis. In our difFractive aaalysis [1], we
determined that 20% of the siagle protoa diffraction dis-
sociation cross section is at lots ttiasses (M ( 6 GeV );
these masses have predominant 2- and 3-body decays.
The decay products, at very small angle with respect to
the beam, are likely candidates to produce nuclear inter-
actions in the beam pipe in &ont of S6. We know koln
our simulation [2] that 36% of the lots mass events should.
also be detected by our inelastic vertex detector around
the interaction region and, in fact, 40 + 6% of the re-
maining 27% of the events rejected by the hit filter were
detected. For events rejected by the multiplicity 6lter
in Sl and 82, we looked at the collinearity distribution
using S3, S6, and 87 (Fig. 13). The comparison with
the coHinearity distribution of good events shows that

0.1% of good elastic events could at most have been
rejected, in agreement with the estimated probability of
a beam splash overlapping a good event.

3. Event losses due to nuclear
interactions in the detectors

Given the thickness of the components of a detector,
nuclear interaction losses in each detector were calculated
to be 1.4%%uo. As this correction is not negligible, we
checked it using our data. By looking at events which
had a single track in the 82 (S6) detector but more than
one track in the following Sl (87) detector, we determine

U
20

C3

N

(D

0
10

(D

E

Rl

()—250 —125 125 250

M (p, rad)

FIG. 13. Collinearity (b,8 = 8" —8") distribution (e) for
events rejected because of large muhlpllcities lu Sl+ S2 (HIT
FILTER) in all the data (correspondiug to 27693 good elastic
events), after the fiducial aud vertex cuts. The solid line shows
the collinearity distribution of elastic events.
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FIG. 14. Distribution of the difference between the x coor-
dinate measured by the drift chamber (zQ 'fg) and by the sil-
icon (z„.!)vs s:,;! for each spectrometer detector at ~s=1800
GeV.

the nuclear loss correction to be 1.2% + O. l%%uo on the ba-
sis of 750 interactions observed in all our data. When
the interaction occurred at the end of S2 (S6), hits were
always observed in the Sl (S7) detector of the opposite
arm; the opposite side was clean when the interaction
occurred in 81 (87). In this last category of events, by
projecting &om S2, S3, and S6 into Sl and S7, we de-
termined a 45% probability of still finding a track in the
right position when a nuclear interaction occurred. These
two observations allowed the precise determination of the
nuclear interaction losses for elastic and diffractive scat-
tering, as listed in Table III.
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FIG. 15. Distribution of the difFerence between the y coor-
dinate measured by the delay line (ys,!„)and by the silicon
(y„.&) vs y, !for each spectrometer detector at ~s=1800 GeV.

The vertical and horizontal coordinate scales were de-
termined by the silicon detector pads and strips, litho-
graphically produced with an accuracy of a few microm-
eters over 3.5 cm. For events with only one hit in a given
detector, we adjusted the chamber drift velocity by min-
imizing (xs„a—x„t)versus x,u (Fig. 14). The same
procedure was used for the delay lines, which required
nonlinear corrections at both y ends of the detector (Fig.
15). Since the silicon pads had better y resolution than
the chambers and were fully efficient, the y coordinate
was determined by the silicon. The y coordinate scale
was known to better than one part in 10 000 (accuracy of
the lithographic mask). On the contrary, the z coordi-
nate was determined by the chambers, which had better
z resolution. Within the available statistics, the absolute
z scale for each detector was determined in two parts in
a thousand (70 pm over 3.5 cm). Since the elastic scat-
tering angle was determined by all detectors, the error
on the 8 scale was reduced to less than one part in a
thousand.

In order to reduce the error on the x and y positions
of each detector resulting &om the survey, we selected
events with only one hit in every detector (hits ought
to be within a few millimeters from a straight line fit);
assuming that these events originated at z = y = z = 0,
by using Eq. (1) we projected all points in 83 into the
other four detectors and corrected for the x and y o6sets
of each detector by subtracting the mean value of the
distribution of the differences between the measured and
projected coordinates.

Within the statistics, the detectors of each arm were
aligned to within 3.0 pm, as shown in Fig. 16. As a by-
product, we determined the detector resolutions quoted
in Sec. II and used in the simulation. Figure 17 shows
distributions of the difFerence between the coordinates as
measured by S2 (S6) and as projected into S2 (86) by
using Sl, S3, and S7, for elastic events selected by Sl,
S3, and S7 only. As shown from the comparison with
simulated events, detector resolutions have a Gaussian
distribution; therefore, non-Gaussian tails in collinearity
distributions could only be attributed to background.

Once we aligned independently the two spectrome-
ter arms, we determined the horizontal angle between
them by minimizing the sum P,. ~(Ad;)z, where 6d;
is the difference between the surveyed and actual dis-
tance d; between two detectors in diHerent arms at a
given z, position. After minimization, the standard de-
viation of Ad, was about 70 pm, consistent with the
survey error; as a consequence, a systematical error of

1

[g,. &(M
' )2] 2 = 1.2 (0.5) yrad was estimated on

the minimum angle detected by the spectrometer at
~s = 546 (1800) GeV.

A second method, independent of the survey, was used
to determine the angle between the two spectrometer
arms. In single diffraction events [1], recoil antiprotons
with momentum smaller than v!s/2 were selected which,
bent by the dipole string, passed through Sl and S2 in
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FIG. 18. Distributions of the difference between the coor-
dinate measured by the detector S3 and the projected value,
calculated using the coordinates measured by Sl, S2 and as-
suming the interaction point st (z, y, z)=(0,0,0) for the recoil
antiproton in single diffraction events. Sl and S2 are always
in arm 1, while S3 is in arm 0 or arm 1 depending on the
recoil momentum snd angle. (s), (b) ~a=546 GeV; (c), (d)
+a=1800 GeV.

S2
10 2

S2 arm

arm 1 and through S3 in either arm. The recoils were
projected &om S1 and S2 into S3 assuming x = y = 0
at z = 0. From the mean value of the distribution of the
difference between the measured and projected x coordi-
nates in S3, we determined that the distance between

the two spectrometer arms in S3 should be corrected
by 2.Q + 40.0 pm and —1.0 6 30 pm at ~s = 546 and
1800 GeV, respectively (see Fig 18).. At ~s = 546
(1800), the two methods described above set a limit of
0.48 (0.36) grad on the systematical error in the determi-
nation of the minimum angle detected by the spectrom-
eter.

S2 orm —1

10 'I-
S2 arm —1

APPENDIX C: STUDY' OF THE TEVATRON
MAC METIC LATTICE

E
10o

C

10

10

S6 or S6 ar

l. ~s=l800 CeV'

At ~s=1800, only the quadrupole magnets qq and q2
were powered on the spectrometer west side. Assuming
that all elastic events came &om z = y = z = 0 and using
Eq. (1), we projected the impact point of an elastic recoil
scattered at an angle 8 &om S3 into S2 as follows:

S6 arm—
1Q

Q

S6 arm—

Lh
2 -= —2+2 proj =
I &3& 'JJ2 proj =

z JJ3.
L3 L3

—005 0 0.05
x —X, , (err )

—0.2 —0. 1

I I I

0 01 02
y

—y„„(cm)
FIG. 1?. Distributions of the difference between the coor-

dinate measured by detectors S2 and S6 and the projected
value, calculated using the coordinates measured by Sl, S3,
and S7. (~) Dsts sre at v s=1800 GeV; (—) equal number of
simulated elastic events.

We then studied the differences between the projected
and measured coordinates in 82 versus the measured co-
ordinates in S3 for all events, since wrong ratios of the
focal lengths R~{ } = I z

{ }/Ls {"} would produce a dis-
tortion

»(y) = *(y)2
—*(y)2 p... = ~Ra(.)*(y)s
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X
Wi~~~h 1)le

L--——

where bRI,
~ ~

is the error in R~~„~.Figure 19 shows the
mean of the»(y) distributions as a function of z(y)s
&om the data and simulation; distortions at the bound-
aries of the S3 detector are due to the detector accep-
tance. The data and, as a check, an equal number of
simulated events were fitted with the form bRi, („)x(y)3.
For the data the quadrupole magnetic strength was
changed until bR~~ ~

was found null within our sensitiv-
ity. This was achieved by adjusting the q2 nominal mag-
netic strength by 2%. Since on the east side the magnet
q2 is behind the S6 and S7 detectors, the nominal optics
was not changed on this side. The lattice functions were
verified by projecting tracks Rom the west into the east
side. We assigned a 0.48'%%up error to the determination of
bRp„ofwhich 0.12'%%up is statistical, 0.22'%%uo is due to our
systematical error on the x scale, and the rest was es-

timated by changing the fit region. The error on bR„
was 0.7%%uo, of which 0.2'%%up was statistical and the rest was

due to the discrete structure of the y coordinate and the
sensitivity to the fit region. As shown in Fig. 20, the
ratios Ri, and R behave differently for changes of the
quadrupole strengths and therefore allow the determina-
tion of the qi inagnetic strength; the uncertainties on
Ri,(„)contribute a 1.0% error in the determination of the
q~ magnetic strength. By changing qq by this amount,
the focal lengths in S3 and S6 change by 0.15'%%up in the
horizontal plane and by —0.2'%%up in the vertical plane. In-
serting these focal length changes in the simulation, we
derived a systematical error of 0.2% in the determination
of the optical point, 0.1% on the elastic slope, and 0.3%
on the total elastic rate.

2. +s=54B GeV

At +s=546, the Tevatron magnetic field was reduced

by a factor of 3. We first took test data with the qo mag-
netic string powered o6; we repeated the above-described
procedure and verified that remnant field distortions in

qq and q2 were not appreciable. During the data taking,
the quadrupole magnets qo were also powered. We re-

peated the previous study by changing the strength of
all qo quadrupoles by the same amount.

This time the distortion was defined as

»(y) = *(y) —~(y) - = ~R (.)*(y)2

Lh(v)
where Rp( )

— «) The qo's strength was adjusted by
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FIG. 19. Mean value of the difFerence between the coordi-

nate measured by S2 and the projected value, calculated using
the coordinate measured by S3 and assuming the interaction
point at (x, y, z) =(0,0,0), as a function of the coordinate mea-
sured by S3. (a) z coordinate and (b) y coordinate for (o)
data at ~s=1800 GeV and (o) simulation.

I c I s I i I a I i I i I

—5 —4 —3 —2 —1 0 1 2 3 4 5

q, magnetic strength (% change)

FIG. 20. Isometric lines bRq and 6R„in the (qz, qz) plane.
The strengths of the quadrupole magnets qz and q2 determine
the vertical and horizontal focal lengths Lz&3& at S2 and S3;

~v«)
bR ~g) is the percentage change of the ratio R„~q)—— '«) as a

3
function of the percentage change of the quadrupole magnetic
strength. Lines are shown for the best determination of R„(~)
and for the estimated errors. The intersection of the isometric
lines corresponding to the bR and bRg errors determines
the uncertainty (1%) on the quadrupole magnetic strength at
~s=1800 GeV.
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0.8%. The uncertainty on SRa was estu a dted to be 0.48%
( 21) while bR„could not be determined to better

ed b S2.than 4.0% because of the limited y range covere y
As shown in Fig. 22, the bRa(„)accuracy corresponds to
an uncertainty on the qo's strength of 0.2%. By changing
the qo s s ren~~h ' t ~~h by such an amount in the simulation, we
derived a systematic error of 0.4% in the determination
of the optical point, 0.1% on the slope, and 0.4% on t e
total elastic rate.

4

2

0

3. Determination of the beam position
w'ith respect to the center of the Tevatron

magnetic lattice

0Th trometer detectors were surveyed with respectespec r
to the Tevatron magnetic axis with an accuracy o

I I I I I I I I i 1

-0.5 0 o.r
q, magnetic strength (F change)

0
CL

&C

FIG. 22. Dependence of bRh and bR„on the percentage
change of the strength of the qs magnets at +s=546 GeV.

~e{h)
bR„~h,

~
is the percentage change of B„~~~= —3&». The uncer-

2tainty on Rp, (dashed lines) results in a 0.2% uncertainty on
the low-P quadrupole magnetic strength.
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0
CL

ia

4y

~
]&4 o~~~~o g&a r
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FIG. 21. Mean value of the difference between the coordi-
nate measured by S3 and the projected value, calculated using
the coordinate measured by S2 and assuming the interaction
point to be at jx, y, z 'j——&~, ,( )=(0 0 0) as a function of the coordinate
measured by S2. (a) x coordinate and (b) y coordinate for

(~) data at vs=546 GeV and (o) simulation.

0. 1 0.2 0.3
-t (GeV ')

FIG. 23. Spectrometer t acceptance (o) calculated usmg
the simulation, which accounts for all smearing eifects at a)
~s=546 and (b) V a=1800 GeV. The solid line represents the
t acceptance calculated with Eq. (Dl) of Appendix D.



50 MEASUREMENT OF SMALL ANGLE ANTIPROTON-PROTON. . . 5533

102
C)I
m

Ql

In

10

a)

~ I I I I I I I I I I I I I I I, I I

-0 2 -0.1 0 0.1 02
x0 (cm)

10 2

10

-0.2 -0.1

!
I I I I I I I I I I II I I

0 0. 1 0.2
y, (cm)

1 50 —
)

O orm
o
CV

III 1 00
C
OI

PI

0
50

E

0—1.6 —1.2

li

I II II
-0.8 -0.4
X6,„;(Cm)

120

80

40

— b)
orm —1

I ~

0.4 0.8
liIII

1.2 1.6
x6 „;(cm)

c)
D
P 10

N

C
PI

PI
100

P)
C)
E
C

10 2

10

I I t I &

L

1

-100 -50 0 50 100 -100 -50 0 50 100
M„(p,rod) M„(prod)

FIG. 24. Comparison of distributions from data (~) and
simulation (—) at ~s=1800 GeV. (a), (b) Event origin

(zp, yp); (c), (d) collinearity (b,8, b,8„),where b8 = 8s —8P.

mm. With our alignment procedure, we corrected the de-
tector positions for 0.1 mm ofFsets, working in the beam
reference system. However, we noticed that, although in
all three runs (one at +s=546 and two at ~s=1800) the
detectors were placed at about the same distance from
the beam, the actual positions relative to the nominal
beam axis ~leered by several millimeters among runs, in-
dicating that the beam position (Xp, Yp) at z = 0 and the
beam angle (Op, ep„)in the magnetic lattice frame were
difFerent in every run. The beam position with respect to
the magnetic axis was determined for every run using the
data. In the beam-axis reference system, for a given run
r, we define gOi, yOi, gz;, and y~i as the coordinates of
the center of detector i in arm 0 and arm 1, respectively.
In the survey reference system, the center of detector i in

I

the spectrometer arm j has coordinates g "; and y ";, and,
for all runs, the same ofFsets be~; and h'y~; with respect
to the magnetic lattice axis. Therefore, in the magnetic
lattice reference system, the detector coordinates are

— c)
—orm-0

c 100

~

50
E

—

C

I J I J I I I I I I I

—1 0
I I I J I J I

1 2
(cm)) 6proj

— d)
orm —1

50

25:
I LI Jl I

-2 —1

I I I I I I laJ IcJ
0 1 2

$6proj (Cm)

FIG. 25. Comparison of distributions from data (~ ) and
simulation (—) at +s=1800. (a), (b): p:p p,oI ——Lp ~ 8; (c),
( ): ypproj= p' v.

were known &om survey and ali~ment with the data to
better than 100 p,m. We fitted all 6", and 0"-,. values
derived from all combinations of r~~n~ with the forms

+ L, ."e" —L,~8Q8
i 0 i 0 i Oa i Oe&

V1'+1' V8/8 + IV1'ef' IV888
~i 0 ~i 0 i Oy i Oy &

Run Xp (cm)

+s=546 0.1 + 0.05
Srst at +s=1800 0.02 + 0.01
second at +s=1800 —0.25 + 0.01

Op (y,rad)
270 6 26
—8.0 6 2.0

7.0 6 2.0

This determination of the beam angle and position for
each run was important for obtaining a momentum res-
olution 0.1% for the diffractive antiproton recoils with
momentum smaller than that of the beam.

where the beam angle Op and position (Xp, Yp") in each
run r were fit parameters. We derived Yo = 0.0 within
0.2 mm and 80~ ——0 within 3 grad in all runs. In the
g-z magnetic lattice plane, we obtained

where (c,",L; ) are the transport matrix coeKcients listed
in Table I. For two difI'erent runs r and s, the quantities

APPENDIX D: MONTE CARLO SIMULATION

18 IA. - =g--
g 2t

Q1'8 1'0-; =yi

I 8 1'
g 8—g ~ ~ —g - ~ g ~ ~

gs
I 8 1' 8—y, i —y,-;+ y, i

Neglecting detector resolution and beam dispersion at
the interaction point, the spectrometer acceptance o. is a
function of the four-momentum transfer g = —p 8:

TABLE VIII. Beam parameters at the interaction point.

546
1800 (1st run)
1800 (2nd run)

&xp

260.0
290.0
250.0

0

190.0
200.0
250.0

36.4
6.0
2.9

36.4
4.0
3.2

(grad)
ereP

V

31.5
6.0
2.9

31.5
4.0
3.2
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'0
—arccos

sLx

—arcsin( &=")
@max

—arcsin

, 0

arccos( &=,")] if
if

0.0 & t—& (p8. '")',
(p8 '") & t—& (p8, )2,

(p8, )' & t —& (p8.')',
(p8.')' & t —& (p8 ")',
(p8max)

2

(Dl)

where p is the beam momentum, 8 is the elastic

scattering angle, 8, = 8 '" + 8 ~ and 6t,'

(8 ~) + (8 ~)2. The angles 8 "l '"l and 8m are

the smallest (largest) of the maximum (minimum) an-

gles x, "i '"l/I," and y; "/L," covered by the detector
i. The Monte Carlo simulation incorporates the smear-
ing efFect of the detector resolution and of the beam trace
space at the interaction point. In the simulation, the
beam pro61e and angular divergence at the interaction
region were assumed to be Gaussian distributions; the
widths 0~ „and o'g. „determined by Hying wire mea-

surements of the beam emittance during the runs were
adjusted by 10% in order to reproduce the measured
collinearity and vertex distributions (see Table VIII).
As shown in Fig. 23, the geometrical acceptances com-
pare well to the ones derived by the complete simulation
at ~a=546 and 1800 GeV, indicating that smearing ef-
fects are small. Figure 24 compares the interaction point
and collinearity distributions for data and simulation at
~a=1800 GeV. At the same energy, Fig. 25 compares z
and y distributions measured by all detectors and pro-
jected at the z position of S6 in each spectrometer arm
for the data and for an equal number of simulated events.
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