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We present the results of a search for the top quark in 19.3 pb ' ofpp collisions at ~s = l.8 TeV. The
data were collected at the Fermilab Tevatron collider using the Collider Detector at Fermilab (CDF).
The search includes standard model tt decays to final states eevv, epvv, and ppvv as well as e+v+jets
or p+ v+jets. In the {e,p)+ v+jets channel we search for b quarks from t decays via secondary vertex
identification and via semileptonic decays of the b and cascade c quarks. In the dilepton final states we

find two events with a background of 0.56+0» events. In the e,p+ v+jets channel with a b identified via
a secondary vertex, we find six events with a background of 2.3+0.3. With a b identified via a semilep-
tonic decay, we find seven events with a background of 3.1+0.3. The secondary vertex and
semileptonic-decay samples have three events in common. The probability that the observed yield is
consistent with the background is estimated to be 0.26%. The statistics are too limited to firmly estab-
lish the existence of the top quark; however, a natural interpretation of the excess is that it is due to tt
production. We present several cross-checks. Some support this hypothesis; others do not. Under the
assumption that the excess yield over background is due to tt, constrained fitting on a subset of the
events yields a mass of 174+10+&z GeV/c for the top quark. The tt cross section, using this top quark
mass to compute the acceptance, is measured to be 13.9+4 8 pb.
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I. INrsODUtmaON

The standard model [1,2] has enjoyed outstanding suc-
cess in particle physics for two decades, yet one of its key
constituents, the top quark, has remained unobserved.
The top quark is required in the standard model as the
weak isospin partner of the b quark. The theory does not
predict the mass of the top quark, but direct searches at
the Tevatron collider at Fermilab have placed a lower
limit on its mass of 91 GeV/c [3] at the 95% confidence
level. The limit was recently extended to 131 GeV/c [4].
These searches assume the top quark decays predom-
inantly to a W boson and a b quark. Limits independent
of the decay mode come from measurements of the width
of the W boson and require M„)62 GeV/c at 95%
C.L. [5,6]. Global fits to precision electroweak measure-
ments yield a favored mass of M„=177+,",+',

9 GeV/c
[71

In pp collisions top quarks are expected to be produced
in pairs by both gluon-gluon fusion and qq annihilation.
Above a top mass of about 100 GeV/c, qq annihilation is
expected to be the dominant production source. Cross
sections have been calculated within QCD at next-to-
leading order (NLO) [8]. Recent work has extended
those results with the inclusion of classes of higher-order
diagrams dominated by the emission of multiple soft
gluons [9]. The resulting cross section ranges from 38.9
pb at a top-quark mass of 120 GeV/c to 4.2 pb at a mass
of 180 GeV/c~, and has been tabulated in Ref. [10],
which also includes a study of the systematic uncertain-
ties of this calculation. We do not explicitly include in
this search single top production via W-gluon fusion [11],
which is expected to occur at a significantly reduced rate
relative to tt production and is expected to produce for-
ward jets that are outside of the acceptance of this study.

Within the framework of the standard model the top
quark decays almost exclusively into a W boson and a b
quark. If the top mass is greater than the sum of the
masses of the W boson and the b quark, about 85
GeV/c, the W boson will be real. As shown in Fig. 1,
the two 8'bosons subsequently decay either to a lepton
and a neutrino, or a quark and an antiquark, while the b
quarks hadronize to jets. The approximate branching
fractions for the diferent decay modes are listed in Table
I. The tt decays can be categorized by the decay mode of
the final state W+ W pair. Most often both W bosons
will decay to a quark-antiquark pair, leading to a fully
hadronic final state. This happens for about 44% of tt
decays, but a huge background from all other @CD mul-

tijet production processes makes isolation of the tt signal

TABLE I. Decay modes for a tt pair and their approximate
branching ratios (to lowest order) assuming charged-current de-

cays. The symbol q stands for a light quark: u, d, c,s.

Decay mode

tt ~(qq'b )(qq'b )

tt ~(qq'b )(evb )

tt ~(qq'b )(pvb )

tt ~(qq'b )(~b )

tt ~(evb )(pvb )

tt ~(evb )(~b )

tt ~(pvb )(wb )

tt ~(evb )(evb )

tt ~(pvb)(pvb )

tt -+(n b )(~b )

Branching ratio

36/81
12/81
12/81
12/81
2/81
2/81
2/81
1/81
1/81
1/81

extremely difficult [12]. If one requires that at least one
of the W bosons decay leptonically to an e or a p, , the
background is substantially reduced. Because of the
diSculties associated with identifying the hadronic de-
cays of r leptons, the backgrounds to these decays cannot
be substantially reduced. When just one of the W bosons
decays to an electron or muon, the final state includes a
charged lepton with high transverse momentum (Pr ), an
imbalance from the undetected neutrino, referred to as
missing Ez or Er, and four or more jets from the hadron-
ized quarks. Decays of F bosons to ~ leptons are not ex-
plicitly included in the search described in this paper ex-
cept when they subsequently decay to an electron or a
muon. This "lepton + jets" mode occurs about 30% of
the time, and the background comes predominantly from
higher-order production of W bosons, where the W
recoils against significant jet activity (see Fig. 2). This is
referred to as "8'+multijet" background, and Monte
Carlo studies indicate that the rate is about 2-10 times
larger than the tt rate, depending on the top mass and the
jet selection requirements used. Finally, about 5% of the
time both 8'+ and 8' decay to an electron or muon.
The background in this "diiepton mode" comes from
direct bb, 8'8', Z~w, Drell- Yan production, and lepton
misidenti6cation. After imposing selection requirements,
a signal-to-background ratio greater than 1.0 can be
achieved with reasonable eSciency for tt.

This paper describes a search for tt production using
19.3%0.7 pb

' of Pp collisions at ~s =1.8 TeV collected
with the Collider Detector at Fermilab (CDF) between
A~gust of 1992 and May of 1993. The search uses both
the lepton + jets mode and the dilepton mode, where the
leptons are required to be either electrons or muons. In
the dilepton mode it is suf5cient to make various kine-

t
,q

oooooooo

1,q'

V,q

FIG. 1. Tree-level top-quark production by qq annihilation
followed by the standard model top-quark decay chain. FIG. 2. An example of W+multijet production.
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matic and topological cuts to suppress the backgrounds.
In the lepton + jets mode this is not the case. The
search in the lepton + jets mode described here relies on
the fact that standard model top decays always contain a
b quark in the final state. Suppression of the 8'+multijet
background in this search relies on the identification of at
least one b or b quark among the decay products.

The paper is organized as follows. In Sec. II we de-
scribe brieSy the CDF detector, with special attention
given to those parts of the detector used in this search.
In Sec. III we describe the identification of leptons and
jets in the CDF detector. This includes triggering on
high transverse momentum electrons, muons, jets, and
neutrinos and their reconstruction and identification.

The dilepton search is described in Sec. IV, beginning
with the off-line candidate event selection and the evalua-
tion of the acceptance for tt events with M„~ranging
from 100 to 180 GeVlc . This section also describes the
results of applying the event selection to the data. Final-
ly, the details of the background calculations for the
dilepton analysis are given, and a lower limit on M„~,
based on the dilepton data alone, is presented.

In Sec. V we begin the description of the lepton + jets
analysis with the event selection and the evaluation of the
acceptance for that selection. The rate of heavy Savor
production in 8'+multijet events is expected to be small
[13]. To suppress the W+multijet background, we apply
two different methods for identifying b quarks in the
event (b tagging). The first method uses the CDF silicon
vertex detector (SVX) to locate decay vertices of b had-
rons that are separated from the primary event vertex as
a result of the long b lifetime. The second technique is to
search in the event for additional leptons (e or y, ) from
semileptonic decays of b hadrons. We refer to these as
"soft lepton tags" (SLT's) because the e or p, typically has
low momentum compared to leptons from 8' decays.
These two techniques, including efficiencies, background
estimates, and the nurober of observed candidates, are de-
scribed in Secs. VB and VC, respectively. While the
background estimates described in Sec. V B apply
specifically to the SVX search, much of the motivation
and discussion of the techniques used to measure the
backgrounds applies to SLT backgrounds as well. The
accuracy of these background estimates can be checked
in several different ways, and these are discussed in Secs.
VB3 and VC2. The most direct method of checking
backgrounds from W+ multijet events is to study
Z+multijet events, although in practice the statistics in
Z + multijet events are limited. Details of this study are
described in Sec. V D.

In summary, there are three counting experiments:
dilepton events, SVX b tags, and SLT b tags. The indivi-
dual results of these experiments each show an excess of
candidate events over the expected background, although
the sizes of the separate excesses are not statistically
significant. These results are then combined into a single
result in Secs. VI and VII. In Sec. VI we discuss the sta-
tistical sig»Seance of the combined result and the corre-
lations and overlaps in both the signal acceptance and
background estimates among the dilepton, SVX, and SLT
analyses. In Sec. VII the combined and individual tt

cross sections for the three analyses are calculated and
compared.

In Sec. VIII we describe studies of the kinematic prop-
erties of the lepton + jet candidate events to determine if
these events are qualitatively consistent with the tt hy-
pothesis. Studies of both the b-tagged sample and the en-
tire sample of candidate events before b tagging are
presented. In Sec. IX we describe the kinematic recon-
struction of tt pairs from the b-tagged events and the
measurement of Mto . We conclude in Sec. X.

II. THE CDF DEER'CTOR

The CDF detector is a general-purpose detector
designed to study the physics ofpp collisions. It has both
azimuthal and forward-backward symmetry. A super-
conducting solenoid of length 4.8 m and radius 1.5 ro
generates a 1.4-T magnetic field and contains tracking
chambers used to detect charged particles and measure
their momenta.

Surrounding the solenoid are sampling calorimeters
used to measure the electromagnetic and hadronic energy
of jets and electrons. Outside the caloriroeters are drift
chambers used for muon detection. A side-view cross
section of the CDF detector is shown in Fig. 3. The polar
angle (8) in spherical coordinates is measured from the
proton beam axis, and the azimuthal angle (P) from the
plane of the Tevatron. A more complete description of
the CDF detector can be found elsewhere [14,15]. Im-
portant new additions to the detector, as well as the caro-
ponents of the CDF detector most relevant to the search
for tt events, are summarized below.

The solenoid and tracking volume of CDF is surround-
ed by calorimeters, which cover 2rr in azimuth, and in
pseudorapidity, rt, from —4.2 to 4.2 [16]. The calorime-
ters are segmented in azimuth and pseudorapidity to
form a projective tower geometry, which points back to
the nominal interaction point. There are three separate g
regions of calorimeters, the central, end plug, and for-
ward. Each region has an electromagnetic calorimeter
[central electromagnetic (CEM), plug electromagnetic
(PEM), and forward electromagnetic (FEM)] and behind
it a hadronic calorimeter. The hadronic calorimeter
overlapping the CEM is split into two parts, central
(CHA) and wall (WHA}, while single systems overlap
PEM and FEM (PHA, FHA). In all cases, the absorber in
the hadronic calorimeter is iron, and in the electromag-
netic calorimeter, lead. The locations of the calorimeters
are indicated in Fig. 3. Their coverage, thickness, and
resolution are su~~arized in Table II. The energy reso-
lution is given as a function of Ez, the projection of the
observed energy (E) onto the plane transverse to the
beam axis (Ez =E sin8, where 8 is shown in Fig. 3). The
central towers are 15' wide in P and 0.1 units wide in g
and use a scintillator as the active sampling medium.
The term "CHA" refers to both the CHA and the WHA
throughout the rest of this paper. Located six radiation
lengths deep in the CEM calorimeter, approximately at
shower maximum for electromagnetic showers, are the
central proportional chambers with strip and wire
readout [central electromagnetic strip detector (CES}].
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FIG. 3. A side-view cross sec-
tion of the CDF detector. The
detector is forward-backward
symmetric about the interaction
region, which is at the lower-

right corner of the figure. See
text for detector component
definitions.

BEAMLINE SYX
INTERACTION REGION

TABLE II. Summary of CDF calorimeter properties. The

symbol 6 signifies that the constant term is added in quadrature

in the resolution. Energy resolutions for the electromagnetic

calorimeters are for incident electrons and photons, and for the

hadronic calorimeters are for incident isolated pions. Energy is

given in GeV. Thicknesses are given in radiation lengths (Xp)
and interaction lengths (A,p) for the electromagnetic and hadron-

ic calorimeters, respectively.

System

CEM
PEM
FEM
CHA
WHA
PHA
FHA

g Range

1.1& leal &2 4
2.2& leal &4.2

Iql &0.9
0.7& Idyl &1.3
1 3& IVI &2 4
2.4 & lnl &4.2

Energy resolution

13 7%/V Ez'$2%
22%/&E 2%
26%/&E 62%50%/QEze3%.
75%/&E $4%
106%/&E 66%
137go /"t/'E EB 3%

Thickness

18Xp
18—21Xp

25Xp
4.5zp
4.5i,p

5e 7kp
7o 7'

The CES provides shower-position measurements in both
the z and r-P views. Proportional chambers located be-
tween the solenoid and the CEM comprise the central-
preradiator (CPR} detector which samples the early de-

velopment of electromagnetic showers in the material of
the solenoid coil. These chambers provide r Pinfor-ma-
tion only. In the end plug and forward region, gas pro-
portional chambers are used as the active media in the
calorimeters, and the tower size is 5' in P, and 0.1 units in

g. Electromagnetic shower positions are measured in the
PEM with 8- and P-oriented strips, giving a position reso-
lution of approximately 0.2 cm by 0.2 cm.

Within the magnetic field of the solenoid are three
tracking chambers for charged particles. Surrounding
the 1.9-cm radius beryllium beampipe is a four-layer sil-

icon microstrip vertex detector (SVX) [15],which was in-

stalled in CDF in 1992. The SVX is 51 cm long and con-
sists of two identical cylindrical modules, which meet at
z =0. Because pp interactions are spread along the beam-
line with standard deviation cr-30 cm, the geometrical

acceptance of the SVX is about 60%%uo for pp interactions.
The four layers of the SVX are at distances of 3.0, 4.2,
5.7, and 7.9 cm from the beamline. Axial microstrips
with 60-pm pitch on the three innermost layers and 55-

pm pitch on the outermost layer provide precision track
reconstruction in the plane transverse to the beam. The
SVX single-hit resolution is measured in data to be 0.=13
pm, and the impact parameter resolution at high momen-
tum is measured to be o. =17 pm. Because of radiation
damage to the SVX readout chip, the performance of the
SVX deteriorated over the course of the data taking
period [15]. On the innermost layer, the ratio of the aver-

age analogue pulse size from a particle to the noise level

(S/N) decreased from approximately 9 to 6 from the be-

ginning to the end of the data taking period. The SVX
performance is discussed in further detail in Sec. V B.

Outside the SVX is a vertex (VTX} drift chamber, in-

stalled in 1992, which provides tracking information up
to a radius of 22 cm and lql &3.25. The VTX is used to
measure the pp interaction vertex along the z axis with a
resolution of 1 mm. Both the SVX and VTX are mount-

ed inside the central tracking chamber (CTC), which is a
3.2-m-long drift chamber with an outer radius of 132 crn

containing 84 concentric, cylindrical layers of sense

wires. Sixty layers have wires parallel to the beam direc-
tion (axial wires) and provide tracking in the r-P plane.
Twenty-four layers (stereo) are tilted at +3 degrees or
—3 degrees with respect to the beam direction. Togeth-
er, the axial and stereo wires provide tracking in the r-z

plane.
SVX track reconstruction is performed by assigning

hits on the silicon strips to previously identified CTC
tracks. A CTC track with at least two associated SVX
hits is defined to be an SVX track. For this analysis, we

calculate SVX g, defined to be the increase in the track
fit g when the SVX hits are included in the CTC track
fit, divided by the number of included SVX hits. We re-

quire the SVX y to be less than six. We further require
that at least two of the SVX hits must be associated with

exactly one CTC track, contain no SUX channels with
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low gain or high noise, and have a charge profile con-
sistent with that of a single particle. Studies using sam-
ples of jet triggers show that 78% of SVX tracks pass
these additional selection requirements, independent of
track Pz (Pr is defined similarly to Er, Pr=Psin8}.
Most of the inefBciency comes from the quality require-
ments made on at least two of the SVX hits. The SVX y
requirement is approximately 96% efficient. Tracks that
pass these requirements are referred to as good SVX
tracks. The momentum resolution of the SVX-CTC sys-
tem is 5Pr/Pz = [(0.0009Pr } +(0.0066) ]'~, where Pz
has units of GeV/c.

The central calorimeters act as a hadron absorber for
the central muon (CMU) detection system, which consists
of four layers of drift chambers located outside the cen-
tral hadronic calorimeter. The CMU system covers
~g~ &0.6 and can be reached by muons with Pzin ex.cess
of 1.4 GeV/c. In 1992, 0.6 m of steel was added behind
the CMU system for additional hadron absorption, and
an additional four layers of drift chambers were added
behind the steel to detect muons. This system is referred
to as the central muon upgrade (CMP}. Approximately
84% of the solid angle for ~g~ &0.6 is covered by the
CMU system, 63% by the CMP, and 53% by both. In
addition, the coverage of the central muon system has
been extended to the pseudorapidity range 0.6 & ~rl ~

& 1.0
through the addition of four free-standing conical arches,
which hold drift chambers for muon detection,
sandwiched between scintillator counters for triggering.
This system is called the central muon extension (CMX).
Approximately 71% of the solid angle for 0.6& ~g~ &1.0
is covered by the CMX. In all muon systems in the cen-
tral region, muon Pz- is measured with charged tracking
and has a tracking resolution as discussed above.

The trigger system for the 1992-1993 CDF run is a
three-level system. Each level is a logical QR of a number
of triggers designed to select events with electrons,
muons, or jets. We briefly outline the trigger function
here; the selection criteria are described in detail in Sec.
III.

Preamplifiers on detector channels provide two out-
puts: one, the "fast output, " for immediate use by the
trigger system, and the other for temporary front-end
data storage until the trigger decision is made. The
lowest-level trigger, "level 1" uses fast outputs from the
three central muon detectors for muon triggers and fast
outputs from all the calorimeters for electron and jet
triggers. The calorimeter information is summed into
towers of (by=0. 2) X(6/=15 ) for both the electromag-
netic and hadronic calorimeters. At a typical luminosity
of 5 X 10 cm s ', the rate of level-1 triggers is approxi-
mately 1 kHz.

The second-level trigger, "level 2,"uses the calorimeter
trigger information with greater sophistication. A list of
calorimeter clusters is provided by a nearest-neighbor
hardware cluster finder. For each cluster, the Ez-, aver-
age P, and average g are determined. This information is
combined with a list of r /tracks provided by-the central
fast tracker (CI I'), a hardware track processor, which
uses fast timing information from the CTC as input. The
CI I' momentum resolution is 5Pr /Pz =0.035 XPr, with

an efficiency of 93.5+0.3% for tracks with Pr above 10
GeV/c. In addition, muon track-segment information is
available in the second-level trigger from the CMU sys-
tem, the CMP, and the CMX. Highly electromagnetic
clusters can be matched to CFI tracks to form electron
candidates. Muon track segments are also matched to
CFT tracks to form muon candidates. At a typical in-
stantaneous luminosity of 5X10 cm s ', the level-2
output rate is approximately 12 Hz.

Software reconstruction algorithms constitute the third
level of triggering ("level 3"). The events selected in level
2 are read out into commercial processors (Silicon
Graphics multi-CPU Power Servers), with combined pro-
cessing power of approximately one billion instructions
per second. The algorithms used in this "on-line" system
are identical to those used in subsequent "off-line" recon-
struction of the events selected by the level-3 trigger for
output to magnetic tape. Most of the execution time is
used for three-dimensional track reconstruction in the
CTC. The output rate of the level-3 trigger was approxi-
mately 5 Hz, and the events were stored on magnetic tape
for oSine processing.

The CDF luminosity is measured using the beam-beam
counters (BBC's). They consist of two planes of scintilla-
tion counters covering the angular range of 0.32' to 4.47'
in both the forward and backward directions
(3.24& ~ri~ &5.88}. Hits in both counters that arrive
coincident with the particle bunches crossing through the
detector serve as both a minimum-bias trigger and the
primary luminosity monitor. The rate (number) of coin-
cidences in these counters, divided by the effective cross
section of the counters, is what gives the instantaneous
(integrated) luminosity, respectively.

In previous publications, CDF normalized the BBC
cross section (Oaac=46. 8+3.2 mb) to measurements at
~s =546 GeV, extrapolated to v s =1.8 TeV [17]. With
recent direct measurements of the elastic and total cross
sections by the CDF collaboration [18], we are able to
make a direct measurement of the BBC cross section of
ezzc=51.2+1.7 mb. After accounting for possible back-
grounds in the BBC's, we have a total uncertainty of
3.6% on the integrand luminosity.

III. IDENTIFICATION AND MODELING
OF JETS AND HIGH Pz' LEPTONS

A. Triggers

The events for this analysis were collected using in-
clusive electron and muon triggers that make use of
tracking, calorimeter, and muon chamber information.
The level-1 calorimeter trigger requires a single trigger
tower with Er &6 GeV (8 GeV) for the CEM (PEM,
FEM), or Ez.) 8 GeV (25 GeV} for the CHA (PHA,
FHA). The central electron trigger at level 2 requires an
energy cluster in the CEM with Ez) 9 GeV, together
with an associated CTC track with transverse momentum
Pz-) 9.2 GeV/c, as measured by the C&I. Since CFT in-
formation is available only for

~ 7) ~

& 1.0, the plug electron
trigger at level-2 simply requires either an energy cluster
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in the PEM with Ez &20 GeV, or Ez-&15 GeV and

Ez & 15 GeV. An electromagnetic cluster is constructed
as a set of contiguous CEM (PEM) trigger towers each
with Ez & 7 GeV (4 GeV), including at least one "seed"
tower with Ez & 9 GeV (6 GeV). The ratio of hadronic to
electromagnetic energy in the cluster (Eb,~/EEM) is re-
quired to be less than 0.125. For central electrons, the
level-3 algorithm requires that the reconstructed cluster
Ez- be above 18 GeV and that there be a reconstructed
track with Pz & 13 GeV/c pointing to it. For plug elec-
trons, the reconstructed Ez. is required to be above 20
GeV with gr &20 GeV. The central electron trigger is
measured to be (92.8+0.2)% efficient for electrons with
20(Ez &150 GeV. The plug electron trigger is mea-
sured to be (91.9%0.4)% efficient for electrons from W
decays with electron Ez in the range 25 & Ez & 150 GeV.

The level-1 central muon trigger requires a pair of hits
on radially aligned wires in the CMU or CMX chambers.
The transverse momentum, Pr, of the muon track seg-
ment is measured by using the arrival times of the drift
electrons at the sense wires to determine the defiection
angle due to the magnetic field. The muon trigger re-
quires a track segment in the CMU system with Pz &6
GeV/c in coincidence with hits in the CMP, or a track
segment in the CMX with Pz- & 10 GeV/c in coincidence
with hits on scintillators placed on both sides of the
chambers. The scintillator coincidence is required to
occur in a narrow time window centered about the in-
teraction time, in order to reduce the rate from particles
not associated w&th the primary interaction.

The inclusive muon trigger at level 1 for the CMX was
fully functional for 30% of the run. Throughout the run,
sensitivity to top decays with a muon passing through
CMX was preserved by a trigger that required a single
calorimeter tower in the level-1 trigger and the CMX
muon signature in the level-2 trigger. This trigger was
present for 83% of the integrated luminosity of the run.
The level-2 muon trigger requires a match between a
Cl'l' track in the r-P plane with Pz. &9.2 GeV/c and a
track segment in the muon chambers, which was trig-
gered at level 1. The level-3 muon trigger requires a
match better than 10 cm in

rhea

between a reconstructed
track with Pz & 18 GeV/c, extrapolated to the radius of
the muon chambers, and a track segment in those
chambers. In addition, the energy deposited in the asso-
ciated CHA tower must be less than 6 GeV. The CMU
system (CMX) muon trigger is measured to be
(86.8+1.9)% [(54.4+5. 5}%%uo) efficient for muons with
Pz &20 GeV/c

The events collected with inclusive jet triggers are used
to study the b-tagging backgrounds for both the SVX and
SLT (see Sec. VB3}. The jet triggers were made by
demanding a single trigger tower above thresholds (see
above) at level 1 and a localized cluster of electromagnet-
ic and hadronic transverse energy in the calorimeter at
level 2. A jet cluster is initiated by a seed tower with
Ez. &3 GeV and consists of all contiguous towers with

Ez & 1 GeV in zi and P. Four triggers were used with
separate thresholds of 20, 50, 70, and 100 GeV on the
transverse energy of the clusters.

8. Electron selection

In the e+jets search, we use electrons in the central ra-
pidity region (~zt~ &1.0). For the dilepton search, elec-
trons are also included in those regions in the plug
calorimeters where tracking data are available.

The CDF central electron candidates have a CTC
track extrapolating to a CEM cluster, which is construct-
ed from a seed tower with Ez & 3 GeV and the two neigh-
boring towers in pseudorapidity. The size of the cluster
is three towers in pseudorapidity (b,z) =0.3) by one tower
in azimuth (5/=15'). Fiducial cuts on the shower posi-
tion, as measured in the CES, are applied to ensure that
the electron candidate is away from calorimeter boun-
daries and that the energy is well measured. The fiducial
volume for electrons covers 84% of the solid angle in the
region ~zi~ & 1.0.

Electrons from converted photons can be removed
with high efficiency, (8824)%, using tracking informa-
tion. Any electron that does not have a matching VTX
track, or that can be paired with an oppositely charged
CTC track to form a small effective mass, is rejected,
since it might have come from a photon conversion.

The following electron selection variables are used to
discriminate against charged hadrons: (1) the ratio of ha-
dronic energy to electromagnetic energy of the cluster,
E„,d/EzM, (2) the ratio of cluster energy to track
momentum, E/P; (3) a comparison of the lateral shower
profile in the calorimeter cluster with that of test beam
electrons, I.,„,[17]; (4) the distance between the position
of the extrapolated track and the CES shower position
measured in the r-P and z views, b,x and bz; (5) a g com-
parison of the CES shower profiles with those of test
beam electrons, y„„;(6) the distance between the in-
teraction vertex and the reconstructed track in the z
direction, z-vertex match; and (7) isolation.

Two different isolation variables are used: calorimeter
isolation I„&,defined as the transverse energy in the
towers within a cone of radius 8 =+(hP} +(bzi) =0.4
centered on the electron but excluding the electron
cluster's transverse energy, and track isolation I„k,
defined as the Pz sum of CTC tracks within a cone
R =0.25, excluding the lepton track contribution.

Table III lists the selection requirements for high-Pz-
central electrons in the e+jets search, and for the dilep-
ton search, where both strict and loose criteria are
defined. In the e+jets search, the selection efficiency for
electrons, determined from a sample of Z~ee events, is
found to be (84+2)%, excluding the loss of efficiency
from the removal of photon conversions (5%) and from
the isolation cut (13% for tt events}. In the dilepton
search, the selection efficiencies for central electrons are
(87+1)% and (94+1)% for the strict and loose selection
criteria, respectively, excluding the loss of efficiency from
the removal of photon conversions (5%} and from the
isolation cut (9% for tt events). The detection efficiencies
for tt events are measured from Monte Carlo data, as de-
scribed in Secs. IV and V and the values measured from
Z decays are used as cross checks.

Plug electrons are selected using the fo11owing vari-
ables: (1) E„,d /EEM, (2) the longitudinal and transverse
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TABLE III. Central electron selection requirements and eSciencies. For the dilepton analysis only
one central electron or muon is required to pass the I„zcut. The eSciencies given in the table are for
the combination of all the cuts, except the isolation requirement. Ez is in units of GeV.

Variable

Ehad /EEM
E/P
L shr

2.
Xstrip
z-vertex match
Isolation

Emciency

e+jets cut

&0.05
&1.5
&0.2

&1.5 cm
&3.0 cm

&10
&5.0 cm

I„&/ET(e)&0.1

(84+2)%

Dilep strict cuts

& 0.05
& 2.0
&0.2

&1.5 cm
&3.0 cm

&15

I„q&3 GeV/c

(87+1)%

Dilep loose cuts

& 0.055+0.045ET /100
&4.0
&0.2

&1.5 cm
&3.0 cm

I«l, &3 GeV/c

(94+1)%

C. Muon selection

In the p+jets search, we identify muons in the pseu-
dorapidity region ig~ 1.0 by requiring a match between
a CTC track and a track segment in the muon chambers
of CMU system, CMP, or CMX. For the dilepton search
we also include muons in regions of the detector not
covered by muon chambers but where track identification
is good. These muons are identified by requiring the en-

ergy in the calorimeter tower in the path of the extrapo-

TABLE IV. Plug electron selection requirements and
efBciencies. The eSciencies given in the table are for the com-
bination of all the cuts, except the isolation requirement.

Variable Cut

Eh~/EPM
2

Xdepth
2

Xtrans

Track match

fvrx
Isolation

ESciency

&0.05
&15
&3

CTC track with hits in ~3 axial
layers pointing at cluster)50%

I l/Ez-(e) &0.1

(85+3)%

shower profile, yd, ,h and g„,„,; (3}CTC track match; (4)
the ratio of the number of VTX hits pointing to the
calorimeter cluster to the number predicted, fvTx; and
(5) I &, defined as above. Because of the CTC geometri-
cal acceptance, the eSciency of the track requirement is
reduced to 50% at igi=1.35 and falls rapidly beyond
that. The effective coverage for plug electrons is
1.20 & igi & 1.35. Fiducial cuts, required to ensure a reli-
able energy measurement, reduce the solid angle coverage
in this region by an additional 11%. The plug electron
selection efficiency is found to be (85+3)% on W~ev
candidates, excluding the loss due to the isolation cut
(25% for tt events). Calorimeter isolation is always re-
quired of plug electrons, whereas only one central elec-
tron or muon per event is required to pass the I„|,cut for
the dilepton analysis. The high-Pz. plug electron selec-
tion requirements are summarized in Table IV.

lated track to be consistent with that for a minimum ion-
izing particle. These muon candidates are called central
minimum ionizing particles. This extends muon
identification to igi &1.2 as well as covering azimuthal
holes in the region ig~ & 1.0. Note that central minimum
ionizing particles do not cause triggers.

The following variables are used to separate muons
from hadrons that interact in the calorimeters and from
cosmic rays: (1) an energy deposition in the electromag-
netic or hadronic calorimeters characteristic of minimum
ionizing particle, EaM or Eh~ energy; (2) the closest ap-
proach of the reconstructed track to the beam line, im-
pact parameter; (3) the distance between the interaction
vertex and the reconstructed track in the z direction, z-
vertex match; (4} the matching distance between the ex-
trapolated track and the track segment in the muon
chambers, b,x =

rhea;

and (5) I &, defined for muons such
that the muon energy deposition in the calorimeter is re-
moved or I„l,(see Sec. III B). The high-Pr muon selec-
tion requirements are summarized in Table V. For dimu-
ons, at least one must be in the CMU or CMU-CMP re-
gion. The @+jets search muon selection efBciency for a
sample of Z~pp events is found to be (90.6+1.4)%, ex-
cluding losses due to the isolation cut (19%%uo for tt events).
The muon selection efficiency for the dilepton search is
found to be (93.0+1.0)%, excluding the loss due to the
isolation cut (8%%uo for tt events). The detection efficiencies
for tt events are measured from Monte Carlo data, as de-
scribed in Secs. IV and V and the values measured from
Z decays are used as cross-checks.

In the dilepton search, the selection requirements for
central minimum ionizing particles are the same as those
used for central muons (see Table V) except that there is
no lbe cut, and the track isolation cut is replaced by a
calorimeter isolation cut, I~ (5 GeV. Calorimeter isola-
tion is always required of central minimum ionizing parti-
cles, whereas only one central electron or muon per event
is required to pass the I„kcut for the dilepton analysis.

The cut on the sum of electromagnetic and hadronic
energy listed in Table V was designed to remove, from
the central minimum ionizing particle sample, tracks that
point at empty calorimeter towers due to track recon-
struction problems. For simplicity, this cut is also ap-
plied to all central muons in the dilepton analysis. It is
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TABLE V. Selection requirements and eSciencies for high-PT muons. For dileptons, only one cen-

tral electron or muon is required to pass the I„kcut. The efFiciencies given in the table are for the com-

bination of all the cuts, except the isolation requirement.

Variable

g range
EM energy
Hadronic energy

EEM ++had
Impact parameter
z-vertex match

Isolation

ESciency

@+jets cut

[vyi &1.0
(2 GeV
&6 GeV

&3 mm
(5.0 cm

&2 cm (CMU),
&5 cm (CMP, CMX)I„,/P, (p) (0.1

(90.621.4}%

Dilepton cuts

)q[ & 1.2
(2 GeV
&6 GeV)0. 1 GeV
(3 mm
(5.0 cm

&10 cm (CMU),
(20 cm (CMP, CMX)

I„k&3 GeV/e

(93.0+1.0)%

not used in the p+jets analysis, where central minimum
ionizing particles are not included. To ensure that the
energy deposited is well measured, the same Mucial cuts
in p as used for electrons are applied to reject central
minimum ionizing particles that are near a boundary be-
tween towers in the calorimeter. This requirement
defines a fiducial volume that covers 85% of the solid an-
gle for ~rl~ (1.2. The identification efficiency for central
minimum ionizing particles is found to be (93.0+1.0)%,
excluding the loss due to the isolation requirement (18%
for tt events).

D. Jet identiScation and energy corrections

The CDF jet reconstruction algorithm uses a cone of
fixed radius in g-P space. A detailed description of the
algorithm can be found in Ref. [19]. For this analysis we
have chosen the radius o the cone to be 0.4, which has
been found to give improved efBciency compared to
larger cone sizes for counting jets from Monte Carlo tt
decays.

Jets may be mismeasured due to a variety of effects.
These include effects due to (i) calorimeter nonlinearities,
(ii) curvature of low-momentum charged particles by the
CDF magnetic field, (iii) reduced calorimeter response at
boundaries between modules and calorimeter subsystems,
(iv) contributions from the underlying event, (v) out-of-
cone losses, and (vi) undetected energy carried by muons
or neutrinos. The correction factor depends on the jet
ET and q, and is meant to reproduce the average jet ET
correctly, not to reduce the jet Quctuations around this
mean ET. Typically, the jet corrections increase jet ener-
gies by about 30%, and are fully described in Refs. [19]
and [20]. Estimates of the uncertainty in our knowledge
of the reconstructed jet ET due to detector effects range
from 5% for 20 GeV corrected jets to 3% at 300 GeV
[21]. In addition, there is a theoretical uncertainty in jet
energies due to the possibility of large-angle gluon radia-
tion, which may not be modeled correctly in
perturbative-QCD Monte Carlo programs. We estimate
that the combination of these uncertainties may be taken
as an efFective 10% uncertainty on the energy scale of
jets.

It is possible to check the energy scale set by the jet
corrections using the direct photon data sample. This
contains a subset of two-jet events for which most of the
energy of one jet is carried by a single y, m, or g and is
fully contained in the CEM calorimeter, where the ener-

gy scale is well understood.
Balancing the transverse momentum of the "photon"

with the corrected jet ET probes the behavior of the
correction function. Cuts are imposed to require that
there be no additional jet activity in the events. Figure 4
shows b, = [Ez (photon) —Ez.(recoiling jet)]/ET(photon),
where the Er (recoiling jet) is the corrected jet ET, and
ET(photon) ranges from 16 to 30 GeV. The average im-

balance is measured to be 2.7%, much smaller than the
10% uncertainty detailed above. Clearly this 2.7% im-
balance in the photon-jet system could be used to reduce
the jet energy uncertainties. However, the balancing
technique can be affected by low-energy gluon radiation
that is not detected, or by the mismeasurement of the
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photon energy in the cases where the photon is actually a
m . Thus we will use 10%%uo as the jet energy uncertainty in
what follows. Studies are in progress to provide a better
understanding of these issues.

E. g~ measurement

This missing transverse energy (gr ) is defined to be the
negative of the vector sum of transverse energy in all
calorimeter towers with ~g ~

(3.6 [22]. The g range is re-
stricted because the final focusing magnets of the Tevat-
ron obscure parts of the forward hadron calorimeter. To
be included in the sum, individual tower energies (E, not
Ez) must exceed detector-dependent energy thresholds.
These thresholds are 100 MeV in the CEM, CHA, and
WHA, 300 MeV in the PEM, 500 MeV in the PHA and
FEM, and 800 MeV in the FHA. For events with muon
candidates, the vector sum of the calorimeter transverse
energy is corrected by vectorially subtracting the energy
deposited by the muon and then adding the PT of the
muon candidate as measured in the CTC. This is done
for muons passing the high-PT threshold, and in the case
of the SLT analysis, for muon candidates with PT &10
GeV/c, which pass the soft lepton cuts described in Sec.
V C 1. For the dilepton search, the gr is calculated using
the corrected jet energies. The ET resolution is given ap-
proximately by 0.7+QEr, where QEr is the scalar sum
of the transverse energy measured in units of GeV.

F. Monte Carlo programs

We use several different Monte Carlo generators to
evaluate acceptances and, in certain cases, backgrounds.
The primary Monte Carlo generator used for the signal
acceptance in both the dilepton analysis and the lepton
+ jets analyses is IsAJET [23]. We use version 6.36 of
ISAJET. ISAJET is a parton shower Monte Carlo program
based on the leading-order QCD matrix elements for the
hard-scattering subprocess, incoherent gluon emission,
and independent fragmentation of the outgoing partons.
ISAJET is also used to model 8'8' background and bb
backgrounds in the dilepton analysis. For both the bb
and tt Monte Carlo samples, we use the CLEO Monte Car-
lo program [24] to model the decay of b hadrons. Ver-
sion 5.6 of the HERwIG Monte Carlo generator [25) is
also used and compared to ISAJET to estimate systematic
uncertainties. In addition, HERWIG is the primary Monte
Carlo used to model the kinematics of tt production in
Secs. VIII and IX. HERWIG is a Monte Carlo program
based on the leading order QCD matrix elements for the
hard process, followed by coherent parton shower evolu-
tion, hadronization, and an underlying event model based
on data.

In the lepton + jets analysis, the dominant back-
ground is production of 8' bosons in association with
heavy quark pairs. As discussed in Sec. V B3, this back-
ground is estimated directly from the data.

The Monte Carlo program used to study the kinemat-
ics of the W+jet background is vacaos [26], which is de-
scribed in Sec. VIII A. vECBOS is a parton-level Monte
Carlo program based on tree-level matrix element calcu-
lations. We developed two techniques to transform the

partons produced by VECBOS into hadrons and jets, which
can then be processed by the CDF detector simulation.
One employs ISAJET, evolving the final-state light quarks
and gluons according to a Field-Feynman fragmentation
function [27] tuned on CDF data. The other uses
HERWIG, adapted to perform the coherent shower evolu-
tion of both initial and final-state partons from an arbi-
trary hard-scattering subprocess [28].

With all Monte Carlo samples, the response of the
CDF detector to the resulting final-state particles is simu-
lated, and jets and leptons are reconstructed using the
CDF reconstruction algorithms. This enables the sample
of Monte Carlo events to be subjected to the same cuts as
are applied to the data.

IV. HIGH-P~ DILEPTON SEARCH

A. Event selection
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FIG. 5. Monte Carlo distributions for M„~=160GeV/c .
(a) Lepton P& spectrum from t~8'~l. (b) E& for events with
two leptons with PT & 20 GeV/c. (c) Leading-jet ET for dilep-
ton events. (d) Next-to-leading jet Ez. for dilepton events.

The search for tt in the dilepton channel concentrates
on the process

pp~tt+X —+O'+ 8' bb+X~l+vl v+X .
The presence of two oppositely charged, high-PT leptons
(e or p), together with large gr, is a clean signature for
the production and decay of a tt pair. Backgrounds to
this signature come from WR', y/Z~ee, pp (Drell-
Yan), Z ~re, bb, and lepton misidentification. For high
mass top, above 120 GeV/c, the two b quarks can have
significant energy and are detected with good eSciency as
hadronic jets in the calorimeter. Therefore, an additional
two-jet requirement preserves most of the tt signal for
high mass top and significantly reduces the backgrounds,
which contain extra jets only through higher-order pro-
cesses Figure. 5 shows the lepton Pr, ET, and jet ET dis-
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FIG. 6. Dilepton invariant mass distributions. (a) Dielectron

and dimuon data. (b) Monte Carlo simulation for M~~=160
GeV/c (unnormahzed).

tributions for tt Monte Carlo events.
For M«& in the range 90—180 GeV/c, about 80% of

the dilepton acceptance after selection cuts comes from
the case where each 8' decays to an electron or muon.
However, it is also possible for one or both of the leptons
to come from the decay of a b quark, or for one or both
of the 8'bosons to decay to a ~, which subsequently de-
cays to an electron or muon. Such cases are included in
the acceptance.

A Pz threshold of 20 GeV/c for each lepton has been
chosen to preserve a large portion of the top signal, awhile

suppressing the backgrounds from bb, Z~rz decays, and
fram leptan misidentiflcation. In Secs. III B and III C we
discussed electron and muon selection, and both strict
and loose criteria to select central leptons were defined.
We require each event to have at least one central lepton
passing the strict cuts. This gives better efficiency than
applying strict criteria on both leptons and still provides
gaod background rejection. At least one central lepton in
each event must pass a track isolation cut I„i,& 3 GeV/c,
where I„&is the sum af PT over all other tracks in a cone
of R=0.25 centered an the lepton track. This cut
reduces backgrounds from lepton misidentification and
fram bb

Vfe require the two leptons to have opposite electric
charge. Same-charge lepton pairs from tt must include
one lepton from b decay. Since these leptons tend to have
lower Pr and to be nanisalated (i.e., accompanied by
nearby particles fram the b hadronization and decay),
they are less likely to pass the mamentum and lepton
identiflcation cuts. The opposite-charge requirement
reduces the dilepton signal from tt by less than 6% for
M«~ between 90 and 180 GeV/c, while reducing back-
grounds from lepton misidentificatio by a factor of 2.

After the Pr, lepton identiflcation, isolation, and
opposite-charge cuts, there are 5 ep, 685 ee, and 571 pp
events. Further kinematic and event topology cuts are
applied to reduce the remaining backgrounds. Dielectron
and dimuon backgrounds from Z decay are rejected with
a dilepton invariant mass (Mii) cut around the Z peak.
We remove ee and pp, events with 75 & M0 & 105 GeV/c
Figure 6 shows the invariant mass distribution for the
1256 ee and pp, data events, and for top Monte Carlo
simulation. For M«~=160 GeV/c, 80% of dielectron
and dimuon events from tt are expected to pass the in-

variant mass cut. After the invariant mass cut there are

58 ee and 62 pp events in the data.
At this stage of the selection, ee and pp backgrounds

are expected to be dommated by Drell-Yan events. For
the ep channel, most of the expected backgrounds are
from Z~~~, bb, and lepton misidentification. These
backgrounds are rarely expected to have significant Ez,
therefore, we require events to have ET &25 GeV. For
Drell-Yan events, where high-PT neutrinos are not ex-
pected, Ez can arise from biases and fluctuations in the
jet energy measurement. To improve the rejection
against this background, we calculate the Ez after mak-
ing jet energy corrections, which take into account cracks
between detector components and nonlinear calorimeter
response.

In addition to the cut on the magnitude of Ez, we also
place a cut on its direction in order to reduce back-
grounds from the Drell-Yan continuum (outside the Z
peak) and from Z +zr. —These cuts are also effective in
reducing backgrounds from lepton misidentification and
from bb. Nonuniformities in the calorimeter cause asym-
metric, non-Gaussian tails in the corrected jet response.
Most Drell-Yan events with large Ez, near or above the
25 GeV threshold, contain a jet with corrected energy
that has fluctuated below (rather than above} the true
parton energy. In such cases the Ez direction is nearly
aligned with the jet direction. For events with Ez &50
GeV, we require 6$(Er,j ) &20', where 6$(ET,j ) is the
azimuthal angle between the direction of Ez and the
direction of the nearest jet. Jets considered here must be
in the central or plug calorimeters (~z/~ &2.4) and have
uncorrected Ez & 10 GeV. The Ez magnitude and direc-
tion requirements were chosen to achieve good rejection
in a Drell-Yan control sample of 7+jet events. The dis-
tributions of hp(Ez, j} vs Ez for the Z+jet samples are
shown in Fig. 7, together with the prediction for tt Monte
Carlo events.

A similar cut, rejecting events where the Ez points
along the direction of one of the leptons, reduces back-
ground from Z~z.z. The large E, in these cases comes
from energetic neutrinos from a ~~lvv decay. For
events with Ez &50 GeV, we require bg(Er, l)&20',
where 5$(ET,I ) is the azimuthal angle between the direc-
tion of Ez and the direction of the nearest lepton. The
distribution of b,g(Er, l ) vs Ez for a Z~ sr simulation is
shown in Fig. 8 together with the prediction for top
Monte Carlo events. The distribution of the smallest an-
gle between Ez and the closest lepton or jet vs Ez is
shown in Fig. 9 for the 120 ee and pp events passing the
invariant mass cut, for the 5 ep events, and for top
Monte Carlo simulation. The gz magnitude and direc-
tion cuts are 76% eKcient for M« = 160 GeV/c . After
these cuts, there are no ee or pp events remaining. Two
ep events survive.

For high mass top events, the two b quarks can deposit
considerable energy in the calorimeters. A better separa-
tion between signal and backgrounds can be obtained by
requiring two jets in the central or plug calorimeters
( ~ zl ~

& 2.4) with uncorrected calorimeter transverse ener-
gies Ez ) 10 GeV. The two-jet requirement is expected to
reduce backgrounds by a factor of 4 (see Sec. IV C), while
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FIG. 7. Distributions of the azimuthal angle between gz and
the closest jet vs g&. (a) Dielectron and dimuon data from a
Drell-Yan control sample of Z+ & 1 jet events. (b) Dielectron
and dimuon data from a Drell-Yan control sample of Z+ & 2
jet events. (c) Monte Carlo simulation for M„~=160GeV/c
(unnormalized). The boundary in the figures separates signal
and background.
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FIG. 9. Distributions of the azimuthal angle between gz and
the closest lepton or jet vs gz. (a) ep data. (b) Dielectron and
dimuon data after the invariant mass cut. (c) Monte Carlo
events for M„~=160 GeV/c (unnormalized). Events in the re-
gion to the left of the boundary in the figures are rejected by the
g& cuts.

S. Event selection eNciencies

We define the total dilepton efBciency, e~~, by the re-
lation eD~&=Bre„,z, where e~ is the fraction of all tt
events that pass the dilepton selection criteria. The

TABLE VI. Number of data events surviving consecutive re-

quirements.

Cut ee

preserving 84% of the signal for M~ =160 GeV/c .
Both ep events survive the two-jet cut.

A summary of the numbers of events surviving
different stages of cuts is presented in Table VI. The
characteristics of the two ep events in the tt signal region
are shown in Table VII. We have applied the b-tagging
algorithms of Sec. V to these events, and find that the
first event has a jet (jet 1 in event I in Table VII) with
both a displaced-vertex tag and a soft muon (with

Pr =8.8 GeV/c) tag. We find no b tags in the second ep,
event. A discussion of b tagging in dilepton events is
presented in Sec. VI B. Figure 10 is an event display for
event I, showing the observed calorimeter energy, the
reconstructed CTC tracks, and the SVX tracks, which
show a displaced vertex.

FIG. 8. Distributions of the azimuthal angle between g& and

the closest lepton vs gT. (a) Z~w~ simulation, all jet multipliee

cities. (b) Z~~~ simulation with 1 jet. (c) Z —+r~ simulation
with ~2 jets. (d) Monte Carlo events for M~~=160 GeV/c
(unnormabmd). The boundary in the figures separates signal

and background.

Pg
Opposite charge
Isolation
Invariant mass

gz magnitude

g& direction
Two jet

8
6
5
5
2
2
2

702
695
685

58
0
0
0

588
583
571
62

1

0
0
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Run 41540, Event 127085

a)
-72 Gev

c) X+

Displaced Vertex

FIG. 10. Event display for one of the ep events; (a) displays
the observed calorimeter Er in the q-P plane, (b) shows the
reconstructed CTC tracks and muon hits in the r-P plane, and
(c) shows a similar display for the reconstructed SVX tracks.
The jet with the displaced vertex is enlarged on the right half of
(c). Extraneous tracks have been removed from the enlarge-
ment. Dashed tracks in the enlargment form the displaced ver-
tex. The track lengths in the complete SVX display are propor-
tional to their PT.

branching ratio, Br, which has a value of —„,is the semi-

leptonic branching fraction of the 8'+ and the 8' de-
caying into ep, ee, and pp. After all cuts, most of the sig-
nal comes from dileptons from 8'+8', therefore e„„,
corresponds closely to the fraction of 8'+ W dileptons
that pass all cuts.

The total detection eSciency for the dilepton
search is decomposed into several parts and
Written aS Ctota] geom p ~&D~iso]6topo&og&&two jet&triggerT

These efficiencies were computed in the order listed and
are shown as a function of top mass in Table VIII and
Fig. 11. We use the lsAJET [23] Monte Carlo event gen-
erator and CDF detector simulation programs to deter-
mine the geometric and kinematic acceptance, E'g pgeom

which is the fraction of all tt events having two fiducial
leptons with PT )20 GeV/c, divided by the constant Br.
We note that e „zis increasing with top mass becausegeom T

the leptons are more likely to be in the central region and
have large momentum at higher top mass. In particular,
the contribution to the geometric and kinematic accep-
tance from events with one or more leptons from b decay
is increasing, from about 24%%uo at M„~=120GeV/c to
46%%uo at M„=160GeV/c .

We also use the Monte Carlo simulation to determine
the efficiency of the lepton identification cuts, e,D, the
efficiency of the lepton isolation cuts, e; &, the combined
eSciency of the dilepton charge, invariant mass, and jr&.

cuts 6't
p ] gy

and the efficiency of the two-jet cut, et j
We have verified that the Monte Carlo simulation repro-
duces the lepton identification efficiencies observed in
Z~ee, pp events. Since leptons from b decay can over-
lap with other particles from the b fragmentation and de-
cay, they are identified with less efficiency than those
from 8' decay. Since the PT of the b quarks increases
with increasing top mass, so does the average Pz. of the b
fragmentation products and the PT of leptons from semi-

leptonic b decays. Because of the higher PT of the lep-
tons from the semileptonic decays, the fraction of leptons

TABLE VII. Characteristics of the two ep events. The jet calorimeter energies have been corrected to estimate the original parton
energies. Jets 1 and 2 have been treated as bottom-quark jets; jets 3 were treated as generic jets (no specific flavor assumed). The jet
energy calibrations are discussed in Sec. IX. The jet energy corrections have also been included in the ET calculation.

Event I
Run 41540 event 127085

PT
(GeV/c) (deg)

Event II
Run 47122 event 38382

PT '9

(GeV/c) (deg)

Electron
Muon
Muon
Jet 1

Jet 2
Jet 3
gT
4$(Ez, I )

~4(&r,i )

22.0
47.5

8.8
131
61
26

136

0.84
0.17
0.18
0.11

—0.54
—2.94

32
14

352
352
215
112
179
147
36

50.6
37.3

85
26
18
60

0.93
—0.74

0.64
1.34

—3.31

25
4

218
344
344
149
124
68
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TABLE VIII. Dilepton detection eSciencies.

M„p

100
120
140
160
180

~geom PT

0.34
0.42
0.55
0.63
0.74

0.68
0.63
0.53
0.48
0.43

~Isol

0.96
0.96
0.95
0.95
0.96

+topology

0.66
0.66
0.69
0.69
0.66

~trigger

0.97
0.97
0.97
0.98
0.97

~two jet

0.33
0.63
0.75
0.84
0.88

~total

0.045+0.017
0.100+0.015
0.134+0.013
0.157+0.014
0.173+0.015

1.0

0 GEOMETRICAL AND KINEMATICAL ACCEPTANCE

LEPTON IO

c) OTHER CUTS

g TWO-JET

O TOTAL (NO JET CUT)

~ TOTAL (WITH JET CUT)

z 0.8
LJJ

0.6
LIJ

0.4

that pass the geometry and PT requirements, which come
from b decays increases with top mass. However, the
higher PT of the fragamitation products results in a de-
creasing efficiency for finding these same leptons due to
the implicit lepton isolation required by the lepton selec-
tion (i.e., Eh~/EEM for electrons, Eh,d for muons).
Therefore, ez„z increases with increasing top mass,geom T
while e&D decreases with top mass. The trigger
efficiencies e,„iz„aredetermined using data collected by
independent triggers.

The fractional uncertainty in e„„ivaries from 38% to
9% for M«& in the range 100-180 GeV/c (see Table
VIII}. For low-mass top events, the observed jets origi-
nate frequently from initial-state gluon radiation, rather
than from b quarks. The b quarks from low-mass top de-
cay are produced near threshold and are detected as
calorimeter jets with low efficiency. The uncertainty in
the efficiency of the two-jet requirement, mostly due to
the limited understanding of initial-state gluon radiation,
decreases from 36% for M„=100GeV/c to 3% for
M«~=180 GeV/c . We compared the efficiency of the
two-jet requirement in our ISAJET sample, with that ob-

tained when the efFect of gluon radiation was disabled in
ISAJET. Half the difference between these efficiencies was
taken as the systematic uncertainty in the efficiency of the
two-jet cut. The average agrees well with results from
the HERwIG Monte Carlo program, and is our best esti-
mate of the efficiency of the two-jet requirement.

Other uncertainties in the detection efficiency have a
small dependence on M„,and come from the lepton
identification cuts (6%), lepton isolation cuts (2%), ET
cuts (2%, estimated by changing the jet energy scale
within +10%, see Sec. IIID), structure functions (2%},
and Monte Carlo statistics (3%). The efficiencies and
yields are listed as a function of top mass in Tables UIII
and IX. The contributions to the top dilepton sensitivity
after all cuts are expected to be 59% for ep, , 21% for ee,
and 20% for pp, approximately independent of M«z.

C. Dilepton backgrounds

The backgrounds in the dilepton channel are listed in
Table X for various stages of the dilepton selection. The
first column contains the background estimates after the
PT, opposite-charge, isolation, and invariant mass cuts
are applied. The second column shows the backgrounds
after the gz cut is included; these are the cuts for a rela-

tively low-mass top search. The third column is for the
final selection, designed for high mass top, which includes
a two-jet requirement. In what follows, we describe the
methods used to estimate the difFerent sources of back-
ground.

Dilepton backgrounds from 8'8'production are deter-
mined using the ISAJET Monte Carlo program, normal-
ized to a total WW cross section of 9.5 pb [29]. The
dilepton topology of O'8'events is very similar to that of
tt events, but 8'8'events are expected to have less jet ac-
tivity. Before jet cuts, we expect 1.17+0.37 dilepton
events from 8'W. The error is dominated by a theoreti-

0.2

80
I I I I I

100 120 140 160 180 200

TABLE IX. Detection efBciencies, ed;i=Br@„„i,the predict-
ed central value of tt production cross section from Ref. [10]
and the number of events expected in 19.3 pb ', as functions of
top mass.

(GeV/c')

FIG. 11. EfBciencies of the dilepton selection as a function of
M„p. "Other cuts" corresponds to the combined eSciency for
the isolation, topology (opposite charge, mass, g&) and trigger
requirements.

M„p
GeV/c2

120
140
160
180

0.0049
0.0066
0.0078
0.0086

(pb)

38.9
16.9
8.2
4.2

N,
„

(events)

2.2
1.3
0.8
0.4

ep«pp
(events)

3.7
2.2
1.3
0.7
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TABLE X. Number of background events expected in 19.3 pb ' and the number of events observed

in the data.

8'8'
Z T7'

bb
Fake

Without g&
and toro-jet cuts

1.1
3.7
1.2
1.2

Without
two-jet cut

0.74
0.22
0.10
0.19

All cuts

0.10+0.04
0.07+0.02
0.04+0.03
0.03+0.03

Total background
CDF data

7.2
5

1.25
2

0.24%0.06
2

ee,pp WW
Z 'T
bb
Fake
Drell- Yan

0.6
3.0
1.6
1.7

113

0.43
0.20
0.12
0.25
0.28

0.0620.02
0.06%0.02
0.05%0.03
0.0420.03
0. 10+o.os

Total background
CDP data

120
120

1.28
0

3 1+0.24

0

cal uncertainty of 30% in the cross section.
Only 13% of WW events pass the two-jet cut. To

check the ISAJET prescription for gluon radiation, we also
studied an independent process, namely, Drell-Yan pro-
duction at large invariant masses. Since both the high-
mass Drell-Yan and WW processes are dominated by
quark-antiquark initial-state contributions, their initial-
state radiation spectra are expected to be similar for a
given subprocess invariant mass. We performed a calcu-
lation using the exact Drell-Yan + 2 jet matrix elements
[30], and found the eficiency of the two-jet cut to be ap-
proximately 2.7 times higher at typical WW subprocess
invariant masses of 300 GeV/c than at Z subprocess
masses, which are around 100 GeV/c . In Z data we find
that 4. 1%0.6%%uo of the events have two jets above 10
GeV. Therefore, an alternative estimate of the fraction of
events passing the two-jet cut in WW events is 11% (i.e.,
2.7X4.1%}.Since there is good agreement with ISAJET,
we use a two-jet cut eKciency of 13+4%%uo, corresponding
to the ISAJET central value, with an assigned systematic
uncertainty of 30%. The total background from WW,
after all cuts, is 0.16+0.06 events.

Backgrounds from Z~~~~ep, ee, or pp are studied
using a data sample of Z~ee events and replacing each
electron by a simulated ~ that decays into e or p, . From
this sample we obtain reliable rejection factors for the to-
pology cuts (M&&, Ez, two jet). The geometrical and kine-
matic acceptance together with the eliciency of the lep-
ton identification cuts are obtained from an IsAJET Monte
Carlo sample with detector simulation. The Z~~~ cross
section is set to the measured value for Z~ee [17]. We
expect 0.42+0.08 dilepton events from Z~~w after the
lepton Pr, isolation, M,&, and gr cuts, and 0.13+0.04
events after the two-jet cut.

Heavy-Savor backgrounds, most1y bb, have been stud-
ied using ISAJE'r [23] to model the production processes,
and the ci.EO Monte Carlo program [24] to model b
quark decay. Next-to-leading-order production processes
such as gluon splitting and Savor excitation, as well as

the direct production of heavy flavor (b, c) quark-
antiquark pairs, are included. To normalize the INSET
predictions, we compare the yields of lower momentum
ep, data events, with Pz thresholds of 15 GeV/c and S

GeV/c on the first and second leptons, respectively, with
the number of such events found in the Monte Carlo sam-
ple. The low-momentum ep data sample is dominated by
dileptons from heavy flavor [31], with other sources
(mostly lepton misidentification) comprising 20+20%.
We obtain a normalization factor (ratio of data to Monte
Carlo rates} of 1.04+0.21. A comparison of the low-
momentum ep data with Monte Carlo events is shown in
Fig. 12 for several distributions. The rejection factors for
the Pz and topology cuts are extracted from the Monte
Carlo sample. We expect 0.2220. 11 bb events after all
cuts except for the two-jet requirement, and 0. 10+0.06
events after the imposition of the two-jet cut.

Events from QCD multijet or 8'+jet processes, with at
least one misidentified lepton, conversion electron, or
muon from hadron decay in flight, can mimic the tt sig-
nature and are referred to as "fake dilepton" back-
grounds. Backgrounds from lepton misidentification are
estimated by measuring the probabilities for tracks or
calorimeter energy clusters from a jet sample, collected
with a 20-GeV (transverse energy) threshold jet trigger,
to satisfy muon or electron identification cuts. The fake
probabilities are then applied to the number of events in
the data with a 1epton together with an additional track
or cluster. The fake rates from the jet sample include an
admixture of leptons from semi&eptonic decays of b and e
quarks. Due to the long lifetime of heavy quarks, their
daughter leptons have a track impact-parameter distribu-
tion that can be distinguished with the SVX from that, of
tracks from the primary interaction. We subtract the b
and c contribution from the fake rates in order to avoid
double counting 8'bb and bb contributions, which are es-
timated separately. Subtraction of the b and e decay con-
tribution from the fake rates 1owers the expected back-
ground by 20+20%%uo. The fake dilepton background is
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FIG. 12. Distributions for ep data with Pz' ) 15 GeV/c and

Pz &5 GeV/c (points) compared to expectations from the
IsAJET Monte Carlo simulation (histograms). (a) P& spectrum of
the leading lepton. (b) PT spectrum of the second lepton. (c) g&
distribution. (d) Dilepton azimuthal angular separation.

0.44+0.29 events and 0.07+0.05 events before and after
the two-jet cut, respectively.

Backgrounds from fakes are expected to yield as many
same-charge as opposite-charge dilepton events. Includ-
ing the effect of B B mixing [31],we expect the number
of same cha-rge bb events to be 35+7% of the number of
opposite-charge bb events. As a check of the sum of our
bb and fake background estimates, we can predict the
number of same-charge events expected in the dilepton
sample. In order to get better statistics for the compar-
ison, we lowered the PT threshold on both leptons to 15
GeV/c. After this Pr cut and isolation cuts, we predict
19.8+4.0 same-charge dilepton events (11.4+3.2 from
fakes, and 8.4+2.4 from bb), and observe 10 such events
in the data. This may indicate that our estimate for the
sum of bb and fake backgrounds is an overestimate.

The tt signature can also be mimicked by dilepton final
states of Drell-Yan events (y/Z~ee, pp). We explicitly
remove 1136 Z events with dilepton invariant mass be-
tween 75 and 105 GeV/c 2. In the continuum outside this
window, there are 120 events. We have used the ISAJET
rate of Drell-Yan events outside the Z window relative to
that inside the Z window, together with the actual num-
ber of Z events in the data, to predict 113 events from the
continuum. Together with a small contamination pre-
dicted from other backgrounds (see Table X), this agrees
well with the observed dielectron and dimuon rates.

To estimate the background from the continuum after
the i&and jet requ. irements, a rejection factor for these
cuts was obtained from the Z events and applied to the
Drell-Yan events outside the Z window. The jet activity
and Pz(y/Z} are expected to increase slightly with in-
creasing dilepton invariant mass. Most of the dilepton
events outside the Z window have low invariant mass (see

TABLE XI. Number of ep background events expected in
19.3 pb ' and the number of elM events observed in the data.
For this comparison, the lepton PT threshold was lowered to 15
GeV/c.

Pz ) 15 GeV/c

WW
Z ~'p7
bb
Fake

Without gz
and two-jet cuts

1.2+0.4
8.3+0.5

10+2
5.9+1.8

Total background
CDF data

25+3
18

Fig. 6). Therefore, the gr and jet cut rejection obtained
from Z events was corrected (increased) to account for
the lower average jet activity in the continuum. We cal-
culated this correction to be 13%, using the exact Drell-
Yan + 2 jet matrix elements [30].

Approximately 0.3% of Z events (three events) pass
the gr cuts, and 0.1% [based on the single event in Fig.
7(b)] pass an additional two-jet requirement. When scal-
ing the events outside the Z window according to these
fractions, we obtain an expected Drell-Yan background
of 0.28+0. 17 events after the g& cuts, and 0. 10+o'os
events in the signal region after the two-jet requirement.
The Drell-Yan background in the signal region is based
on one Z~pp candidate event with large gr and two
jets. We expect 0.1 top ee or pp events with mass in the
Z window for Mt, =160 GeV/c2. If the event were not
a Z event, but tt, then the Drell-Yan background could
be smaller than our calculated value, although covered by
the uncertainties quoted. We note that one of the jets in
the event is tagged as a b quark with the displaced vertex
algorithm described in Sec. V B.

As an overall check of the reliability of our back-
ground calculations, we have used the sample with lepton
PT thresholds lowered to 15 GeV/c, and have compared
our predictions for the ep channel with the number of
events observed in the data after isolation cuts. With this
lower threshold Drell-Yan backgrounds dominate the ee
and pp channels. By restricting the comparison to the
ep channel, we can test our predictions for the sum of
non-Drell-Yan backgrounds, which constitute SS (82) %
of the total dilepton background before (after} the two-jet
cut. Our prediction is 25+3 ejM background events, to be
compared with 18 such events observed in the data. The
breakdown for the different background sources is shown
in Table XI.

We have also studied other background sources to the
top signal region, such as WZ [32], and ZZ [33], $Ybb

[25], and Z~bb [23] and have found them to be negligi-
ble. In summary, for the low mass top selection, without
the two-jet cut, we expect 2.5+0.5 background events,
and we observe two events in the data. Adding the final
two-jet requirement, appropriate for a high-mass top
search, we expect 0.56+&'&3 background events, and we
observe two dilepton events in the data.
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D. Low-mass top search and limits on top production

In a previous publication [34], based on a data sample
of 4.1 pb ' collected by CDF in 1988—1989, we present-
ed a lower limit of 85 GeV/c on M„ from the dilepton
channel alone. When combined with the results from the
lepton + jets + b channel, where the b was tagged
through its semileptonic decay into muons, an improved
limit of 91 GeV/c at the 95% con6dence level was ob-
tained [34].

In the dilepton search with the two-jet cut and in the
lepton + jets search described in Sec. V, we concentrate
on top masses in the range 120 GeV/c and above where
the event selection is reasonably efficient. This leaves a
hole between our previously published mass limit of 91
and 120 GeV/c, where these analyses begin. In order to
fill this gap, we extract a new limit using the 19.3 pb
data sample from 1992-1993 and 3.7 pb

' from
1988-1989 (this is the 4.1 pb

' reported in Ref. [34], re-
scaled to the new oaac from Sec. II). First it must be
noted that for top masses close to the previous lower lim-
it of 91 GeV/c, the b quarks are produced near thresh-
old and, hence, most tt dilepton events will not have two
observable jets above 10 GeV in the calorimeter. For a
search in this low-mass region we must remove the two-
jet requirement. When the two-jet cut is removed (see
Table UI) no new events in addition to the two ep signal
region events appear in the 1992-1993data. With these
same cuts, there are no events found in the 1988-1989
data sample. The 1988-1989 ep event of Ref. [34] fails
the ET&25 GeV cut added to the ep channel in the
1992-1993 analysis to reduce backgrounds expected in
the larger data sample. The total background expected
without the two-jet requirement in the combined data
samples is 3.0+0.6 events.

We make the conservative assumption that the back-
ground fluctuated to zero in our dilepton data sample.
Then we can obtain an upper limit on the tt cross section
assuming that the two observed ep events are from the
signal (no background subtraction), as follows:

Ne;i(95% C.L. )
o,—,(95% C.L. )=

X dr eon

TABLE XII. Detection e%ciencies with the two-jet cut re-
moved and upper limit on o,—, as functions of top mass.

M„p
GeV/c

100
120
140
160

&au

no jet cut

0.0068+0.0005
0.0078+0.0006
0.0088+0.0007
0.0093+0.0007

e,—, (pb)
95% C.L.

41.6
36.2
32.0
30.6

E. Summary of dilepton analysis

V. SEARCH FOR tt IN THE LEPTON + JETS MODE

This section reports on the search for tt events in

which one of the 8'bosons has decayed either to an ev or

200

We have searched for events with two high-PT 1eptons,
large ET, and two hadronic jets, as a possible manifesta-

tion of the production and decay of top-quark pairs with
large M„,above approximately 120 GeV/c . A signal
of 3.7 (0.7) tt dilepton events is expected for M„~=120
(180) GeV/c . In the ep channel, two tt candidate events
were observed. No ee or pp. events were found in the sig-
nal region. A total 0.56+0 &3 events is expected from
background sources in the dilepton channels. This small
excess of dilepton events is combined in Sec. VI with the
results of the lepton + jets analysis described in Sec. V.

We have also carried out a search for lower mass top,
by removing the two-jet requirement, which is only
efficient at high masses. No additional dilepton events
were found. Under the assumption that the two events
are from signal, that is, without subtracting backgrounds,
we measured the upper limits on the tt production cross
section presented in Table XII. When these upper limits
are compared with current theoretical calculations of o,—,

[10], we derive a lower limit on the top-quark mass,
M„&118 GeV/c at the 95% C.L.

where Ne;i(95% C.L.) is the upper limit at the 95%
conMence level on the number of top dilepton events,
JXdt is the integrated luminosity and ee,,=Br@„„,is the
detection efficiency of the analysis for observing top
events. In Table XII we show our results for the upper
limit on cr,—,, as a function of top mass, for the combined
1988-1989 and 1992—1993 data samples with

IX dt =23.0+0.8 pb '. A lower limit on the top quark
mass is obtained by finding the intersection of our mea-
sured upper limit on the cross section as a function of top
mass with theoretical lower estimates of o.,—, (see Fig. 13).
We use the cross-section calculation, at the next-to-next-
to-leading order, from Ref. [10]. From the 1992—1993
dilepton data alone, the limit is 113 GeV/e at the 95%
C.L. When combining the 1988—1989 and 1992—1993
dilepton data samples, we obtain the result M& p

& 118
GeV/c at the 95% C.L.

b

I I I I I I I I I I I I I I I I I I I I I

3 00 ) 20 140 160 ) 80 200

(GaV/c2)

FIG. 13. The upper limit at the 95%%uo C.L. on o,-„overlaid

with the theoretical lower bound and central value of a next to

next to leading order (NNLO) calculation from Ref. [10].
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TABLE XIII. The number of events passing various con-
secutive selection criteria in data. The good lepton requirement
includes all quality selection, Mucial requirements, E& cuts, and
conversion removal.

TABLE XIV. Summary of 8' candidate event yields as a
function of observed jet multiplicity for electron and muon de-
cay modes of the W. Each jet must have ET~15 GeV and
lgl &2.o.

Selection criteria

Good lepton
Lepton isolation requirement
Z removal
g&&20 GeV
Good quality run
Trigger requirement

Electrons

28 522
20420
18 700
13 657
12 797
11 949

Muons

17994
11 901
11 310

8 724
8 272
7024

Jet multiplicity

0 jet
1 jet
2 jets
3 jets
~4 jets

Electron events

10663
1 058

191
30
7

Muon events

6264
655
90
13
2

a pv pair, and the other 8'has decayed to quarks, giving
rise to jets. This is the lepton + jets decay mode de-
scribed in Sec. I. We first report on the selection of
8'~ev and pv candidate events, and present the yield as
a function of the number of jets observed in the event.
We then show that requiring significant jet activity great-
ly increases the tt signal-to-background ratio. To
suppress further the 8'+multijet background, we search
for b quarks using two difFerent methods of b tagging.
The first, described in Sec. V B, uses SVX tracking infor-
mation to search for displaced vertices. The second
method searches for leptons from b-quark decay and is
described in Sec. V C.

A. Inclusive W+ jets selection

The %selection requires an isolated electron (muon) to
pass the standard trigger and ofBine lepton identification
outlined in Sec. III, and also to have ET~20 GeV
(Pr ~ 20 GeV/c). We require the event z vertex position
to be within 60 cm of the center of the CDF detector.
We additionally require ET 20 GeV. Events containing
Z bosons are removed from the sample by rejecting
events with an oppositely charged dilepton (ee or pp) in-
variant mass in the range 70 to 110 GeV/c . Table XIII
lists the number of events passing consecutive selection
criteria. After all cuts, a total of 11949 electron and
7024 muon events remain. Figure 14 shows the lepton-
ET transverse mass distribution for the electron and
muon samples. A clear Jacobian peak is observed at the
W mass. Defining a jet as a cluster (see Sec. III D) with
lr/l ~2.0 and Er ~15 GeV, we bin the W candidate

~ 0.1
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events according to their observed jet multiplicity (N;«).
Since the goal is simply to count clusters above a thresh-
old, the ET of these jets is not corrected for detector
cracks, nonlinearities and other effects. The N,„distribu-
tions are shown separately for electron and muon events
in Table XIV, where it can be seen that the 8'+multijet
cross section falls quickly with jet multiplicity [35].

Figure 15(a) shows the gr distributions for tt Monte
Carlo events generated with M„„=120 and 180 GeV/c,
and required to have a 20-GeV electron passing the elec-
tron selection criteria. The 20-GeV gr cut is necessary
to reduce backgrounds from misidentified leptons in
@CD-jet events and semileptonic decays in bb events.
This requirement is approximately 90% eScient for top
events, and shows little sensitivity to variations in the top
mass. Figure 15(b) shows the jet multiplicity calculated
from a tt Monte Carlo program with top masses of 120
and 180 GeV/c . While, in principle, one might expect
to observe one jet for each quark in the final-state of a tt
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FIG. 14. The transverse mass distribution for the 8'~ev
and W —+pv samples.

FIG. 15. The tt Monte Carlo distribution of (a) jt;T for events
with a 20-GeV electron passing electron identi5cation cuts, and
(b) the expected jet multiplicity distribution for events passing
the W selection criteria. In both plots the dashed line is for
M„~=120GeV/c and the solid histogram is for M„~=180
GeV/c2.
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decay, in practice this is not the case because jets might
coalesce, be lost down the beam line, or fail the 15-GeV
calorimeter threshold requirement. On average, three or
four reconstructed jets are observed in association with
leptons from $V decay. A straightforward method of
defining a tt search sample, which greatly improves the
ratio of the top signal to 8'+multijets background, is to
require N;«~3. Approximately 75% of the tt events
(M„~=160GeV/c~} and less than 0.5% of all W events
pass this requirement. We have chosen N;«&3, rather
than 4, as our signal region because the efficiency of the
Nz, ~4 requirement is a strong function of the top mass
and of the modeling of initial-state gluon radiation in top
events (see Sec. VII B).

Figure 16 shows the lepton-Ez transverse mass distri-
bution for the 52 events in the data that have N;« ~ 3 (see
Table XIV}. The distributions from the vacsos [26]
Monte Carlo program of W events and the isAJET Monte
Carlo program of tt events (M~~=160 GeV/c ) are
shown as solid and dashed histograms, respectively. The
area of both Monte Carlo distributions is normalized to
52 events. The transverse mass distribution for tt events
is slightly broader than the vEcaos prediction for
higher-order QCD W production because tt events are on
average more energetic, which causes a degradation of
the Ez resolution. The data have the characteristic high
transverse mass edge near 80 GeV, as expected for on-
shell W bosons.

The background in the W+ jet(s) sample due to
misidentified leptons in QCD-jet events or semileptonic
decays in bb events, is estimated to be (10+5)%,indepen-
dent of jet multiplicity (for N;„1).This background es-

TABLE XV. Estimated number of background events in the

¹~~ 3 sample. The Z~pp and ee backgrounds are calculated

by Srst estimating the acceptances for these events relative to
those for W~pv and ev and then normalizing to the observed
data rate assuming that the data contain no top events. The un-

certainty in the total background estimate takes into account
correlations between uncertainties in the various background
sources. There are 52 events with N~, & 3 in the data.

Background source

@CD aud bb
W'W, WZ, and ZZ
Z~7.~
Z ~PIJt
Z~ee
Total

Background estimate

5.2+2.6
2.6+1.2
1.7+0.5
1.5+0.4
1.2+0.6

12.2%3.1

timate is obtained by extrapolating the Ez. distribution
for isolated leptons into the W-signal region, using the Er
shape of the nonisolated leptons [17]. Other sources of
backgrounds are W~~, followed by r~e or p ( =4%),
Z ~vs, and Z ~ee or pp, where one of the leptons is un-

detected (if the second muon in Z~pp, is outside the
CTC acceptance, for example). Backgrounds from Z de-
cays are approximately 8% of the W+jet(s) sample. The
data shown in Table XIV have not been corrected for
QCD, bb, W~~, and Z backgrounds. Background esti-
mates for the 1V;« ~ 3 sample are given in Table XV.

In a previous letter [35], we presented a detailed com-
parison of W + jets data with theoretical expectations,
based on a data set collected in 1988-1989. In Table
XVI we compare the number of 8' + jets candidates in
this analysis with expectations from the vacsos Monte
Carlo program. The VECBOS event generator is based on
a tree-level matrix element calculation; therefore it has
signiScant theoretical uncertainties in its absolute rate
predictions. In this study, the VECBOS Monte Carlo
events are generated with a renormalization scale

Q = (PT ), where (Pz ) is the average transverse
momentum of the partons. This choice of renormaliza-
tion scale tends to yield higher cross sections than an al-
ternative possible choice of Q =M&. In the analysis
presented in Ref. [35], where the jet definition was shght-

TABLE XVI. Comparison of W+jet(s) yields with expecta-
tions from the vacaos Monte Carlo program. The Srst uncer-
tainty on the vECBos prediction is due to Monte Carlo statistics,
the second is due to jet energy scale and lepton identiScation
efRciency uncertainties, the third is due to the luminosity nor-
malization. The vscsos predictions include the W~~ contri-
bution. The data have not been corrected for backgrounds,
which are discussed in the text.

FIG. 16. The lepton-gz transverse mass distribution for data

(points), the vscaos $Y Monte Carlo program (solid), and tt
Monte Carlo events (dashed) when ¹~, ~ 3. The area of both
Monte Carlo histograms are normalized to the number of data
events, 52. The vacsos result contains contributions from both
three and four jets in the ratio observed in the data.

Jet multiplicity

1 jet
2 jets
3 jets
~4 jets

Data

1713
281
43
9

vacaos (Q'=(Pr)')
1571+82+204+55

267+20+53+9
39+3+9'k2
7+1-i3+0.2
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ly different than the one used here, it is found that the
cross sections for Q =M& are lower than those calculat-
ed for Q =(Pr ) by a factor of =1.3 for N;„=1,rising
to =2. 1 for N;„=4.The vECBOS W+N jets predictions
displayed in Table XVI are based on the W+N jets ma-
trix element only. We have not attempted to correct for
the cases where, for exainple, a generated W+(N+1)
jets event is reconstructed to be an W+N jets event.

The acceptances for tt and W+multijet events passing
the lepton identification and kinematic requirements are
determined from the ISAJET pp ~tt and VECBOS

pp+ W+multijet Monte Carlo programs, and the CDF
detector simulation. Acceptances are then corrected for
the lepton trigger ineSciencies, described in Sec. IIIA,
and for differences in the lepton identification efficiencies
between data and Monte Carlo simulation. After correct-
ing for trigger eSciencies, the acceptance for electron
events is corrected for two additional efFects: (1) the
photon-conversion removal algorithm is applied to data,
but not to Monte Carlo events, and is estimated to reject
(5+3)% of prompt electrons, and (2) the efficiency for
high-PT isolated electrons to pass the combined electron
identification requirements has been measured in a data
sample of Z~e+e events to be (5+4)% larger than in
the Monte Carlo simulation. Similarly, the acceptance
for muon events is degraded because the eEciency of the
muon matching requirements is measured to be
(4.8+1.5)% smaller in data than in Monte Carlo simula-
tion. As discussed in Sec. III A, a large fraction of the
CMX muon data was collected with a level-1 calorimeter
trigger requirement. The efficiency of this requirement
on W~p events is a strong function of the hadronic ac-
tivity in the event, and Monte Carlo events with a CMX
muon are required to satisfy a simulation of the level-1
trigger.

Table XVII lists the tt production cross section [10] for
various top masses. Also shown is the acceptance for top
events, including branching ratio, and the number of ex-
pected tt events with N;et &3 in 19.3 pb ' of data. As
shown in Table I, the branching ratio is 24/81 for one of
the two 8"s in top events to decay to e or p and the other
one into hadrons. We also expect a =5% contribution to
the total acceptance from events from W—+~~e or p,
W~qq. Further contributions to the total acceptance
come from events where both W's decay leptonically into
e, p, or r and this amount varies between 14% and 20%
for top masses between 120 and 180 GeV/c . The uncer-
tainty on the expected number of events is the quadrature

sum of a 3.6% systematic uncertainty in the luminosity
and the systematic uncertainties on the acceptance,
which are discussed below.

Systematic uncertainties in the acceptance arise from
uncertainties in the lepton detection efFiciencies (5%), un-

certainties in the jet energy scale, and in the modeling of
initial-state radiation, which affects the expected jet mul-

tiplicity in top events. The jet energy scale is known to
10% (Sec. III D), resulting in an uncertainty on the tt ac-
ceptance that varies between 10% and 3% for top masses
between 120 and 180 GeV/c . Note that this energy
scale uncertainty has a much larger effect on the VECBOS

predictions displayed in Table XVI because of the steeply
falling transverse energy spectrum of jets in W events.
The uncertainty on the kinematic acceptance due to mod-
eling of initial-state radiation in the tt Monte Carlo pro-
gram is taken to be 7%, which is one half of the decrease
in acceptance when initial-state radiation is turned off in
the ISAJET Monte Carlo generator.

The lepton identification criteria listed in Secs. IIIB
and III C contain a number of explicit and implicit isola-
tion requirements. We use tt events made with the ISAJET
Monte Carlo program and the detector simulation to ex-
trapolate the eSciency for highly isolated leptons to the
less isolated leptons expected in tt events, which typically
contain three or four observed jets (see Fig. 15). The
efficiency of the isolation requirement, which is (96+1)%%uo

for leptons from inclusive W decays, is estimated to be
=86%%uo for leptons in tt events with three or more jets.
To study the model dependence of the acceptance calcu-
lation, we also have computed the top acceptance with
the HERWIG generator. For a top mass of 120 [180]
GeV/c, we find the acceptance to be (10+5)% lower
[(1+3)% higher] than that calculated using the ISAJET

generator (the uncertainties here are statistical). As a
further check, we use the identical procedure (i.e., ISAJET

generator, detector simulation, and corrections described
above) to calculate the acceptance for inclusive W events.
We then use this acceptance, in conjunction with the ob-
served number of W events, to extract a measurement of
the W production cross section, which is found to be con-
sistent with our previously reported measurement [17,36].

As can be seen from Tables XVI and XVII, the vECBOS
prediction for the W+jets background in the three or
more jet sample ( =46), is larger than the expected num-
ber of tt events for top masses above 120 GeV/c . Addi-
tional background rejection is needed to isolate a possible
tt signal. This can be provided by requiring the presence

TABLE XVII. Summary of tt acceptance as a function of top mass. A„~is the acceptance for top events, including branching ra-
tios, for the lepton +gT+3 or more jets selection. The expected number of events is calculated with the central value of the theoret-
ical expectation for cr,—,. It includes a 3.6% normalization uncertainty on the luminosity of 19.3 pb, but no theoretical uncertainty.
There are 52 events in the data passing the lepton +ET +3 or more jets requirements.

M„(GeV/c )

o.(tt) (pb) (theory)
A, p

Expected No. of events

120

38 9+10.8

0.051+0.007
39+6

16.9+) 8

0.067+0.008
22+3

8.2+0 8

0.077+0.008
12+2

180

4.2+0'4
0.081+0.008

6.6+0.7
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of a b-Qavored hadron in the 8'+multijet sample. In
Sec. VB and VC we discuss searches for b quarks ex-
ploiting displaced vertex and semileptonic decay signa-
tures. In addition, we will show that, by looking for a b
quark, we can obtain background estimates independent
of the uncertain absolute rate predictions of the vEcBos
Monte Carlo program.

B. Search for tt using SVX b tagging
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FIG. 17. (a) The PT spectrum for b hadrons from tt Monte
Carlo events with M„~of 160 GeV/c . (b) The transverse decay
length distribution for the b hadrons, before detector resolution
efFects, in the same sample.

The average PT for b hadrons from top-quark decay
[see Fig. 17(a)] is large compared with the scale set by
the b-quark mass. This, combined with the long b-quark
lifetime, results in a long average decay length for b had-
rons in tt events. The distribution of the decay distance
in the plane transverse to the beam direction, defined to
be L„~,is shown in Fig. 17(b).

A simplified illustration of an event containing a b had-
ron with large PT is shown in Fig. 18. Tracks from the
b-hadron decay are measurably displaced from the pp in-
teraction point, called the primary vertex. The ability to
identify such displaced tracks depends on the resolution
for determining both the trajectory of each track and the
position of the primary vertex from which most tracks
emanate. At the CDF interaction region, primary ver-
tices have a Gaussian distribution along the beam direc-
tion with o -30 cm and transverse to the beam axis with
a cr -36 pm. The detector axis and beam axis are not ex-
actly parallel and coaxial. The detector axis and the
beam axis have a relative slope of -4.5 pm/cm in the
horizontal plane and ——3 pm/cm in the vertical plane.
Through the course of the 9 months of data taking, these
slopes were stable at the level of 1 pm/cm. The displace-
ment of the detector axis and the beam axis (at the nomi-
nal interaction position z=0) varied between 200 and

FIG. 18. Simpli5ed view of an event containing a secondary
vertex shown in the transverse (r P) -plane. The solid lines
represent charged-particle tracks reconstructed in the SVX.
The primary vertex is the point in the r-P plane where the pp in-
teraction occurs. The secondary vertex is the point of decay for
a long-lived particle originating at the primary vertex. The im-
pact parameter, d, is shovrn for representative tracks. Also
shown is I.„~,the tv'-dimensional decay distance to the secon-
dary vertex, measured in the r Pplane. -

1200 p,m in the horizontal plane and 400 and —1000 pm
in the vertical plane. The slope and displacement drifted
due to changing Tevatron conditions, but were measured
on a run-by-run basis to accuracies of -0.4 p,m/cm for
the slope and —10 JMm for the displacement.

The primary vertex is found for each event by a
weighted fit of the SVX tracks and the VTX z event ver-
tex position, with appropriate corrections for detector
onset and slope. An iterative search removes tracks from
the fit, which have large impact parameters. The impact
parameter, d, is the distance of closest approach of a
track to the primary vertex in the r-P plane (see Fig. 18).
The uncertainty in the fitted primary-vertex coordinates
transverse to the beam direction ranges from 6 to 36 pm
depending on the number of tracks and the event topolo-
gy-

Because of the high-luminosity conditions of the
1992—1993 run, approximately 40% of events in the W
sample described above contain multiple primary interac-
tions separated along the beam axis. In these events, the
event vertex is chosen to be the one with the greatest to-
tal transverse momentum of associated tracks. All tracks
used in the vertex fit and subsequent analysis are required
to extrapolate to within 5 cm of this vertex along the
beam direction. The resolution on the extrapolation to
the z position for CTC tracks above 2 GeV/c is approxi-
mately 6 mm. The primary high-PT electron or muon is
associated with the chosen vertex in 99.9% of the events.

Displaced tracks identified with the SVX are used as
input to three b-tagging algorithms. All three algorithms
require the size of the impact parameter, d, to be large
compared to its estimated uncertainty. The sign of the
impact parameter is given by the location of the beam in
the transverse plane, relative to the circle, which de-
scribes the track trajectory in the transverse plane. For
positively charged tracks, the CDF convention is to as-
sign a negative sign to d when the location of the beam
lies inside the circle, and a positive sign to d when it is
outside. This convention is reversed for negatively
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charged tracks. Tracks from heavy-flavor decay will
populate both the positive and negative tails of the im-
pact parameter distribution. The uncertainty on d, hard, is
computed for each track with the measured momentum
and multiple scattering based on the traversed material.
It ranges from 50 pm for 1 GeV/c charged tracks to 15
pm for 10 GeV/c tracks. A check of this calculation is
shown in Fig. 19(a},which displays the distribution of im-
pact parameter significance, d /u&, for tracks from a sub-

set of events in the 50-GeV jet-trigger sample. The core
of the data distribution fits well to a Gaussian distribu-
tion with can=1. 08+0.01. The tails of the distribution
come from a combination of non-Gaussian effects and
true long-lived particles. Using a combination of data
and Monte Carlo simulation of heavy flavor decays, we
estimate approximately 30% of the tracks with
~d ~/od & 3.0 are the decay products of long-lived parti-
cles. Shown in Fig. 19(b) is the distribution of d /o d for
tracks from b decays taken from an ISAJET Monte Carlo
sample after full CDF detector simulation. This broad
distribution shows the effect of the long b-quark lifetime.
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FIG. 19. The distribution of impact parameter significance,
d/oz, for (a) tracks from a subset of events in the 50-GeV jet-
trigger sample, and for (b) tracks from b decay in tt Monte Car-
lo events (M, ~ =160 GeV/c ). The Gaussian fit to the core of
the 50-GeV jet distribution has o = 1.08+0.01.

1. Description of the tagging algorithms

The b-tagging algorithms are applied to sets of SVX
tracks associated with jets that have calorimeter ET ~ 15
GeV and

~ tl ~
& 2.0. An SVX track is associated with a jet

if the opening angle between the track direction and the
jet direction (given by the calorimeter) is less than 35'. In
order to remove tracks consistent with photon conver-
sions and K& or A decays originating from the primary
vertex, we impose an impact parameter requirement
(~d~ &0. 15 cm). This removes 3.1% of tracks prior to
tagging and is approximately 99% eScient for tracks
from b decay. In addition, track pairs consistent with the
Kz or A mass are removed. The three b-tagging algo-

rithms are referred to as the "jet-vertexing" algorithm,
the "jet-probability" algorithm, and the "d-p" algorithm.

The jet-vertexing algorithm requires a jet to contain at
least two good SVX tracks (defined in Sec. II) with Pr ~ 2
GeV/c and absolute impact parameter significance
~d~/od &3 [37]. Using these tracks, L„and its error
oL (typically —130 pm) are calculated using a three-

xy

dimensional common vertex constrained fit. If the con-
tribution to the overall y of the fit due to any one track
is more than 50, that track is removed and a fit is at-
tempted with the remaining tracks. The sign of L„~is
given by the sign of the vector dot product of the L„„
direction and the direction of the vector sum of the
tagged tracks' momenta. The secondary vertex is re-
quired to have significance ~L„„~/ot ~3.0. Jets con-

xy

taining many mismeasured tracks, and no true secondary
vertices, have vertices that are equaBy likely to have Lzy
either positive or negative. This has been checked by
combining tracks from different jets to form a vertex.
This avoids contamination from real long-lived objects
found within a single jet. In order to mimic the small
opening angle of tracks in the same jet, events with jets
nearly back-to-back were selected. Track pairs with an
opening angle near 180' will form vertices with similar
properties to those formed by tracks with opening angles
near O'. The larger of the two jets is taken as defining the
positive L„~direction. The resultant L„~distribution is
observed to be symmetric about L„=O.In contrast, jets
containing long-lived particles have vertices with L„„
predominantly positive. For the purposes of identifying b
jets, only jets with positive L„„areconsidered "tags." As
explained below, the bulk of the SVX b-tagging results re-
ported use this algorithm.

The jet-probability algorithm [38] uses a track s signed
impact parameter to determine the probability that the
track is consistent with originating from the primary ver-
tex (i.e., zero lifetime}. For this algorithm only the sign
of the impact parameter is defined to be positive if the
point of closest approach to the primary vertex lies in the
same hemisphere as the jet direction, and negative other-
wise. Tracks from long-lived objects will usually have a
positive impact parameter. A resolution function is de-
rived from the negative impact parameter distribution of
tracks from jets in the 50 GeV jet-trigger sample. Each
track in a jet is assigned a probability that it comes from
the primary vertex using this resolution function, and the
track probabilities are combined into an overall probabil-
ity that the jet is consistent with the zero lifetime hy-
pothesis. A jet is tagged by this algorithm if it has an
overall jet probability of less than 1% and two or more
tracks with positive impact parameter and PT & 1.5
GeV/c. Figure 20 shows the jet probability for jets with
Ez )9 GeV in the inclusive-jet sample, and for jets near a
muon with I'z. &9 GeV/c in the inclusive central muon
sample. The muon sample has been measured to be en-
riched in semileptonic b-hadron decay [39]. The
enhancement at low jet probability in the muon sample is
due to heavy-flavor decay. A smaller enhancement at
low jet probability, also indicating the presence of heavy
flavor, is found in the inclusive-jet sample.
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probability indicates that the tracks in the jet are inconsistent
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FIG. 21. The distribution of the impact parameter (d) vs az-
imuthal angle for the SVX tracks in a typical tagged event. The
d-P tagging algorithm identifles the tracks near /=1 radian as a
potential heavy-Savor decay.

The third b-tagging algorithm identifie secondary ver-
tices by the d-P correlation between the impact parame-
ter d and azimuthal angle P of the associated tracks [40].
The algorithm requires at least three good tracks with
PT «400 MeV/c and ~d ~/az ~2.5. Tracks identifie as
low-Pz- electrons or muons as described in Sec. VC are
included regardless of their impact parameter
significance. Figure 21 shows all SVX tracks represented
as points in the d-P plane for a typical event tagged by
this algorithm. The tracks with small d are likely to

M, =I.
P,F

where M is the invariant mass of the tracks associated to
the secondary vertex, P~ is their total vector transverse
momentum, and F is a scale factor determined from a b
Monte Carlo sample, which accounts for b-hadron decay
products that are not attached to the secondary vertex.
This simulated sample was made using the HERWIG [25]
event generator and the standard CDF simulation. For
Pr greater than 15 GeV/c (which is true for the majority
of tags), F is independent of PT and is determined to be
0.7. Below PT of 15 GeV/c, F rises slowly by approxi-
mately 10% of itself.

(2)

come from the primary vertex. Secondary vertices will
give tracks which form a line in the d-P plane with
nonzero slope. The d-P algorithm tags the tracks near
)=1 radian with large d as a heavy-flavor decay candi-
date.

The three b-tagging algorithms used in this analysis
were developed to complement and check each other.
The consistency of their results tests the stability of the
analysis with respect to (1) changes in the minimum PT
and impact parameter significance requirements in the
selection of the tracks that may be included in a tag, and
(2) changes in the minimum number of tracks required
for a tag. The tracking errors are strongly correlated
with the track PT, and the impact parameter significance
of the tracks and vertexing errors are in turn correlated
with the number of tracks used to find a vertex. The con-
sistent results of the three tagging algorithms are an im-
portant confirmation that our treatment of tracking and
vertexing systematic uncertainties is correct.

The efFort to estimate all systematic uncertainties and
perform various cross checks was focused on the jet-
vertexing algorithm. Therefore, in this paper the bulk of
the analysis reported uses the jet-vertexing algorithm.
The tagging eSciency, its systematic uncertainties, and
background rates are discussed in detail for this method.
Where appropriate, the results from the other two tag-
ging methods are also given.

To confirm that these algorithms identify b quarks,
their performance is evaluated and cross checked in a
large inclusive electron sample, selected by requiring an
electron with ~g~ (1.0 and PT & 10 GeV/c. We measure
the fraction of the events in this sample that originate
from semileptonic B decay by measuring the yield of
muons near the electron candidate and comparing this to
the yield predicted by a Monte Carlo simulation of the
cascade decay B

~eaux

This m. ethod gives a semilepton-
ic B-decay fraction for the inclusive electron sample (Fb )

of (3728) lo. This result has been checked by an alter-
nate method for measuring Fb, which uses the yield of
observed D ~En. decays near the electron candidates,
compared to the yield predicted by a Monte Carlo simu-
lation of the decay B~eD X. This result is consistent
with the Eb quoted above. To verify that electron candi-
dates, which have an associated secondary vertex include
a high percentage of b jets, the decay length of the secon-
dary vertex is converted into an estimate of the eI'ective
proper decay length ("cr,tr") using the expression [41]
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tex in the inclusive electron data (points with errors) compared
to Monte Carlo simulation (histogram) with the world average
B lifetime.

The cr,ff distribution for the electron data is shown as
the points in Fig. 22, and the c~,ff distribution for jets in
the Monte Carlo sample is shown as the solid histogram.
The data agree well with the Monte Carlo simulation of b
decay, which uses the world average b-hadron lifetime
[42].

We attempt to classify the tags observed in a sample of
unbiased (generic) jets that are found in events passing the
50 GeV jet trigger. The c~,s distribution for tags found
in this event sample is shown in Fig. 23. We flt this dis-
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FIG. 23. The cv~ distribution for jets with a secondary ver-
tex in the sample collected with a 50-GeV jet trigger (points).
The distribution is St to a combination of heavy flavor (b decays
and c decays; shaded) and background (histogram). The flt gives
the relative fractions of positive L„»tags from heavy flavor and
background to be approximately 75% and 25%, respectively.

tribution to a combination of c~,i distributions from
Monte Carlo simulation of b-quark decays, c-quark de-

cays, the "fake" decays caused by mismeasured tracks.
The cv,f distributions from b quarks and c quarks are
determined by first hadronizing quarks using ISAJET, then
decaying the mesons using the CLEO Monte Carlo pro-
gram. The track parameters of the decay products are
then smeared by a resolution function determined from
the data. The c~em for fake tags is determined by generat-
ing tracks with zero lifetime and smearing the track pa-
rameters with the resolution function. The three distri-
butions of c~,z are then fit simultaneously to the data
spectrum and the relative contribution of each is deter-
mined. From this fitting procedure we can extract an es-
timate of the fraction of tags in this sample that come
from each of these three sources. We find the tagged
events for this sample are approximately 75%%uo heavy
flavor (b and c quarks) and 25% fakes. The observed b to
c quark ratio is consistent with 1.0, before correcting for
the difference in tagging efficiencies for b and c quarks.
We can also estimate the same fractions for the tags,
which have negative L„~.For the negative L„„sample,
we flnd the tagged events are approximately 35%%u/o heavy
flavor and 65%%uo fakes. Systematic uncertainties in this
procedure arise from uncertainties in the Monte Carlo
simulation of heavy flavor, the resolution function, and
the simulation of the fakes. These effects are under study
and will be discussed further in a separate publication.

Ndouble
&sl=

+single
(3)

In the second method, we use the entire electron sam-
ple and measure N~ g~ „

the number of tagged jets that
contain the electron candidate. The e,l is then given by

N XFb
(4)

2. Togging eQciency

We use a data sample of inclusive electron events to
measure the eSciency for tagging a single semileptonic b
jet. The data sample is enriched in bb events, where an
electron from a semileptonic b-hadron decay is recoiling
against a jet from the other b. Two complementary
methods for measuring the tagging efllciency are used. In
the flrst method, we identify a subsample of events, which
have at least one tagged jet that is not the jet which con-
tains the electron candidate. The number of such events
is N„„gl,. By selecting this event sample, we increase the
b purity by about a factor of 2 and therefore reduce the
relative systematic error on the b purity. The require-
ment also isolates a sample of events where the two b
quarks are spatially separated so the tagging efficiency of
a single b jet can be measured. Within this sample, we
then examine the jets that contain the electron candidate
and count the number of events in which these jets are
also tagged. This number is referred to as Nd, „»,. The
SVX b-tagging efficiency for semileptonic b decays, e,l, is
given by
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where N, is the number of electron candidates and Fb is
the fraction of electrons which come from semileptonic
b-hadron decay (37%8)%. In both methods, the
efFiciency is measured for jets with at least two good SVX
tracks and small background subtractions {oforder 10%}
are performed to correct for mistags of non-b jets. The
efficiency for tagging a semileptonic b decay found using
the first method is 0.31+0.03, where the uncertainty is
dominated by the limited number of double-tagged
events. The eSciency found using the second method is
0.29+0.06, where the error is dominated by the uncer-
tainty on Fb.

Monte Carlo simulation is used to extrapolate the mea-
sured b-tagging efficiency for semileptonic b decays to
that expected for generic b decays in tt events. To do this
we must scale the tagging efiiciency in the Monte Carlo
simulation to the value observed in the data. Figure 24
shows the ratio of the tagging efficiency measured in the
electron data divided by the tagging eSciency observed in
the semileptonic b Monte Carlo simulation, as a function
of the ET of the jet associated with the electron. The
Monte Carlo tagging efficiency must be multiplied by a
scale factor of 0.72 in order to agree with that measured
in the electron data.

The b decays used to determine the scale factor and b
decays from tt events diSer because the average b-jet ET
is higher in tt events than it is in the electron data sam-
ple, and because the b decays in the electron data are
semileptonic, whereas the decays in tt events are generic.
However, we find the scale factor to be approximately in-
dependent of ET, as shown in Fig. 24. In addition, we
find good agreement between kinematic features (invari-
ant mass, summed PT of the tagged tracks, the tagged
track multiplicity, etc.} of tagged jets in data that do not
contain an electron, and a Monte Carlo simulation of
generic b decays. Based on this information, we scale
down the tagging efficiency in Monte Carlo tt events by a
factor of 0.72.

The systematic uncertainty assigned to the determina-
tion of the Monte Carlo scale factor is +0.21 (29%) and
is dominated by a +0.17 (23%) systematic uncertainty in
its ET dependence. We estimate this e8'ect by taking a
+1 u variation in the slope of a linear fit to Fig. 24,
weighted by the Ez spectrum of b jets from tt events.
The systematic uncertainty also includes an uncertainty

due to limited statistics on the number of double tags,
and an uncertainty on the b fraction of the electron sam-
ple. The Monte Carlo simulation has a higher SVX
tracking efficiency and slightly better impact-parameter
resolution than the data. However, these discrepancies
can only account for approximately —,

' of the data-Monte
Carlo di6erence. The fact that the SVX b-tagging
efficiency is lower than expected does not a5'ect the sta-
tistical significance of the results reported here, but does
enter into the cross-section calculation as discussed in
Sec. VII.

The event-tagging efficiency e„~measures the efficiency
for tagging at least one b jet in a tt event with three or
more observed jets. For the jet-vertexing algorithm, e„~
is determined using ISAJET tt Monte Carlo events for
various top masses and the CLEO parametrization for the
decay of the 8 mesons. Table XVIII gives e„zand the
number of expected SVX b-tagged events for various
values of the top mass. These estimates include correc-
tions for the scale factor and the eFect of inefFiciency for
events with primary vertices outside the SVX fiducial
volume. Tagging efficiencies measured for the other two
b-tagging algorithms are similar to the tagging efficiencies
measured for the jet-vertexing algorithm.

For a top mass of 160 GeV/c, e„canbe factorized as
follows: Of the tt events, which pass the ¹„,& 3 require-
ment, 67% have at least one b jet within the SVX fiducial
volume. Of these events, 91% have at least one b jet with
two or more tracks, which pass the jet-vertexing selection
criteria. Of these selected events, 36% have at least one
tagged jet. The 36% includes the 0.72 factor between
Monte Carlo simulation and data tagging efficiencies.
For a single b jet that is well contained within the SVX
and CTC fiducial volumes ( ~z vertex

~
(25 cm and

~ rl ~
( 1.0) and ET )20 GeV, the b-tagging efficiency is ap-

proximately 30%.
The uncertainty on e„in Table XVIII comes from

adding in quadrature the uncertainty in the scale factor
and the statistical error from the Monte Carlo sample
To calculate the number of expected events, we use the tt
cross section from Ref. [10]. The uncertainty on the ex-
pected number of events comes from adding in quadra-
ture the uncertainties on the acceptance, the tagging
efficiency, and the luminosity. We do not include an un-
certainty from the tt cross section.
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TABLE XVIII. Summary of SVX tagging eEciency (de6ned
as the e%ciency for tagging at least one jet in a tt event with
three or more jets) and the expected number of SVX b-tagged tt
events in the data sample.
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3. Backgrounds in the SVX search

In the 8'+multijet sample, we expect tags from a
variety of sources in the absence of any tt events. These

FIG. 24. The SVX tagging efBciency in the inclusive electron
data divided by the SVX tagging eKciency in a Monte Carlo
sample of semileptonic B decays.
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are events from the production of 8"s in association with
heavy quark pairs ( Wbb, Wcc) [13],mistags due to track
mismeasurements, pp ~W+ charm, bb production, 8'W
or WZ production, and Z —+~7. The dominant contribu-
tion to the background is expected to come from the first
two sources, and two different techniques are used to esti-
mate their magnitude. The first method directly mea-
sures the tagging rate in inclusive-jet events, which has
contributions from both heavy-flavor tags and mistags.
This tagging rate is then applied to the W+multijet
events to produce a background estimate. In the second
method we explicitly compute the W+heavy quark pair
background, using the theoretical tools available, and add
a separate estimate from the data of the mistag back-
ground.

In the first method, the heavy quark pair content of
jets in W+multijet events is assumed to be the same as,
or less than, that in inclusive-jet events. The positive L„
tag is measured in a sample of 67000 events passing the
50-GeV jet trigger. These events contain 137000 jets
with Ez &15 GeV, which we will refer to as "generic
jets" to distinguish them from jets enriched in heavy
flavor. The tagging rate measured in this sample is used
to assign a tagging probability to each of the jets in the
W+multijet events. This approach has the advantage
that it uses a directly measured tag rate including mis-
tags, the small contribution from residual Ks and A de-
cays, and all contributions to heavy flavor production in
jets.

The heavy-flavor content of jets in an inclusive-jet sam-
ple stems from three primary sources: (1) direct produc-
tion (e.g., gg~bb), (2) the so-called gluon-splitting pro-
cesses, where a final-state gluon branches into a heavy
quark pair [43], and (3) flavor excitation (initial-state
gluon splitting). In the generic-jet sample, which is trig-
gered by a high transverse energy jet but has no explicit
requirement on the transverse energy of the heavy quarks
produced, the gluon splitting process accounts for around
65% (75go) of the produced bb (cc) pairs [44]. In the
case of W+multijet events, heavy flavor bb and cc pairs
come from gluon splitting only [13]. Both the VECBOS
and HERWIG Monte Carlo calculations [25] predict a
fraction of gluon jets in W+multijet events smaller than
in inclusive-jet events by a factor 1.5 to 2, for jet multipli-
cities between 1 and 4. Including all contributions, the
HERwIG Monte Carlo calculation predicts the b content
per jet in the 8'+multijet sample to be approximately
three times smaller than in the generic jet sample. One
therefore expects the fraction of heavy flavor in the
W+multijet sample to be smaller than that in the
generic-jet sample. Using the tagging rate measured in
the generic-jet sample should, therefore, provide an
overestimate of the W+multijet background. The dis-
cussion of the second method later in the section will
strengthen this conclusion with a more quantitative
study.

The positive and negative L„ tagging rates in the
generic-jet sample are shown in Fig. 25 as a function of
the jet ET and jet track multiplicity. Only jets with two
or more good SVX tracks, as required by the jet-
vertexing algorithm, are considered. The ratio of positive
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FIG. 25. The tagging rate, defined to be the number of
tagged jets divided by the number of jets having two or more
good SVX tracks, as a function of (a) the jet E& and (b) number
of SVX tracks associated with the jet. Shown are the rate for
positive I.„~tags (circles) and negative {triangles) L„»tags as
measured in the generic-jet sample.

Lzy to negative L„„tags is approximately 2.7:1 . The ex-
cess of positive L„»tags (i.e., the number of positive L
tags minus the number of negative L,

„

tags) is consistent
with coming from b or c decay. This is determined using
three different methods. First, we compare the c~ distri-
bution of the tags in data to a Monte Carlo simulation of
jets, which contain heavy flavor (see Fig. 22). Second, we
have measured the number of SVX tags that contain a
low Pr lepton, presumably from b or c decay (selected us-

ing the algorithm described in Sec. V C), and compared
that to the expectations from a similar Monte Carlo sam-
ple of heavy-flavor jets. Lastly, we assume that the excess
of positive L„„tags is due to heavy flavor plus the sum of
residual Ez decays, A decays, or photon conversions. %'e
estimate the latter by relaxing the cuts designed to elimi-
nate tracks that are consistent with E& or A decays. Us-
ing the observed yield of tags that are consistent with E&
or A decays, and photon conversions, we estimate the re-
sidual contamination from these sources in the standard
selection (with Ks and A removal) is (10+10)%. From
all three of these studies, which yield consistent results,
we conclude that approximately 75—100%%uo of the excess
positive L„tags are from b or c decay.

The probability of obtaining a SVX tag in the generic-
jet sample is parametrized as a function of jet ET, jet
SVX-track multiplicity, and jet [q[. We check the relia-
bility of these parametrizations of the positive and nega-
tive L„„tags in several ways with several different control
samples. Figure 26 compares the predicted and observed
tag rates as a function of the number of jets and the sca-
lar sum ET for the same sample. It shows that the pa-
rametrization correctly reflects the tagging rate depen-
dence on these variables in this sample. The parametriza-



2992 F. ASK et al.

100
a) 90

~ 80
~ 7o
60
CD~ 50

~ 40
030

+ 2O

10
0

400 600

Er (GeV)

60 40250
b) a)

50

40

CO
30

os 20

10

0
0

35

II +~ 30

JL ~ 20

cn 15

~ 10

5
~ I I I a ~ I

200 4OO 600
Scalar Sum Er (GeV)

W 200

U~ 150

cn 100

+ so

~ I ( I

0 200 400 600
Scalar Sum Er (GeV)

)) II II

~ .
0 200 400 600

Scalar Sum E„(GeV)
0 200

Scalar Sum
120

300 c) d) 120 c) 50 d)~ 100

80

~ 250

200

w 150

/@100

+ so

100
N 40

80

60

og 40

~ 20

~(g 30

cr) 20
bQ

+1O

~ 60

oo 40

+ 2O

I . ~ . I
I I . ~ II

2
I

0 o0 2 2 4

Jet Multiplicity
2 4

Jet Multiplicity Jet Multiplicity Jet Multiplicity

FIG. 26. The predicted number of tags (solid histogram) us-

ing the 50-GeV jet-trigger sample tag rate and the actual num-
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ET in the event for (a) the positive L„~tags and (b) negative L„~
tags, and vs observed jet multiplicity for (c) the positive L„„tags
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FIG. 27. The predicted number of tags (solid histogram) us-
ing the 50-GeV jet-trigger sample tag rate and the actual num-
ber of tags observed (points) in the 100-GeV jet-trigger sample
vs scalar sum ET in the event for (a) the positive L„~tags and (b)
negative L„~tags, and vs event jet multiplicity for (c) the posi-
tive L„~tags and (d) negative L„~tags.

tion further divides the jets sample into two ~rl~ regions
given by ~g~ &1.0 and (ri~ & 1.0. The majority of tagged
jets have ~ri~ &1, and the tagging rate is observed to fall
quickly as ~rI~ increases above 1.0. The tagging-rate pa-
rametrization is also checked by predicting the tagging
rate as a function of jet multiplicity and scalar sum Er in
an independent sample of events from the 100 GeV jet
trigger. Figure 27 shows the predicted and observed
number of tags, where the prediction uses the tagging
rates from the 50-GeV jet sample.

Similar checks of the background method have been
performed in electron triggers that are identified as pho-
ton conversions, events with a Z boson (see Sec. VD for
more}, and in a sample of events with scalar sum ET
above 300 GeV. In the latter sample, we have restricted
the comparison to the region where there are good statis-
tics in the 50-GeV jet sample by requiring the jet
ET (100 GeV. This is also the relevant ET range, since
in the 52%+3 or more jet events, only 2 (0) of the jets
with two or more associated SVX tracks have ET above
100 (110) GeV. The results of these studies are summa-

rized in Table XIX.
The poor agreement between the number of predicted

and observed negative L„„tags in the sample of events
with scalar sum Ez above 300 GeV has been studied ex-
tensively. The ratio of the observed to predicted number
of tags is 1.38+0.13. Nevertheless, the predicted excess
of positive tags agrees with the data. When compared to
the 50-GeV jet sample, a larger fraction of the large sum
ET events were collected at the end of the data-taking
period, when the SVX performance was deteriorating. If
events from this time period are eliminated from the sam-
ple, the ratio of the observed to predicted number of tags
is reduced to 1.22+0. 12. Two of the 52 8'+3 or more
jet events are in this run range and neither of these are
tagged. Based on the deviation between the predicted
and observed tag rate in these data, and an additional sys-
tematic error due to variations in the tag rate over the
run (8% relative uncertainty}, we assign a systematic un-
certainty to the tagging-rate predictions of +13% for the
positive L„tags and +39% for the negative L„~tags.

Applying the positive L parametrization to each jet

L~y Tag s+L„„Tags
PredictedPredicted ObservedSample Observed

109
20

117
0.7

248
63

319
2.1

92
17

162
0

Jet 100
Conversions

XE& & 300 GeV
Z+jets

229
67

349
2

TABLE XIX. Total observed and predicted +L„~and —L„„tags in independent jet samples. The
predictions come from a parametrization using the 50 GeV jet sample. The statistical uncertainties on
the predictions in all cases are ~ 5%.
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in the W sample yields the first estimate of the total ex-
pected number of events with a SVX tag from Wbb, Wcc,
and mistags. This is shown in the first row of Table XXI.

In the second method, the expected ebb and Wee rates
are explicitly calculated from Monte Carlo samples and
added to the inclusive-jet negative L„rate,which serves
as the estimate of the mistag rate. The leading-order ma-
trix element calculation described in Ref. [13] and the
HERWIG Monte Carlo generator [25] are used to compute
the inclusive Wbb and Wcc production rates. The
HERWIG prediction is obtained by generating the default
W+ 1 jet hard process, heavy quark pairs being produced
by gluon splitting from initial and final-state parton evo-
lution. Using the same choice of parton distribution
functions and renormalization scale the two approaches
yield the same cross section to well within the renormal-
ization scale uncertainty. This uncertainty is estimated
in reference [13] to be +40%. To be conservative, we
select the upper value in this range, and multiply the
HERWIG prediction by a factor of 1.4.

HERWIG is then used to estimate the fraction of
W+multijet events containing a cc or bb pair as a func-
tion of jet multiplicity. W+multijet final states are pro-
duced by HERWIG via multiple hard gluon emission in the
shower evolution. The fractions obtained from HERWIG
are given in Table XX. They are multiplied by the ob-
served number of W+multijet events, after correcting for
the non-W background, and by the expected tagging
efficiency, approximately 15-20% for Wbb and 4—6%
for Wcc, to give the number of expected events. This
procedure removes any uncertainty on the absolute
HERWIG normalization of W+multijet rates.

As a test of this procedure and of the ability of
HERWIG to reproduce the correct rate of heavy quark
production in multijet events, we repeated this study for a
sample of QCD jets, and compared the results to data.
The HERWIG prediction does not include the factor of 1.4
used to rescale the gluon splitting rate. Figure 28 com-
pares the tagging rate predicted by HERWIG to the ob-
served excess positive L» tagging rate, as a function of
the number of jets in the generic-jet sample and as a func-
tion of jet ET in the sample with scalar sum ET above 300
GeV. We have also verified that the predictions of the
heavy-flavor fraction in the generic-jet sample using the
full next-to-leading-order matrix element computation
are consistent with HERwIG [44]. This gives us
confidence that the predicted rate of tags in Wbb and
Wcc events using the second method should be accurate.

To derive the final uncertainty on the ebb and Wcc
background estimates from HERWIG, we compute by
what factor the rate of gluon splitting to bb and cc can be
changed in HERWIG before the predicted positive L„ex-
cess tagging rate exceeds the rate measured in various jet
data samples. We found that in a sample of 20-GeV jet
triggers, the measured positive L„excess tagging rate
per jet with two good SVX tracks is larger than the
HERWIG prediction (using the default gluon splitting rate)
by a factor approximately 1.5. Increasing the rate of
gluon splitting to bb and ce in HERWIG by a factor 2.2
leads to a prediction one o above the measurement. This
changes the overall predicted b content (c content) per jet

TABLE XX. Monte Carlo prediction of the fraction of
events {in percent) before tagging, which are Wbb and Wcc as a
function ofjet multiplicity. The uncertainty reflects Monte Car-
lo statistics only. The systematic uncertainty is discussed in the
text.

Jet multiplicity

1 jet
2 jets
3 jets

Wbb {%)

0.74+0.03
1.46+0.11
2.95+0.42

Wcc {%)

1.66+0.05
3.43+0.18
4.83+0.67

from approximately 1.3% (3.3%) to 2.2% (6.0%). We
therefore assign a +0.8 error (the difference between 2.2
and 1.4) on the 1.4 factor used to rescale the HERWIG
gluon splitting rate. Notice that using the upper bound
would lead to a predicted tagging rate in the 50-GeV jet
and sum Ez. above 300-GeV samples significantly higher
than the one we observe (see Fig. 28). In addition, we as-
sign a +40% uncertainty to the dependence on the num-
ber of jets in the event based on the shape in Fig. 28(a).
Adding the uncertainty on the heavy-flavor content of
the positive L„zexcess (+35%) and the uncertainty on
the SVX tagging efficiency (+30% ), we derive a total un-
certainty of +80% on the predicted Wbb and Wcc rates
using method 2.

The predicted rate from mistags only is shown in the
third row of Table XXI. The uncertainty includes both
the systematic uncertainty on the negative L„„tagging-
rate prediction and the uncertainty on the assumption
that non-heavy-flavor tags have an L„„distribution sym-
metric about Lzy 0. As mentioned in Sec. VB1, the
negative L,» tags are approximately 35% from real

0.05
0.045
0.04

+ 0.035
0.03

~ 0.025

0.02

~ 0.015
0.01

0.005
0
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FIG. 28. The excess positive L„~tagging rate in data {solid
triangles) and a HERwIG Monte Carlo simulation of jets which
contain heavy flavor (open circles) for (a) the 50-GeV jet-trigger
sample as a function of observed jet multiplicity and for {b) in
the sample with scalar sum E& above 300 GeV as a function of
observed jet E&. The errors shown are statistical only.
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TABLE XXI. Summary of background and observed tags.

(1)
{2)
(3)
(4)

(5)
(6)
(7)

(8)
(9)

(10)
(11)

Source

Wbb, Wcc+Mistags, Method 1

Wbb, Wcc only, Method 2
Mistags only, Method 2

Wbb, Wcc+Mistags, Method 2

Wc
Z —+wF, WW, WZ
Non-W, including bb

Total Method 1

Total Method 2

Events Before Tagging
Observed Tagged Events

W+1 jet

12.7+1.7
2.7+2.2
4.8+2.5
7.5+3.3

2.4+0.8
0.20%0.10
0.50%0.30

15.822.1

10.6+3.7

1713
8

W+2 jets

4.86+0.63
1.05+0.85
1.85%0.98
2.90+1.30

0.66+0.27
0.19+0.09
0.59%0.44

6.320.8
4.3+1.4

281
8

W+ ~3 jets

1.99+0.26
0.37+0.31
0.76+0.43
1.13+0.53

0.14+0.07
0.08+0.04
0.09%0.09

2.30+0.29
1.44+0.54

heavy-Savor decays. Therefore, there is some double
counting of the true heavy-Savor background by using
the addition of rows (2) and (3) for the method-2 back-
ground estimate. This efFect is small compared to the
systematic error on the method-2 background and tends
to cause the background to be an overestimate. The sum
of ebb, 8'cc and mistags, as estimated using this second
method, is shown in row (4}of Table XXI.

We now proceed to the evaluation of the remaining
backgrounds listed at the beginning of this section and
which are common to both methods. The background
from pp ~W+ charm [45], which arises from the flavor
excitation processes sg ~ Wc and dg ~Wc, is determined
by using the HERwIG and vECBOS Monte Carlo genera-
tars [25,26] to compute the expected fraction of
W+multijet events produced by this process and the tag-
ging rate for these events. The results of this calculation
are shown in row (5) of Table XXI, where the estimated
uncertainty is dominated by the uncertainty in the
strange sea content in the proton (+30%), computed by
examining a wide range of difFerent structure functions
[46].

The background from non-8'sources, including direct
bb, is determined directly from the data by studying the
isolation of lepton (electron or muon) candidates in both
the low gr region (Er ~ 15 GeV) and the high ET region
(gr ~20 GeV) [17]. The total number of non-W back-
ground events in the signal region (high Er and isolated
lepton} is estimated as the number of nonisolated lepton
candidates in the high ET region scaled by the ratio of
isalated to nonisolated lepton candidates in the low gT
region, which is dominated by background. In order to
predict the number of tagged non-8' events in the signal
region, we scale the estimate by the tagging rate mea-
sured in the background dominated (low gr region with
isolated lepton) region.

Contributions expected from O'8' or 8'Z production
with S'—+cs or Z —+bb, and from Z —+~~ are estimated
with ISAJET and are found to be sma11. The cross sections
used to normalize the diboson expectations are taken
from Refs. [29,32], and we assign a systematic uncertain-
ty of 30%, which is the difference between the leading-
order and next-to-leading order calculations of diboson

production. The result of these calculations is shown in
the sixth row of Table XXI.

The total backgrounds using the above two methods
are listed in the eighth and ninth rows of Table XXI. As
expected, the rates using method 2 are slightly lower than
the predicted rates from method 1, since the expected
heavy Aavor content of 8'+multijet events is smaller
than in inclusive-jet events.

To be conservative, the background estimate is taken
to be the result of the first method. For the jet-vertexing
algorithm, the estimated background when requiring

¹jef 3 is 2.3+0.3. The background estimate for the jet-
probability algorithm is 2.3%0.3, and for the d-P algo-
rithm the background is estimated to be 1.8+0.2.

4. Observed SVX tags in the fV+multijet samp/e

The b-tagging algorithms are now applied to the 8'
candidate data sample. The c~,ir distribution [see Eq. (2}]
for the vertexed jets in the 8'+multijet sample in the
data is shown in Fig. 29. The data are shown as points,
and the expected distribution for a sample of Monte Car-
lo b jets is overlaid. The tags in the 8'+multijet sample
are consistent with coming primarily from heavy-Savor
jets. The events with a tagged jet (c~,s&0) are summa-
rized in the last line of Table XXI as a function of jet
multiplicity. The tags in the 8'events with 1 and 2 jets
are expected to be dominantly from sources other than tt
decay (see Table XXI). There are four negative L„tags
in the 8'+1 and 2 jet sample, which is consistent with
the expectation of 6.6+2.7 given in Table XXI. Figure
30 shows the number of W candidates (from Table XIV),
the number of events tagged by the jet-vertexing algo-
rithm, and the background, as a function of jet multiplici-
ty in the event.

In the signal region, 8'+ «3 jet events, there are six
events tagged using the jet-vertexing algorithm. The c~,f
values for these six events are highlighted in Fig. 29. The
other two tagging algorithms yield consistent results:
The jet-probability algorithm observes four tagged events
and the d-P algorithm observes five. No negative L„»
jet-vertexing tags are observed in the W+ ~ 3 jets sam-
ple.
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data). The shaded histogram is the W+ &3 jets tags in the
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FIG. 30. The W+jets dist;ribution observed in the data. The
open circles are before SVX tagging and the solid triangles are
after SVX tagging. The cross-hatched boxes are the two after
tagging background estimates. See text for description.

5. Correlations among the SVX tagging algorithms

A study of the correlations among the different SVX
tagging algorithms provides an additional check on
whether the observed tags result from heavy-Qavor jets or
from the misidentification of light-quark or gluon jets.
We have verified that there are large correlations among

the algorithms for real heavy-fiavor decays, as one would

expect, and there are small correlations among the algo-
rithms for mistags. In the generic-jet sample, we find

that jets which are tagged with positive L„„bythe jet-
vertexing algorithm are also tagged by at least one of the
other tagging algorithms approximately S0% of the time,
and by both approximately 25% of the time. As previ-
ously stated, these tags are dominated by heavy-flavor
production in jets.

An equivalent to the negative I.
„„

tag for the jet-
vertexing algorithm, which measures the rate of mistags,
has been defined for the other two algorithms. For the
jet-probability algorithm a selection is made using tracks
which have negative impact parameters. For the d-P al-

gorithm, an effective Qight distance is estimated and tags
which appear to come from behind the primary vertex
are selected. In a sample of jet-vertexing tagged events
with negative L, , at least one of the other two algo-
rithms has an equivalent negative L„„tag about 20% of
the time, and both occur approximately 3% of the time.
These tags are dominated by tracking mistakes, which ac-
counts for the smaller overlap among the algorithms.

The correlations among the three algorithms on tt
events are studied using a tt Monte Carlo sample. Since
tt events have two b quarks, it is possible for two algo-
rithms to tag different jets in a single event. In the Monte
Carlo sample, about 75% of the events tagged by the jet-
vertexing algorithm are also tagged by at least one of the
other algorithms, approximately 30% are tagged by both.

In the W+ &3 jet data sample, six events are tagged
by the jet-vertexing algorithm. Of the six, three are
tagged by the jet-probability algorithm, four by the d-p
algorithm, and two of these are tagged by all three algo-
rithms. In addition to the six events, there are two
events, one that is tagged only by the jet-probability algo-
rithm and one that is tagged only by the d-P algorithm.
Within statistics, this is consistent with what is expected
from sources of heavy 6avor. If all six jet-vertexing tags
were due to tracking errors, we would expect approxi-
mately 1 of these events to be tagged by one of the other
two algorithms. In contrast, five of the six events are
tagged by at least one other algorithm.

C. Search for tt using soft leptons

An alternative way to tag b quarks is to search for lep-
tons produced in decays of the b quark through b ~lvIX
(l =e or p), or b ~c~lviX (cascade decays). In this sec-
tion, we present a search for additional leptons in the
8'+jets sample described in Sec. V A. Because these ad-
ditional leptons in top events are expected to have low
Pr, we refer to them as "soft lepton tags" (SLT's) (see
Fig. 31). In order to maintain high efficiency for leptons
from cascade decays, the lepton PT threshold in the
search is set at 2 GeV/c.

The search presented in this section is a dilepton
search optimized for the detection of one lepton from
bottom or charm decay. On the other hand, the require-
ments of the high-Pz dilepton search described in Sec. IV
are designed for detection of two leptons from 8'decays.
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FIG. 31. P& spectra of leptons from the decay of b and c
quarks in top Monte Carlo events (M„~= 160 GeV/c ).

There is a small overlap in the acceptance for top events
of the two searches. To allow the results of these two
searches to be combined (see Sec. VI), lepton pairs pass-
ing the requirements of the high-Pr dilepton search are
excluded from the SLT search described here.

FIG. 32. Distributions for a sample of electrons from photon
conversions of (a) P& of the electron candidate, and (b) the ratio
of calorimeter energy to CTC-measured momentum (E/P).
Also shown are the distribution of the difference between the
extrapolated position of the CTC track and the CES-cluster po-
sition in the (c) azimuthal direction (M ) and (d) in the direction
parallel to the beam (M ).

I. Description of the algorithm end togging e+ciency

To search for electrons from b and c decays, we extra-
polate each particle track reconstructed in the CTC to
the calorimeter and attempt to match it to a CES shower
cluster. The matched CES clusters are required to be
consistent in size, shape, and position with expectations
for electron showers. The efficiency of this and other
selection criteria is determined from a sample of electrons
produced by photon conversions, selected using CTC
tracking information only. The PT distribution and the
distribution of the ratio of electromagnetic calorimeter
energy to CTC-measured momentum (E/P) for these
electrons are shown in Figs. 32(a) and 32(b). The distri-
butions of the difFerence between the extrapolated posi-
tion of the CTC track and the CES-cluster position in the
azimuthal direction (M ) and parallel to the beam direc-
tion (M ) are shown in Figs. 32(c) and 32(d), respectively.
In addition, the speciffc ionization (dE/dx ), measured in
the CTC, is required to be consistent with the electron
hypothesis. Figure 33(a) shows the dE/dx response of
the CTC for electrons from the photon conversion sam-
ple and for an electron-depleted (hadron) sample selected
by requiring E/P (0.5. Electron candidates must also
match to an energy deposition in the CPR corresponding
to at least four minimum-ionizing particles. Figure 33(b)
shows the distribution of the CPR response to electrons
and to the hadron sample. The eSciency of these elec-
tron requirements, measured using the photon conversion
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FIG. 33. The distribution for a conversion-electron sample
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distribution of CPR response for, a mixture of electrons and
hadrons, which pass aB the other electron requircunents except
the CPR requirements. The hadron sample has been selected by
requiring E/P &0.5.
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sample, is shown in Fig. 34 as a function of the PT of the
electron.

In addition, we require 0.7 &E/P & l.5 and the energy
in the hadronic compartment of the calorimeter to be
consistent with expectations for electrons (Eh,d/EEM
& 0.1). The calorimeter energy associated with a track is
the energy deposited in the calorimeter tower to which
the track points. However, if the track extrapolates to
within 2 cm of a tower boundary, the energy of the neigh-
boring tower is also included. This is in contrast to the
algorithm used in the selection of high-Pr electrons from
8' decays, where energies are summed over three
calorimeter towers (see Sec. III B}. The energy-clustering
algorithm used here is optimized for detection of elec-
trons from b or c decays. Since these electrons are not
isolated, the efficiency for the E/P and E„,s/EEM re-

quirements must be calculated using a Monte Carlo mod-
el (see Fig. 35}. For a Monte Carlo sample with

M«& =160 GeV/c, the average efficiency is found to be
(53+3}%and (23+3)% for electrons from b and c de-

cays, respectively, where the errors reflect statistical un-
certainty only. Uncertainty in the calorimeter modeling

of nearby hadronic showers results in an additional 10%
systematic uncertainty on these ef5ciencies.

To identify muons from b or c decays, track segments
reconstructed in the CMU system and the CMP are
matched to tracks in the CTC. Approximately 84% of
the solid angle for ~iI~ &0.6 is covered by the CMU sys-
tem, 63% by the CMP system, and 53% by both. Since
muons of PT below approximately 2.8 GeV/c are expect-
ed to stop in the steel before reaching the CMP drift
chambers, only the CMU system is used in identifying
muons with 2&PT &3 GeV/c. Muon candidate tracks
with Pr & 3 GeV/c that are within the fiducial volume of
both the CMU and CMP systems are required to be well
matched to track segments in both the CMU system and
CMP.

The reconstruction efBciency of CMU and CMP track
segments is measured using samples of muons from
J/P~p+/J, and Z~p+p, decays. The efficiency is
found to be (98+1)% and (96.1+0.2}% for CMP and
the CMU system, respectively. These samples are also
used to measure the eSciency of the matching require-
ments between CTC tracks and CMU-CMP track seg-
ments. EfBciencies are shown as a function of muon PT
in Fig. 36 for the three cases: muons in the CMU system
only, muons in CMP only, and muons in both the CMU
system and CMP. Track segments are required to match
in position and direction (P} with the extrapolated CTC
track. The P measurements in the muon chambers in-
clude a non-Gaussian component to the resolution, which
becomes more important relative to multiple scattering as
the Pr increases. This introduces a small Pr-dependent
inefficiency (see Fig. 36). We do not require P matching
for muon candidates found in both the CMU system and
CMP, and the P-matching requirements are relaxed at
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high momentum (PT & 10 GeV/c for CMP, and PT )20
GeV/c for the CMU system).

To maintain high efBciency for nonisolated muons
from b and c decays, we do not impose the minimum-
ionizing requirements described in Sec. III C, which are
intended for isolated muons from 8' decay. These re-
quirements are designed to reduce high-PT hadronic
punch through, which is also effectively reduced by re-
quiring a match between the CTC track and the CMP
track segment. Figure 37 shows the energy deposited in
the CHA for two samples of muon candidates with

PT & 15 GeV/c. The solid histogram shows the CHA en-

ergy distribution for muons that are identified in both the
CMU system and CMP, and the dashed histogram shows
the distribution for muons identified in the CMU system
only. The higher rate in the high-energy tail of the
CMU-only distribution is caused by hadronic pun-
chthrough that is greatly reduced by the CMP require-
ment. In order to reduce the punchthrough background
in the regions not covered by the CMP system, we apply
an isolation-dependent requirement on muon candidates
with Pr) 6 GeV/c that do not have a matching CMP
track segment; we require Eh,e & 6 GeV+ gp, where

Eh,d is the hadronic energy of the tower traversed by the
muon and gp is the scalar sum of the momenta of all
tracks within a cone of 0.2 of the muon candidate. No
requirement is applied for lower-PT muons since at low

momentum, calorimeter information is not as effective at
rejecting the background events from hadron punch-
through. Monte Carlo studies indicate that the require-
ment described above is &98% efficient for real muons
from b and c decays in top events.

To calculate the acceptance for top events, we use the

IsAJET Monte Carlo generator, modified to use the cLEc)
Monte Carlo program for the decay of 8 mesons, and a
simulation of the CDF detector. The eSciency for
detecting an additional electron or muon of PT & 2
GeV/c in top events is e„=(16+2)%,resulting in the
number of expected tagged tt events given in Table XXII.
Of these events, 37% will contain an electron tag, and
63% will contain a muon tag, independent of top mass.
For the tt Monte Carlo sample with a top mass of 140
GeV/c, 53% of these leptons come directly from b de-

cay, 35% coine from the c quarks from b decay, and the
remaining 13% come from the Win the reaction t ~Wb.
These fractions are very weakly dependent on the as-
sumed top mass. The Monte Carlo simulation also pre-
dicts that a small fraction of tagged top events (approxi-
mately 7%) should contain more than one reconstructed
soft lepton. Note that e„ldefined above does not include
the small (approximately 4%) probability of misidentify-

ing a hadron as a lepton in top events. Systematic uncer-
tainties in the lepton tagging rate arise from uncertainties
in the muon and electron detection efficiencies (6%), un-

certainties in the b and c quark semileptonic branching
ratios (10%), uncertainty in the fragmentation of b
quarks into hadrons (5%), and the finite statistics of our
Monte Carlo samples (7%).

As a further check of the efBciency of the SLT tagging
procedure, we search for SLT tags the inclusive electron
sample described in Sec. V B. We estimate that the frac-
tion of electrons in this sample that are from semileptonic
b decays in bb events is Fs=(37+8)%. The sample of
jets recoiling against these electrons is therefore enriched
in b quarks. We find 767 SLT tags in the 55 061 jets with
Pr&10 GeV/c and ~q~ &2 in this sample. The back-
ground from fake leptons in this sample (see Sec. V C 2),
is estimated to be 310+62, so that the excess of SLT tags
over background is 457+68. Theoretical calculations
[44] suggest that the fraction of recoil jets in bb events
that actually contain a b or b quark is F«, =(49+15)%.
Monte Carlo studies yield an SLT tagging eSciency
e= (7.0+1.3 )% for these jets. Therefore, the
background-subtracted expected number of SLT tagged
jets in this sample is the product 55 061
X (eFbF«, )=700+300, in good agreement with the num-

ber of observed SLT tags.

2. Backgrounds in the soft lepton search

To measure the hadron rejection of the electron re-
quirements, we study a large sample of tracks in generic

TABLE XXII. Summary of the soft lepton tagging efficiency
(et g) and the expected number of tt events with a soft lepton tag
in the %+3 or more jets data sample. %'e define e„~as the

probability of finding at least one lepton {electron or muon) in

top events with three or more jets.

FIG. 37. CHA energy for muon candidates, which are
identified both in the CMU and CMP detectors (solid) and for
muon candidates identified in just the CMU detector (dashed).
The muon candidates populating the high-energy tail in the
CMU-only distribution are due to hadrons which punch
through the calorimeter.

Mt p GeV/c

120
140
160
180

0.165+0.025
0.159+0.024
0.152+0.023
0.159+0.024

Expected events

6.33+1.26
3.48+0.70
1.85+0.34
1.05+0.18
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FIG. 38. Track-tag rates for the electron search for tracks
satisfying (a) gp/p &0.2, where gp is the scalar sum of the
momenta of all other tracks within a cone of 0.2, and p is the
momentum of the track. (b) 0.2 & gp /p & 5. (c) gp /p & 5.

jet events from a mixture of 20, 50, 70, and 100 GeV
inclusive-jet triggers, (see Sec. V B3). We define a
"track-tag rate" as the ratio of the number of tracks pass-
ing the electron selection criteria described in Sec. V C 1

to the total number of CTC tracks that extrapolate to the
fiducial region instrumented by both the CES and the
CPR. The track-tag rate is parametrized as a function of
PT and gp /p, where gp is the scalar sum of the momen-
ta of all other tracks within a cone of 0.2 at the calorime-
ter in r/-P space, and p is the momentum of the track (see

Fig. 38}. To be included in the sum, tracks have to reach
the calorimeter, i.e., have Pz &350 MeV/c, since lower
momentum tracks curl up in the magnetic field. The
quantity ~/p is a measure of the relative isolation of
the track. The probability for a track to satisfy the elec-
tron selection criteria depends on isolation because near-
by particles can deposit energy in the tower traversed by
the particle, and this extra energy afFects the E/P and

E„,s /EEM measurements.
Similarly, the track-tag rate for muons, shown in Fig.

39, is defined to be the ratio of the number of tracks in
generic jet events passing the muon selection criteria of
Sec. VC1, to the number of tracks extrapolating to the
fiducial region instrumented by the CMU system and/or
CMP. A trigger bias is present in the generic-jet sample
because the energy of jets containing a muon (whether
real or fake) systematically tends to be measured low in
the calorimeter. To select an unbiased set of tracks in
generic-jet events, we only consider tracks that are well
separated from at least one jet that satisfies the hardware
trigger requirement. Since the muon selection require-
ments are only very weakly dependent on isolation, we
have found no need to parametrize the muon track-tag
rate in terms of isolation.
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FIG. 39. Track-tag rate for muons in generic jets.

Possible sample-dependent variations of the electron
and muon tag rate calculations are studied by examining
samples of minimum bias, photon + jets, Z+jets, six
jets, high QEr (+ET&300 GeV} events, and data col-
lected with inclusive-jet triggers with ET between 20 and
100 GeV. Comparisons between the lepton yields in
these data sets and expectations from the track-tag rate
parametrizations are given in Table XXIII. Based on
these studies, we assign a 10% (15%}systematic uncer-
tainty on the tag-rate prediction for muons (electrons).

Because of the presence of leptons from b and c quarks
in the generic-jet sample, as discussed in Sec. V B3, these
tag rates represent an overestimate of the backgrounds
due to misidentification. By searching for SVX tags in jet
events containing a lepton candidate of PT & 2 GeV/c, we
estimate that (25612)% of the SLT tags in the generic-
jet sample are due to real leptons from b or c quark de-
cays.

In the determination of the background in the 8'+jet
sample, we assume that the heavy-Savor content (b and c
quarks) of generic jets is equal to that of jets in W events.
This is-equivalent to the "method 1" background esti-
mate for the SVX tag analysis described in Sec. V B3. As
was discussed in that section, this assumption is a conser-
vative one that tends to overestimate the amount of back-
ground in 8'events. The background is estimated by ap-
plying the tag rates measured in generic jets to the track
spectrum found in $V events. This estimate includes can-
didates that are not produced by heavy Savor
(misidentified pions, muons from decays in flight, etc.), as
well as background arising from generic heavy-flavor pro-
duction in association with a W boson ( Wbb and Wcc).

Other backgrounds arise from Drell-Yan production,
8'8', O'Z, and ZZ boson production, Z~rv decays,
double semileptonic decays in bb events, and direct pro-
duction of 8'+charm. To minimize the Drell-Yan back-
ground, we reject isolated, opposite-sign, same-Savor lep-
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TABLE XXIII. A comparison of the observed number of lepton candidates in different samples with
the prediction from the track-tag rate parametrizations. The track-tag rate parametrizations were ob-
tained from a mixture of the 20-, 50-, 70-, and 100-GeV inclusive-jet triggers. A trigger bias is present
in the muon yields for the inclusive-jet triggers because the energies of jets containing hadrons that do
not interact in the calorimeter are measured systematically low. For this reason, only tracks well

separated from a trigger-jet are considered in the muon analysis. The statistical uncertainties on the
predictions are negligible.

Sample
Number of electrons

Predicted Observed
Number of muons

Predicted Observed

100-GeV jet trigger
70-GeV jet trigger
50-GeV jet trigger
20-GeV jet trigger

16-GeV photon sample
Six-jet sample

Minimum bias
Z+jets

598
621
502
757

30
65

259
25

1.4

531
631
531
785

37
60

203
21

2

487
511
374
556

129
143
762

50
2.7

471
546
375
557

128
144
682

47

ton pairs. The remaining background is estimated by
scaling the number of removed Drell-Yan candidates by
the ineSciency of the isolation requirement (5+3)%, as
measured on a sample of Z events. The diboson and
Z ~rr backgrounds are estimated using the ISAJET
Monte Carlo generator and a full simulation of the CDF
detector. Based on comparisons of the jet multiplicity in
W+jets data with the ISAJET prediction, we assign a sys-
tematic uncertainty of 30% to the background estimate
due to the uncertainties in the modeling of the jet multi-
plicity in Z and diboson events. The cross sections used
to normalize the diboson expectations are taken from
Refs. [29,32] [o(WW)=9.9 pb, cr(R~Z)=2. 8 pb, and
o (ZZ )= 1.1 pb]. A systematic uncertainty of 30% is as-
signed to the expected number of events, corresponding
to the diference between the leading-order and next-to-
leading-order calculations of diboson production cross
sections. The bb and W+charm backgrounds are calcu-
lated using the method described in Sec. V B3.

The results of the background calculation are summa-
rized in Table XXIV. The "fakes+ 8%b+ Wc@ "entry in
Table XXIV is the background estimated using the
track-tag rates as parametrized in inclusive-jet events, un-

der the conservative assumption that the heavy-fiavor
content of jets in W events is the same as that of generic
jets.

Alternatively, the SLT background in the W+jets
sample can be estimated using the equivalent of the
"method-2" estimate of Sec. V 8 3. In this case, the fake
lepton and the Wbb+8'cc backgrounds are considered
separately. The fake background is estimated by scaling
down the track-tag rate parametrizations by (25+12)%,
which corresponds to the estimated fraction of SLT tags
in jet events, which are due to semileptonic b or c decays.
The $P&b+ 8'cc backgrounds are estimated using the
same method described in Sec. V83, and for the SLT
analysis are 2.3+1.8, 1.0+0.8, and 0.3+0.2 events for
the 8'+1, 2, and ~ 3 jets samples, respectively. The re-

suiting total background estimates, for each of these jet-
multiplicity samples, are 29. 124.2, 8.7+1.4, and
2.7+0.4 events. As expected, the method-2 background
estimates are lower than the method-1 background esti-
mates presented in Table XXIV.

3. Obsemed SLT tags in the W+multijet sample

Applying the lepton-identification algorithms to the W
sample results in the number of tagged events listed in
Table XXIV. The number of events with additional lep-
tons found in the W+1 and W+2 jet samples, which
should have a small contribution from tt production, is in
agreement with the background expectation. Among the
52 events with three or more jets, we find that seven of
them are tagged, with an expected background of
3.1+0.3. %hen the Pz. requirement of the soft lepton is
increased to 4 GeV/c, four events are tagged and the ex-
pected background is decreased to 1.7+0.2. This change
causes the number of expected SLT tags from tt events to
decrease by 22 (21)% for a top mass of 120 (160) GeV/c .
In Fig. 40 we compare the expected Pz- spectrum of tags
in the W+1 jet sample with data. In Fig. 41 we display
the same comparison, including the expected top contri-
bution, for the W+ & 3 jets sample.

Of the seven tagged events, three are also tagged by the
SVX analysis. Table XXV lists the characteristics of the
ten events with at least one SLT or SVX tag. (Typical
resolutions for these quantities can be found in Secs. II
and III and Ref. [47].) One of the events tagged by both
SLT and SVX (45047 and 104393) is an event in which

the SLT tag consists of an isolated high-Pz- electron can-
didate. This event passes all of the requirements of the
high-Pz dilepton selection described in Sec. IV A, except
that the electron is near the edge of a calorimeter tower
and fails the E/P and est p requirements for electron
identification in the dilepton analysis (while passing the
somewhat different electron requirements for electron
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TABLE XXIV. Summary of SLT backgrounds as a function ofjet multiplicity.

Source

Fakes+ Wbb+ Wcc

Diboson

Drell- Yan

W+c

Total

Events before tagging
Events after tagging

e tags

p tags
e+p tags

e tags

p tags
e+p tags

e tags

p tags
e+p tags

e tags

p tags
e+p tags

e tags

p tags
e+p tags

e tags

p tags
e+p tags

e tags

p tags
e+p tags

e tags

p tags
e+p tags

W+1 Jet

9.9+1.5
19.2+1.9
29.1+2.9

0.8+0.6
0.9+0.6
1.7+1.2

0.25+0. 12
0.2820. 13
0.53+0.25

0.37+0.13
0.30%0.11
0.67+0.24

0.15+0.10
0.15+0.10
0.30+0.20

0.420. 1

1.4+0.5
1.8+0.6

11.9+1.6
22.2+2. 1

34. 1+3.3

1713
17
16
33

W+2 Jets

2.9+0.4
5.9+0.6
8.8+0.9

0.14+0.10
0.14+0.10
0.28+0.20

0.11+0.06
0.0320.02
0.1420.Q8

0.1120.05
0.07+0.04
0.18+0.09

0.03+0.03
0.03+0.03
0.05+0.05

0.1020.03
0.32+0.08
0.42+0. 11

3.4+0.4
6.5+0.6
9.9+1.0

281
2
10
12

W+ ~3 Jets

0.88+0.13
1.82+0. 18
2.70+0.27

0.03+0.02
0.03+0.02
0.05+0.03

0.03%0.02
0.01+0.01
0.04+0.03

0.08+0.03
0.06+0.03
0.14+0.06

0.03+0.03
0.03+0.03
0.05+0.05

0.02+0.01
0.06+0.02
0.08+0.03

1.1+0.2
2.0+0.2
3.1+0.3

52
4
3
7

25

20

V

g) 15

U
OO

~10
a5

Data = 33

f BG prediction = 34

overflow bin

O

6

5

4

2~ 1.8
1.6
1.4

U 1.2
1

ce 0.8
ca 0.6
+04

0.2
0

„=20 GeV/c'
------- M„=140GeV/c2------- M,", =160 GeV/c2---.- - M'P=180 GeV/c

toP

(a)

overflow bin

20

(b)

overflow bin

I
I
I
I
I
I

I
I
I

l l )
'+ I, ~ ~ )QoJMvviofl IIbt'Qf. .""- ~

2 4 6 8 10 12 14 16 IS
PT (GeV/c)

0 ~ ~ l e ~ ~

I
ll ~ 4 E

I
~ l ~ ~ ~ l ~ ~ ~ ~ 1 ~ o s ~ I t s ~ I r s ~ ~ I ~ ~ ~ ~ ~ s ~

2.5 5- 7.5 10 12.5 15 17.5 20

PT (GeV/c)

2

I

0 l I -5------4 '. 3 l I I

6 8 10 12 14 16 18 20

PT (GeV/c)

FIG. 40. The P~ spectrum of tags in the W+1 jet sample
compared with expectations from the background calculation.
The data are the points and the background is the solid histo-
gram. The background is obtained from the method-1 calcula-
tion.

FIG. 41. (a) The expected I'& spectra of tags from top events
in the W+ ~ 3 jets sample for difFerent top masses. The spectra
are normalized using the top cross-section predictions from Ref.
[10]. (b) The Pr spectrum of leptons tagged by the SI.T analysis
in the W+ ~3 jets sample (points} compared with the back-
ground expectations from the method-1 calculation.



3002 F. ABE et al. 50

TABLE XXV. Characteristics of the ten tagged lepton+jets events. Jets tagged by the SVX jet-vertexing algorithm (SLT algo-
rithm) are labeled with "SVX"("SLT").The jet energies and E& are not corrected for calorimeter nonlinearities, etc.

PT {GeV/c)

33.1
101.4
57.2
47.4
72.0

39.4
43.9
30.2
22.5
91.0
22.6

65.1

44.2
25.8
16.7
46.1

2.24

24.1

99.8
68.8
22.0
11.9
68.2
2.12

53.7
69.4
62.1

28.8
25.9
20.8
13.5

Run 43096 event 47223
electron ( —)

Jet 1 (SVX)
Jet 2
Jet 3

ET
SLT
Run 45047 event 104393
muon ( —)

Jet 1 (SVX)
Jet 2 (SLT)
Jet 3

ET
SLT (e+)
Run 42548 event 143286
electron (+)
Jet 1 (SLT)
Jet 2
Jet 3
ET
SLT (8—)

Run 43351 event 266423
muon ( —)

Jet 1

Jet 2
Jet 3
Jet 4 (SLT)
ET
SLT (p —)

Run 45879 event 123158
muon (+)
Jet 1

Jet 2 (SVX,SLT)
Jet 3
Jet 4
ET
SLT (I,—)

—0.81
0.02
1.35
1.02

—0.36
—1.20

0.41
0.91

0.42

—0.43
—0.50
—0.67

1.70

—0.19

—0.07
1.18

—0.18
0.23
0.38

0.48

—0.21
—1.63
—0.11

0.13
—0.44

—0.11

P (rad)

0.77
0.91
2.74
4.87
4.55

2.03
2.06
4.45
2.05
5.52
4.41

1.77
4.21
3.18
5.82
6.00
4.30

6.24
5.68
3.07
5.56
1.67
2.39
1.86

0.09
2.79
5.21
0.66
3.26
3.34
5.23

Run 42517 event
muon (+)
Jet 1

Jet 2 (SLT)
Jet 3 {SVX)
ET
SLT (e —

)

Run 45610 event
muon (+)
Jet 1 (SVX)
Jet 2
Jet 3

ET
SLT
Run 45705 event
electron ( —)

Jet 1

Jet 2
Jet 3 {SLT)
ET
SLT (e+)
Run 40758 event
electron (+)
Jet 1 (SVX)
Jet 2
Jet 3
Jet 4
ET
SLT
Run 45880 event
electron ( —)

Jet 1

Jet 2
Jet 3 (SLT)
Jet 4
ET
SLT (e —)

P (QeV/c)

44047
49.7
26.0
21.9
18.2
60.2
4.21

139604
54.3
58.9
50.9
27.0
27.7

54 765
52.6
74.0
36.6
33.9
57.9
11.1

44414
109.0
74.0
64.1

51.9
20.2
56.2

31 838
27.3
84.2
39.6
20.8
15.9
68.3
2.58

0.86
0.49
0.15

—0.67

0.32

—0.18
—0.70
—0.90
—1.51

0.70
0.81

—0.22
0.68

0.74

0.44
—0.24

0.30
0.62
1.46

0.16
—0.20

1.09
0.38

—0.59

0.41

P {rad)

5.72
3.12
3.83
4.34
1.33
3.64

0.21
1.42
4.52
4.80
2.53

1.35
3.73
3.06
4.98
0.23
4.85

3.64
0.30
1.91
0.80
5.65
4.69

4.48
6.21
4.27
1.14
3.70
2.34
1.24

tags described here). Figure 42 shows an event display
for one of the events with an SVX tag. Shown are the ob-
served calorimeter energy, the CTC charged tracks, and
the SVX tracks that show the displaced vertex.

D. Checks using the Z+multijet control sample

In principle, the Z+multijet sample can provide a
good cross-check of the heavy-flavor content of the
8'+multijet events because of the similar 8' and Z pro-
duction mechanisms. If there is a standard model source
of heavy Savor in association with W bosons (other than
tt3 exceeding our background prediction, it could likely
produce Z+heavy-flavor events in excess of background
predictions. In practice, the combined cross-section
times branching ratio for Z ~I+I is an order of magni-
tude lower than 8'~lv, giving only limited statistics in
the Z channel. In addition, studies of systematic e8'ects

of the tagging algorithms are best performed using the

large control samples described in the previous sections.
Nonetheless the study of heavy-flavor production in

Z+multijet events presented here serves as a rough
check for the SVX and SLT b tagging methods. Note
that the gluon-fusion channel, which cannot produce
W+bb accounts for no more than 40%%uo of the Z+bb
cross section [48].

The Z selection criteria are designed to collect a pure
sample of Z candidates. If the sample has a significant
non-Z component, perhaps due to heavy-flavor pairs, the
background prediction becomes problematic. For this
sample, we select events with oppositely charged ee or pp
pairs with a pair mass between 75 and 105 GeV/c . Qne
lepton is required to pass the lepton identification criteria
used in the lepton + jets analysis that is described in

Secs. III B and III C. In order to improve the statistics of
the event sample, the second lepton ET threshold is

lowered to 10 GeV and the selection criteria are loosened.
In order to get the best rejection of background, the
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Run 45879, Event 123158

32.7 Gev

FIG. 42. Event display for one of the SVX tagged
W+multijet events; (a) displays the observed calorimeter ET in
the g-P plane, (b} shows muons hits in the CMU (circular detec-
tor just outside the tracking chamber) and CMP muon hits (the
outside muon detector) as well as the charged tracks found by
the CTC. Detail of tracks found by the SVX as well as the com-
plete SVX event display are shown in (c). The dashed tracks
form the displaced vertex. Extraneous tracks have been re-
moved from the enlargement. The track lengths in the complete
SVX event display are proportional to the track's P&.

second lepton is required to have I~/Ez (0.1, where

I~ is the. calorimeter isolation variable defined in Sec.
III. This cut is more than 90% efficient for the
Z+ multijet events.

Table XXVI lists the yield of Z candidates and the
number of tags observed in these events for both the SLT
and SVX tagging algorithms. The background predic-

tion, also given in Table XXVI, is calculated in the same
way as in Secs. VB3 and VC2 for the 8'sample. No
backgrounds from non-Z sources, such as bb background
or tt are included. In the whole sample we observe eight
and predict 5.8 events. We also search for tags in the
Z+ ~3 jet sample, the equivalent to the top search re-
gion in the W sample. This sample consists of three
events with three jets and two events with four jets. Two
SVX tags (both in events with four jets) and no SLT tags
are observed. The predicted background is 0.64+0.055
(0.31+0.05 for SVX tagging only). The probability of
observing two or more when expecting 0.64+0.06
(0.31+0.05) is 14% (4%). For completeness, we have
also examined Z candidate events, where the second lep-
ton fails the isolation requirement. This is expected to
add less than 10% acceptance to the Z sample and allows
in a potential background from bb production. In the
1V;„=1,2, and &3 jet bins we find 19, 3, and 1 more
event(s), respectively. In these additional events, we ob-
serve one SVX tagged event with two jets (this event was
discussed in Sec. IV), and an additional SVX tagged event
with three jets. No SLT tags were added. Because of the
presence of additional events, the background prediction
in the Z+3 or more jets sample increases to 0.77 events
(0.42 for SVX tagging only). This does not include any
added contribution from non-Z sources that contain
heavy flavor. Although statistically limited, the excess of
tagged Z+3 or more jet events could potentially signal a
(non-tt ) source of heavy-Savor production in association
with a vector boson, which exceeds our background pre-
dictions, although higher statistics checks of b tagging in
8'+ 1 and 2 jet events are consistent with expectations.

E. Summary of tagged lepton + jets search

Two methods of tagging b quarks in tt events have
been developed and applied to a sample of W candidates
with associated jet activity. In 52 8'+3 or more jet
events, we find six tags in six different events using a b-

tagging algorithm based on SVX secondary vertex infor-
mation. We predict a background of 2.320.3 tags in the
absence of tt events. This background prediction comes
largely from the data, and is expected to be an overesti-
mate. A second background method, which relies more
heavily on Monte Carlo simulation of background pro-
cesses, gives a lower estimate. Two other tagging algo-
rithms employing SVX information give similar results

TABLE XXVI. Summary of the rate of Z candidates both with and without b tags, and the expected backgrounds.

Observed Z Candidates

Z+1 jet

176

Z+2 jet

21

Z+ ~3 jets

SVX tags
SVX background prediction

0
1.4+0.2

0
0.32+0.05

2
0.31+0.05

SLT tags
SLT background prediction

6
2.9+0.3

0
0.52+0.05

0
0.33+0.03

SVX+SLT tags
SVX+SLT background prediction

6
4.3+0.4

0
0.84+0.07

2
0.64+0.06
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for the number of observed tags and expected back-
ground. The correlations between the three SVX tagging
algorithms in data are consistent with what is expected
from sources of real heavy Savor. Using a low-
momentum or soft lepton b tag, we observe seven tags in
seven of the 52 events. The background in the absence of
tt events is predicted to be 3.1+0.3 tags. This is also ex-
pected to be an overestimate. There are three events
tagged by both the SLT and SVX algorithms. Finally, a
low statistics check of our background estimation, per-
formed on events with Z+3 or more jets, found two
tagged events on an expected background of 0.64+0.06.

VI. DISCUSSION OF THE RESULTS
OF THE COUN raNG EXPERIMEÃI'S

The analyses presented in Secs. IV and V yield an ex-
cess of events over expected backgrounds. In Secs. VI A
and VIS we estimate the statistical significance of these
results. In Sec. VIA we calculate the probability P;
(i=SVX,SLT,dil) that an upward Suctuation of the es-
timated backgrounds is responsible for the observed ex-
cess in each of the analyses individually. In Sec. VI 8 we
combine the three analyses and evaluate the probability
P &m~ that the combined observation is a result of an
upward Suctuation of the summed background estimates.
In Sec. VI 8 1 this is done using the total number of can-
didate events. We note that of the combined total of ten
SVX or SLT tagged events, three events are tagged by
both, and there is additional significance in these double-
tagged events, which is ignored in the simple event-
counting of Sec. VI 8 1. In order to include the
significance of the three double-tagged events in P
we first demonstrate that we understand tagging correla-
tions between SVX and SLT events. This is done in Sec.
VIS 2 by studying a large satnple of generic jet events.
In Sec. VI 83 we calculate P &; ~ by summing the to-
tal number of SVX+SLT tags (13), thereby including the
significance of the double-tagged events, and the two
dilepton candidates to give 15 "counts. " This calculation
is performed with a Monte Carlo program that includes
correlations between SVX and SLT background Suctua-
tions. These correlations result from the large overlap in
the sources of background. The calculation also includes
the smaller efFect of correlations in the SVX and SLT
mistag probabilities. This Monte Carlo treatment yields
our best estimate of the significance of the combined re-
sult. The results froin these sections are summarized in
Table XXVII. In Sec. VI 84 we evaluate P„~;,~ for a

SVX Individual
SLT Individual
dil Individual
Combined, events
Combined, counts

0.032
0.041
0.12
0.016
0.0026

TABLE XXVII. Summary of the results of Secs. VIA and
VI B. 8 is the probability that the observation is a result of an
upward Suctuation of the estimated backgrounds.

Method

mixture of tt and background, and in Sec. VI 8 5 we de-
scribe various checks of the combined result.

In Sec. VI C we discuss the results of applying the 6-
tagging algorithms to the dilepton candidate events. One
event is found to be tagged by both SVX and SLT. In
Sec. VI D we discuss hypotheses other than tt production
as a source of the excess of tagged events.

A. Statistical significance of the individual results

We find an excess of events over expected backgrounds
in. each of the analyses. The dilepton search finds two
events with an expected background of 0.56+0

&3 events.
The lepton + jets search using the SVX b tag has a total
of six candidate events with a background expectation of
2.30+0.29 events (method 1) and the lepton + jets
search using the SLT Ands a total of seven candidates
with an expected background of 3.1+0.3 events.

For each of these results we calculate the probability P
that the estimated background has Suctuated up to the
number of candidate events seen or greater. This calcula-
tion is done using Poisson statistics, where the mean of
the distribution is given a Gaussian smearing in order to
account for systematic uncertainty on the expected num-
ber of background events. We find P~;,=12% for the
dilepton search, Psvx=3. 2% for the SVX search, and
PsL~=4. 1% for the SLT search.

B. Statistical significance of the combined result

1. Combined result by counting events

The combined yield of the three analyses is 12 events:

Two dilepton candidates and ten SVX or SLT tagged
lepton+jets events. %e sum the three background esti-

mates and subtract an expected mean of 0.26 SVX-SLT
overlaps (see Sec. VIB3) to give a combined total of
5.7+0'~ expected background events. Using Poisson

statistics convoluted with a Gaussian smearing to ac-

count for systematic uncertainties on the mean number of
expected background events, we define P~ ~;,~ as the

probability of observing 12 or more events when 5.7 0'~+0.49

are expected. We find P~ i,;„,d=1.6%. This procedure,
however, overestimates P s;„zbecause three of the ten

SVX or SLT candidates events are tagged by both SVX
and SLT. A tag in an event tagged by both SVX and
SLT is approximately six times more likely to contain
heavy flavor than a mistag (see Sec. VI 8 3). The
effective background for the three double-tagged events is
therefore considerably smaller than for the other seven
events because they are less likely to be mistags. Provid-
ed that we understand potential correlations in the SVX-
SLT double-tagging probability, it is appropriate in cal-
culating P &. ,d to sum the total number of SVX and

SLT tags, counting an event twice if it is tagged by both
SVX and SLT. This procedure gives additional weight to
the double-tagged events, since the background for these
events is significantly smaller than the background for
single tagged events.

There are two ways in which correlations can in6uenceP„i,;„~.If the SVX and SLT tagging rates were highly
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correlated on some source of background, whether it be
real heavy flavor or otherwise, the probability for getting
two tags from a single event in this category would be un-
derestimated by the product of the individual probabili-
ties and thus P b;~ underestimated. On the other
hand, even for those backgrounds for which the SVX and
SLT tagging probabilities are completely uncorrelated,
P b;,~ must take into account overlaps in the sources
of the backgrounds. If the number of events from some
common background source, such as Wbb, fluctuates up
from the expected mean before the b-tagging algorithms
are applied, then both the SVX and SLT backgrounds
will fluctuate up as well, despite the fact that the tagging
probabilities are uncorrelated. The sources of back-
grounds for the dilepton, SVX and SLT analyses are
enumerated in Secs. IVC, VB3, and VC2, respectively.
Our understanding of SVX-SLT double tags is the subject
of'the next section.

2. SVX-SL,Tdouble tags

We have studied tagging correlations between the SVX
and SLT by measuring the individual tagging rates and
the rate of SVX-SLT double tags in a generic jet sample.
This sample, which was described in Sec. VB 3, consists
of 67021 jets (in 31922 events) with Ez & 15 GeV and

~ri~ (2.0, selected so that the event vertex is inside the
SVX fiducial volume. Table XXVIII shows the observed
SVX, SLT, and SVX-SLT tags in this sample. The —L„„
SVX tagged sample is not expected to be significantly en-
riched in heavy flavor relative to generic jets (as the
+L„„tags are) and provides a dataset in which we can
study mistag correlations between SVX and SLT. Apply-
ing the SLT tag-rate parametrization measured from gen-
eric jets (Sec. V C 2) to the L„tagged —events yields the
predictions shown in the table. Including a ~N uncer-
tainty for the number of observed double tags, the
observed-minus-predicted rate differs from zero by
+1.3o for double-tagged jets and +1.0o for double-
tagged events. We note that an observed-minus-
predicted double mistag rate of exactly zero is not an in-
dication that the mistag probabilities of SVX and SLT
are uncorrelated, but rather that any correlations that ex-
ist are accounted for by the tag-rate parametrization.
This can be seen by noting that the double-tag predic-
tions, which result from applying the SLT tag rate pa-
rametrization event by event, are approximately a factor
of 2 higher than we would predict by multiplying the to-

tal number of jets or events by the product of the average
SVX and SLT tag rates. This mistag correlation results
from the fact that both taggers favor jets containing
many tracks. The observed-minus-predicted rates are
consistent with zero, and we conclude that mistag corre-
lations are well accounted for by the tag rate parametriz-
ations from generic jets, although it is possible that a
small additional correlation exists. We discuss the impli-
cations of such an additional correlation in Sec. VI B5.

The predictions given by applying the tag-rate parame-
trizations to the +L y SUX tagged events are labeled
"prediction I" in Table XXVIII, and are significantly
below the observed number. This is a result of the fact
that the +L,„SVX-tagged events are enriched in heavy
flavor relative to the generic jet sample. If we assume
that the +L, excess, given by the number of +L„tags
minus the number of —L„y tags, is from heavy fiavor,
then we predict a number of additional double tags given
by the +L„»excess times the SLT tagging efficiency for
SVX-tagged heavy-flavor jets or events. This eIciency
has been measured with a Monte Carlo program to be
(4.7+1.2)% per jet and (7.5%1.5)% per event, yielding
an expectation of 26%7 additional double-tagged jets and
39+8 additional double-tagged events. The total number
of observed double-tags is expected to be given by the
sum of this number and the prediction from the parame-
trization. The result is labeled "prediction II" in Table
XXVIII, and is in good agreement with the observed
numbers. We conclude that the correlation in the double
mistag rate in the —L„„sampleis properly modeled by
the tag-rate probabilities and that the apparent correla-
tion on the +lazy sample is understood as resulting from
the heavy-flavor content of that sample.

Our calculation of the predicted number of +L,„dou-
ble tags assumes that the probability of finding a SLT tag
in a heavy-flavor event tagged by SVX is given simply by
the SLT tagging eSciency for that class of events, i.e.,
there are no SVX-SLT correlations on real heavy-Savor
tags. We have tested this assumption on a sample of top
Monte Carlo events with M„=150GeV/c2. In this
sample we indeed find that the fraction of events with
both tags is given by the simple product of individual
efficiencies. We assume that this holds for W+heavy
flavor as weH.

3. Combined result counting SVX+SLT tags

Armed with the understanding of the SVX-SLT tag-
ging correlations described in the preceding section, we

TABLE XXVIII. Observed SVX, SLT, and SVX-SLT tags in generic jets.

Before tagging
+L „SVXtags—L ~ SVX tags
SLT tags—L„SVXand SLT
—L ~ overlap prediction
+L y SVX and SLT
+L„~overlap prediction I
+L„,overlap prediction II

Number of jets

67021
818
275
1065
14

9+1
44

20+2
46%7

Number of events

31 922
795
274
1051
22

17+2
66

38+4
77+9
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10 2

Data after SVX/SLT tagging~ Background SVX + SLT

can calculate P«b;,~ based on the total number of ob-
served "counts. " There are a total of 13 SVX+SLT tags
and two dilepton candidates giving 15 counts with
5.96+0 44 expected from background. In Fig. 43 we show
the combined total of SVX and SI.T tags (counting twice
an event tagged by both) and the sum of the SVX and
SLT method-1 background estimates. We calculate
P„mb;,~ for this result using a Monte Carlo program,
which includes the inherent coupling of SVX and SLT
background fluctuations due to the common 8'+heavy-
flavo background. The Monte Carlo method consists of
performing a large number of "background experi-
ments. " We begin by calculating the parent populations
of Wbb, 8'cc, Wc, and %+jets without heavy flavor, in
the sample of 52 events with a lepton and three or more
jets. This is done using the Monte Carlo estimates of
these backgrounds as described in Sec. V 8 3, and scaling
up to a total equivalent to the SVX method-1 background
estimate. In each experiment, these parent populations
are used as mean values and the actual number for that
experiment is drawn from a Poisson distribution. The to-
tal number of 8'+3 or more jet events for each experi-
ment is constrained to be 52. For the 8'+heavy-flavor
events, the eSciencies of each of the tagging algorithms
are applied to determine how many of these events are
tagged and double tagged. The possibility of mistagging
real heavy-Savor is included. For the 8'+jets events
that do not contain heavy flavor, the mistag probabilities
are applied to determine the number of tagged and
double-tagged events in this category. As discussed
above, applying the mistag parametrizations to generic
jet events results in a predicted double SVX-SLT mistag
rate approximately a factor of 2 larger than the product
of the individual aueruge mistag probabilities. This mis-
tag correlation is included in the Monte Carlo calcula-

tion. Finally, the remaining background contributions
listed in Tables XXI and XXIV, bb, Z~~~, and dibo-
sons, are included by sampling a Poisson distribution.
Uncertainties on parent populations and tagging proba-
bilities are incorporated into the Monte Carlo program
by smearing the Poisson means with Gaussian distribu-
tions.

The dilepton backgrounds are treated independently,
and a Poisson-distributed number of events for each
background experiment is added to the number of
SLT+SVX tags to give the total number of counts for
that experiment. P„b;„,e is the fraction of experiments
with 15 or more total counts.

Using the 8'+heavy-Savor content consistent with the
method-1 background estimates in Table XXI, we 6nd
P„b;„,d

=2.6 X 10 . This is to be compared with
1.6X10, which results from the simple calculation of
the probability for observing 15 or more when 5.96+044
are expected, a calculation which assumes that SVX and
SLT are completely uncorrelated and have no overlap.
Although we continue to rely on the more conservative
method 1 background estimates, it is interesting to com-
pare with the result obtained using a W+heavy-flavor
content consistent with the method-2 backgrounds of
Table XXI. In this case P„b;„,s=2.6X10, an order
of magnitude smaller than the method-1 result. The
method-2 equivalent background for the SLT resulting
from this exercise is 2.4 events. We note that for a
Gaussian probability function, which we do not have
here, P„b;„,d=2. 6X10 or 2.6X 10 would corre-
spond to a 2.So or 3.5o excess, respectively.

The Monte Carlo technique also allows us to calculate
the mean number of double tags from the background.
We 6nd that the average number of SVX-SLT double
tags for all background experiments is 0.26 (0.23 from
%+heavy-flavor and 0.035 from mistags). The average
number of SVX-SLT double tags for that subset of exper-
iments with ~13 SVX+SLT tags is 1.3. The observed
number of three SVX-SLT double tag is more than we ex-
pect from background, even under the assumption that
the entire observation is due to a background Suctuation.

g 10

1PI~~~l

2 3
Number of Jets

FIG. 43. The sum of SVX and SLT tags observed in the
8'+jets data (solid triangles). Events tagged by both algo-
rithms are counted twice. The shaded area is the sum of the
method-1 background estimates for SVX and SL, with its error.

4. Consistency with a mixture of tt and background

Using the same Monte Carlo technique as in Sec.
VIB3, we can estimate P„b;„,d under the hypothesis
that the data contain a mixture of tt and background.
We evaluate P„b;„,d as a function of M„~,where the
mean number of tt events in the parent population for a
given mass is given by the theoretical cross section from
Ref. [10] times the integrated luminosity. For each
Monte Carlo experiment this mean is smeared by a
Gaussian of width 30%, corresponding to the theoretical
uncertainty in the calculation, and then the number of tt
events is drawn from a Poisson distribution. From this
parent population, the number of lepton+jets events and
the number of dilepton events are drawn according to the
acceptances of each analysis. The eSciencies of the SVX
and SLT algorithms are applied to the lepton+jets events
to determine the number of tt tags. Mistags of tt events
are allowed. Tagging of the background component of
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TABLE XXIX. Expected and observed SVX-SLT double tags. Expectations are calculated with
cr,—,

= 13.9 pb (see Sec. VII).

No. of Jets

1

2
)3

Double tags, no top

O.S4
0.63
0.26

DoubIe tags, with top

0.64
0.88
1.0

Double tags, data

the data proceeds exactly as in the background-only
Monte Carlo described above. In the case of an admix-
ture of tt, the parent populations of W+heavy-flavor
events are rescaled to account for the fraction of tt events
in the 52 %+3 or more jet events. We find P„b;„,e for
15 or more counts in a mixture of tt plus background to
be 60% for M„=140GeV/c (n,—,

=16.9 pb), 20% for
M„=160 GeV/c (o,—,

=8.2 pb), and 4.5% for

M„~=180 GeV/c (o,—,
=4.2 pb). We conclude that the

data are consistent with the tt+ background hypothesis.
The number of double tags expected in the W+3 or

more jets sample, under the assumption that it contains
both top (with o,—,=13.9 pb, see Sec. VII) and the expect-
ed background mixture, is compared with the number ob-
served in Table XXIX. The average number of double
tags expected for our W+3 or more jet sample is 1.0.
This is less than we observe and similar to the expecta-
tion under the assumption of an upward fluctuation of
the background. As mentioned above, the three double
tags are unlikely to come from a source other than heavy
flavor. However, because the predicted number of double
tags is similar if we interpret our data as
top+background or if we interpret it as all background,
there is no additional discrimination between tt and back-
ground provided by the double tags, beyond that already
provided by the excess of total counts. In the W+1 and
2 jet samples there are three observed double tags with an
expectation of 1.5, again a slight excess. We note, howev-
er, that one of the double-tagged W+2 jet events is a
dilepton candidate event (see Sec. VIC). Under the as-
sumption that this is a real top event, at least part of the
excess in the two jet bin is due to an upward fluctuation
of the expected top signal.

5. Checks of the combined resrtlt

We can test the sensitivity of the result of Sec. VI B3
to possible further correlations in the double-tagging rate
that have not been accounted for in our simulation. We
do this by including additional correlations in the Monte
Carlo program and comparing the result to the nominal
case above, where the double-tag probability for heavy
flavor is the product of the individual probabilities and
the double-mistag probability is twice the product of the
individual mistag probabilities. Taking the double mistag
probability to be four times the product and the double
heavy-flavor tag probability to be two times the product
o the individual probabilities changes P„b;„~from
2.6X10 to 3.7X10 . With these correlations, one
would predict approximately 36 double-tagged events in
the —L„tagged generic jet sample, where only 22 are

observed. Similarly the prediction in the +L„„tagged
sample would be approximated 100 double-tagged events,
where only 66 are observed.

Because the three observed SVX-SLT double tags are
more than the 1.0 expected on average (see Table XXIX),
we have checked if the observation is consistent with the
expectation for the events actually in hand, under the as-
sumption that they are a mixture of tt and background.
To do this we have asked if the observed number of SVX
tags in the seven SLT tagged events is consistent with
what we expect for those events. The SVX tagging
efBciency in tt events is strongly dependent on the
features of the event such as track multiplicity and the
total number of SVX-fiducial jets. We use the IsAJET tt
Monte Carlo programs to parametrize the SVX tagging
eSciency as a function of a single variable and then test
the dependence on the choice of this variable by trying
three different choices: the number of good SVX tracks
in the event, the maximum number of good SVX tracks
in a jet, and the total number of taggable jets. Interpret-
ing all seven SLT tagged events as tt, leads to a double-
tag prediction of 1.9-2.1 events, depending on which pa-
rametrization is chosen. However, the seven SLT events
contain some background. As discussed in Sec. VII, un-
der the assumption that the 52 events contain a tt com-
ponent, the background estimate must be rescaled, yield-
ing an SET background of 1.5+0.7 events. Including all
uncertainties and randomizing the choice of which events
are background and which are tt, we estimate the number
of double-tagged events expected to be 1.8+1.3, where
the uncertainty includes both statistical and systematic
uncertainties. The probability for observing three or
more double-tagged events is 30%. We conclude that the
three observed double-tagged events are consistent with
expectations for these events under the assumption that
they contain a mix of tt and background.

Our model of background fluctuations assumes that
the systematic uncertainty on the expected mean number
of events is described by a Gaussian distribution. The
data can be used to test if this assumption covers possible
large deviations of the Wbb background from our expec-
tations. We use as the test sample SVX and SLT tagged
events containing a W or Z plus one or two jets. This
gives the best statistics in a sample, which should contain
heavy-flavor jets and yet have very little top contamina-
tion. There are 67 tags in this sample. The combined
SVX and SLT background estimate (method 1) is 72.4, of
which 22.7 is due to W or Z plus a heavy quark pair.
There is good agreement between the prediction and the
observation. To see how large the heavy-flavor back-
ground could reasonably be, we use the data as an estima-
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TABLE XXX. Expected background, expected signal, and

observed tags when diferent jet ET thresholds are used to select

events.

Jet
threshold Background

160-GeV/c Observed

top counts

Nominal
Nominal +5 GeV
Nominal —5 GeV

6.0
3.6

12.7

6.2
5.2
7.1

15
11
19

tor. We find that the background is less than 80.4 at the
95% confidence level. That value is eight tags larger
than the background estimate of 72.4. If we ascribe this
excess entirely to anomalous W/Z+bb production, this
source would be about 35go larger than our estimate of
22.7. Applying that fractional increase to the signal re-
gion ( W+3 or more jets) increases the total SVX back-
ground from 2.3 to 2.7 and the total SLT background
from 3.1 to 3.3. The former is a 1.5e increase in the
mean SVX background, while the latter is less than a lu
increase in the mean SLT background. Such an excess of
Wbb production is fully covered by the Gaussian fluctua-
tions in the mean background that are included in the
Monte Carlo program described above.

As an example of the sensitivity of our result to
changes in the event selection criteria, we have varied the
minimum Er requirement for jets. Table XXX shows the
expected background, expected signal for a 160-GeV/c'
top mass, and the number of observed counts for the
nominal jet thresholds, described in Secs. IV A and V A,
as well as 5 GeV above and below nominal. For the
dilepton analysis, 5 GeV below nominal would be a 5-
GeV jet threshold. In this case, the dilepton jet require-
ment was removed completely, since the systematic un-

certainty in the 5-GeV jet detection efficiency is large.
Within the statistics of the measurement, the data behave
as expected when the jet Ez threshold is varied.

to the average value of 0.05 events.
Jets in nontop (i.e., background} dilepton events arise

from the hadronization of gluons or light quarks. Events
from bb production constitute one source of dilepton
background; however, in these events the tmo b quarks
decay semileptonically, and the additiona1 jets miH not be
b jets. The tag in these events is required to be away
from the leading leptons, so we can obtain an estimate of
the expected number of falsely b-tagged dilepton events

by applying the SVX and SLT tag-rate parametrizations
described in Secs. V B 3 and V C2 to the jets in the two
ep events. For the double-tag prediction from back-
ground, we multiply the prediction from the tag-rate pa-
rametrizations by two to take into account the enhanced
heavy-Savor content of SVX-tagged events, consistent
with the difFerence between prediction I and prediction II
in Table XXVIII. The results of this calculation are also
given in Table XXXI in the row labeled "background. "
Note that this estimate assumes that the two observed
dilepton events are both background. An ab initio calcu-
lation of the number of double-tagged background
events, beginning from the 0.56 event dilepton back-
ground before tagging, results in an estimate, which is
more than an order of magnitude smaller than that
shown in Table XXXI. It is diScult to draw quantitative
conclusions based on a single event, but a dilepton candi-
date event with both a SVX tag and a SLT tag is more
likely to be due to tt than background. The existence of a
tagged dilepton event, together with the observed excess
of tagged 8'+multijet events from the SVX and SLT
analyses, provides evidence for an excess of both 8%b
and 8'ebb production, as expected from tt decays. Be-
cause the b tagging is an a posteriori check of the dilepton
data and not an a priori requirement, we do not include
these tags in the calculation of P„b;„,~ described in Sec.
VI B 3.

D. Alternate hyyotheses

C. rags in the dileyton samyle

We have applied the b-tagging algorithms to the two
ep, candidates. The first ep event contains a jet (Iet 1 in
event I of Table VII), which is tagged by both the SVX
and SLT algorithms. There are no b tags in the second
ep event (event II of Table VI}. In addition, as men-

tioned in Sec. V C, there is a 8'+3 jet candidate tagged
by both SLT and SVX, which passes all the dilepton
selection requirements, except that the electron candidate
fails two of the electron identification requirements
(Ez~/EEM and strip y ). Although such cases are prop-
erly accounted for in the acceptance calculations, in
many ways this event is more consistent with being a
tagged di1epton event than it is a double-tagged
lepton+jets event. The expected number of b-tagged top
dilepton events is given in Table XXXI. If, as in Sec.
VI 85, we ask what is the expected number of SVX tags
for these two events, under the assumption that they are
both tt, we Snd an expectation of 0.7 events, compared to
the average value of 0.24 events for Mt p

160 GeV/c
which is listed in Table XXXI. Similarly the expected
number of double-tags for these events is 0.13 compared

Under the assumption that the excess of candidate
events is not due to an upward fluctuation of the known
backgrounds, the data finds a natural interpretation in
terms of standard model tt production and decay. How-
ever, our data cannot exclude more exotic phenomena,
which could provide alternate explanations. %'e, there-
fore, briefly survey here some possible alternate hy-

potheses, though the list is by no means exhaustive.
%'e begin by considering the possibility that a heavy

quark other than the top quark is being detected. The
simplest example would be a fourth generation quark
with weak isospin —1/2 (b'}. The production cross sec-
tion for such an object is the same as for a top quark of
the same mass. We wi11, therefore, assume that the b' is
lighter than the top. In this case the b' could either de-

cay to 8'e, or via a loop-induced Savor changing neutral
current process [49] to V+b (V=gluon, photon, or Z).
The relative branching ratio of the dilereni decay modes
depends on the value of the Cabibbo-Kobayashi-
Maskawa (CKM) matrix element describing the coupling
of the fourth generation to the second one. If the
charged current decay mere favored, our excess of events
mould indicate a production cross section at least a factor
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of 3 larger than what we evaluate under the top hy-
pothesis. This is because both the SVX and SLT tagging
eSciencies for charm hadrons are signi5cantly smaller
than for bottom hadrons. The mass estimate derived in
Sec. IX, however, would not change. This result would
therefore not be consistent with the expected production
cross section. If the neutral current decays were favored,
no signals would be manifest in the channels we con-
sidered. It is perhaps interesting, though, that this possi-
bility is not inconsistent with the slight excess of tags in
the Z+multijet sample discussed in Sec. V D.

The excess of b tags in our sample suggests that we
consider other phenomena rich in b quarks. One such ex-
ample would be the production of a standard model
Higgs boson with a mass less than about 150 GeV/c, a
region where the branching ratio to bb is of order 1. As-
sociated production of 8'+H pairs would provide signa-
tures qualitatively similar to those observed. In the mass
region MH;ss, =60-80 GeV/c, the expected production
cross section is of order 1 pb [50]. However, inclusion of
semileptonic branching ratios, detection eSciencies, and
acceptances will reduce the observable rate by approxi-
mately two orders of magnitude, leaving us with only a
fraction of an event expected. Nevertheless, this would
become an interesting alternative if production mecha-
nisms other than what is currently assumed were active.
These might also increase the expected rate of Z+H pro-
duction. Future higher statistics studies, which will al-
low reconstruction of the bb invariant mass by tagging of
both the b and b jets will allow us to test this possibility.

Even under the assumption that we are observing tt
production, our current statistics are too limited to test
the production and decay mechanisms in any detail. One
may consider, for example, nonstandard model produc-
tion channels in addition to QCD, such as new reso-
nances strongly coupled to top [51,52]. This model could
be probed with future increases in statistics by looking
for a peak in the invariant mass distribution of the tt pair.
The presence of additional decay modes of the top quark,
such as the decay to a charged Higgs boson [53], might
be indirectly probed by comparing the rate of single lep-
ton to dilepton final states. Again, at the current time the
statistics are too poor to either exclude or support this
possibility.

VII. tt PRODUCl ION CROSS SECTION

A. Likelihood technique and results

Using the observed number of candidate events and the
acceptances tabulated in Secs. IV and V we calculate the

TABLE XXXI. Numbers of dilepton events expected mth
single and double b tags from tt and background sources.

SVX SLT SVX-SLT

Signal, M, ~=140 GeV/c
Signal, M„~=160 GeV/c2
Background
Data

0.44
0.24
0.08
1

0.37
0.20
0.10
1

0.09
0.05
0.014
1

cross section for tt production in pp collisions at
V s =1.8 TeV. In Tables XXXII and XXXIII we sum-
marize the acceptances, theoretical cross sections, and
number of events expected as a function of M„~.

The cross sections are calculated by maximizing the
following likelihood function:

J Xdr JX—dt
L =exp

20'~
LdilLsvxLs~T

where each of the individual likelihoods is of the form

L, =G(e, , e, ,cr, )G(b;, b;, os )

XP eI0,—, t+ I,n;
J

Here G(x,x, cr ) is a Gaussian in x, with mean x and vari-
ance o, and P(p, ,n ) is a Poisson probabihty for n with
mean p, . In each of these likelihoods, e, and rr, are the

l

total acceptance and its uncertainty, b; and oh are the
l

expected background and its uncertainty, n; is the num-
ber of observed candidate events, o,—, is the tr production

cross section, and JXdt=19.3 pb ' is the integrated
luminosity, with o'~ its 3.6% uncertainty. For the SVX
and SLT terms, the total acceptance is split into two
parts, the acceptance for the lepton plus jets selection, de-
scribed in Sec. V, and the tagging eSciencies, described
in Secs. VB and VC. The uncertainty on the common
lepton plus jets acceptance is treated as 100%%uo correlated
between the two analyses.

To calculate the cross section from an individual
analysis, the individual likelihood functions are used, in
which case the maximum likelihood solution for o,—, is
just

n —b

e fsdr

TABLE XXXII. Summary of top acceptance and the theoretical production cross section of Ref.
[10].

o,—, (pb)

&svx

ESLT

dil

120 GeV/c

38 9+'
1.0+0.3 %

0.84+0. 17%%uo

0.49+0.07 %

140 GeV/c2

16 9+
1.5+0.4%
1.1+0.2%

0.66+0.06 %

160 GeV/c

8 2-08
1.7+0.5 %
1.2+0.2 %

0.78+0.07 %

180 GeV/c2

4 2+0.6

1.8+0.6%
1.3+0.2%

0.86+0.07%%uo



3010 F. ABE et ul. 50

TABLE XXXIII. Numbers of tt events expected, assuming the theoretical production cross sections
shown in Table XXXII, and the numbers of candidate events observed with expected backgrounds.

Channel

Expected No. events Mtop 120 GeV/c
Expected No. events M„~=140 GeV/c'
Expected No. events M„~=160GeV/c
Expected No. events M„~=180GeV/c
Expected background
Observed events

7.7+2.5
4.8+1.7
2.7+0.9
1.4+0.4
2.3+0.3

6

6.3+1.3
3.5+0.7
1.9+0.3
1.1+0.2
3.1+0.3

7

Dilepton

3.7+0.6
2.2+0.2
1.3+0.1

0.68+0.06
0 56+0.25

2

The uncertainties on the measured cross-section values
are calculated as the hlnL= —,

' points of the likelihood
function.

Before maximizing the likelihood function to find cr,
we make two corrections, one to the SVX and SLT tag-
ging eSciencies and a second to the SVX and SLT back-
ground estimates. A correction of the tagging eEciencies
is required because Monte Carlo does not correctly model
the processes, which lead to mistags of real tt events, and
therefore the SVX and SLT acceptances in Table XXXII
are underestimates of the true acceptance. We correct
the tagging eSciencies by

+tag stag + ( 1 e tag )~misiag

where P;„,g
is the probability of mistagging a top event.

We estimate P;„,g
=(1.5+0.8)% for the SVX from the

—L tag rate in the W+3 or more jet sample, and

P;„,g
=(3.3+0.9)% for the SLT from the

fakes+Wbb+Wcc background in Table XXIV, after
subtracting the expected heavy-Savor content

The second correction is a result of the way the SVX
and SLT backgrounds are calculated. As discussed in
Secs. V B and V C, the method-1 SVX and SLT back-
grounds for mistags, Wbb, and Wcc are calculated by as-
suming that the entire parent sample of 52 events con-
tains no top. Parametrizations of tagging probabilities
are applied event by event to get the total background. If
the 52 events contain a tt component, this procedure
would overestimate the background. We correct the
backgrounds, iteratively, using the SVX and SLT tagging
eSciencies. This procedure has potentially large sys-
tematic uncertainties associated with it because the back-
grounds vary by large factors from event to event, and we
do not know which events are top. To estimate this un-
certainty we calculate the number of top events expected
in the 52 event sample, X,—,, based on the corrected mean
background and the tagging e%ciencies. We find
1V,—,

= 19.6+9.5 events from the SVX result and

%,—, =29.0+11.5 from the SLT result. Random samples
of 52 —X,—, events are chosen from the 8'+3 or more jet
events, and the backgrounds from the generic jet parame-
trizations for these events are summed. The width of the
distribution of summed backgrounds is used as the sys-
tematic uncertainty on the procedure. We estimate
1.6+0.7 and 1.5+0.7 events for the SVX and SLT back-
grounds, respectively (cf. the original backgrounds of 2.3

and 3.1 events). The corrected backgrounds and tagging
efKiciencies used in the cross-section calculation are
shown in Table XXXIV.

The calculated cross sections from the individual SVX,
SLT, and dilepton results, as well as the combined result
(labeled o',—,

") are shown in Table XXXV. In Fig. 44 we

plot the calculated combined cross section as a function
of mass, and the theoretical expectation from Ref. [10].
Because the acceptance depends on M„,four points are
shown corresponding to measured values of the accep-
tance. Had we chosen to use the method-2 background
estimate for SVX, and an equivalent estimate for SLT,
the tt cross-section measurement would have shifted up-
ward by 11%. We also note that an alternate method of
calculating the cross section, based on the total number
of observed events, gives a result approximately 12%
lower with comparable uncertainties.

B. tV+jet rates

TABLE XXXIV. Corrected tagging eSciencies and back-

grounds used in the cross-section calculation.

SLT

e'"(M„~=120 GeV/c )

e"'(M„~= 140 GeV/c2)
/or(M 160 G V/ 7.)

= 180 Gev/c2)
Corrected background

0.21+0.05
0.23+0.06
0.23+0.06
0.23+0.06

1.6+0.7

0.193%0.027
0.187+0.026
0.180+0.025
0.187+0.026

1.5+0.7

Assuming that the excess of events seen in the analyses
presented in Secs. IV and V is due to tt production, we
have computed the top cross section. In Table XVI we
compared the number of W+jets events in the data with
expectations from the vEcBos 8+jets Monte Carlo pro-
gram. We can now subtract from the data the estimated
number of top events as a function of jet multiplicity in
the 8'+1, 2, 3, and 4 jets samples and repeat the com-
parison.

As we will show in Sec. IX, if the excess of events over
background obtained from the analyses discussed in Secs.
IV and V is interpreted as due to tt production, then
M„~=174+16GeV/c, and o,—,=13.9+~II pb. In es-

timating the number of top events, we will use the cross
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SVX (pb)
sIT (pb)

cr',—,

" (pb)

15 2+19.5

22 7+10.0

14 9+12.2

22e7 —10 4

11 3+14.2

16 8+5 9

l3 0+10.6

20.4+

9 6+12.0

$4 7+6.5

12 4+10.0

18.8+"7
8 8+11.0

13 7+6.0

section and acceptances calculated using this top mass.
In Table XXXVI we list, as a function of jet multiplici-

ty, the number of events seen in the data, the number of
estimated top events, and the number of background
non-W events in the sample (see Sec. V A). The number
of QCD W+jets events can then be obtained by subtract-
ing from the data the number of top and background
events. This is also shown in Table XXXVI.

In the one- and two-jet samples, the estimated number
of top events is negligible compared to the number of
QCD W+jets events. The estimated number of top
events with &3 jets is obtained by multiplying the top
cross section by the top acceptance ( A„),which is given
as a function of top mass in Table XVII. For
M„=174+16GeV/c, A„=0.080+0.003, where the
uncertainty is due to the top mass only (the other uncer-
tainties are already included in the cross-section uncer-
tainty). The fraction, F4, of top events with ~3 jets,
which have at least four jets is shown in Fig. 45 as a func-
tion of top mass, for different Monte Carlo assumptions.
E4 is strongly dependent on M„,and on the modeling of
initial-state gluon radiation. In Table XXXVI, we have
taken F& =0.54 from the HERwIG calculation (for

TABLE XXXV. tt production cross sections calculated from
the individual analyses and from the combination of the three
analyses.

120 GeV/c 140 GeV/c 160 GeV/c 180 GeV/c

M„=174GeV/c ). The uncertainty on F4 has three
components: (1) an M«~ dependence, (2) an uncertainty
due to the 10% energy scale uncertainty, and (3) an un-

certainty due to the modeling of gluon radiation. The
first two uncertainties are +0.05 and +0.03, respectively;
we estimate the uncertainty due to gluon radiation to be
+0.05, which is the difference between the values of F4
obtained using the HERWIG and ISAJET models.

In Table XXXVII we compare the number of QCD
8'+jet events from Table XXXVI with expectations

from the VECBOS Monte Carlo program (see Sec. VA,
and Table XVI). The calculation in VECBOS is a leading-
order QCD calculation, and there are large uncertainties
in its predicted rates. The VECBOS predictions in Table
XXXVII are obtained using a Q scale choice of
Q =(Pz ) . An equally reasonable choice of Q~=M~~

would have led to significantly lower predictions (see Sec.
V A and Ref. [35]). After accounting for the background
and top contributions, the W+ 1, 2, and 3 jet rates are in
reasonable agreement with the VECBOS predictions.
There seems to be a deficit of W+4 jet events, since the
expected top contribution saturates the number of W+4
jet events that we observe. Given the uncertainties on the
vECBOS prediction, it is hard to quantify the significance
of this deficit.

%e can also compare 8'+jets data with Z+jets data.
Since %+jets and Z+jets are very similar processes,
most theoretical uncertainties in the cross-section predic-
tions cancel when taking the ratio of the number of
W+N jets to the number of Z+N jets. The VECBOS

Monte Carlo program predicts that the ratio of W+N

0.7

10
0.6

0.5

W 10
0.3

0.2
g Herwig

L Isajet, no ISR

0'100
'

120 140 160 180 200

M„(GeV/c )
220

100
. I

120 140 160

Top Mass (GeV/c )

I

180

FIG. 44. Combined tt production cross section vs M„~from
data (points) and theory [10]. The dashed lines are estimates of
the theoretical uncertainty quoted in Ref. [10].

FIG. 45. Fraction (F4) of top events with ~3 jets, which
have at least four jets as a function of top mass for three Monte
Carlo calculations: (I) ISLET and detector simulation (2)
HERwIG, and detector simulation (3) ISAJET without initial-state
gluon radiation (ISR) and detector simulation. The error bars
are from Monte Carlo statistics.



TABLE XXXVI. Number of events in the data, number of expected top events, assuming the top
cross-section measurement from Sec. VII A, aud number of background events. The number of QCD
$V+jets events is obtained by subtracting from the data the top and non-8'background contributions.
For 8'+4 or more jets, this subtraction yields the unphysical value —4.5+6'4. The value 0+0 0 given in

the table is obtained by imposing the constraint that the number of QCD W+4 or more jets should be

Jet multiplicity

1 jet
2 jets
3 jets
& 3 jets
&4 jets

Data

1713
281
43
52
9

Top

1 +0.5

5 0+2.3

11.6 4'5

Other backgrounds

284+89
54+15
8.9+2.5

10.8+3.1

1.9+0.6

QCD &+jets

1428+98
222+23

19 6+10,9

o-o.o
+3.5

jets to Z+N jets cross sections is constant to better than
10% for 1 ~ N (4 (unfortunately no Z+4 jet calculation
is available). The ratio of W and Z acceptances, as a
function of jet multiplicity, is also constant to better than
5%.

The number of Z+jets events, as a function of jet mul-
tiplicity, is given in Table XXVI. Unfortunately, the
statistics of the Z sample are limited. There are three
Z+3 jet events, and two Z+4 (or more} jet events in our
data. Given that the QCD boson+jets cross section as a
function of jet multiplicity is expected to fall by a factor
of =4-8 for each additional jet, it is likely that we are
seeing a statistical fluctuation in the Z+3 and 4 jet sam-
ples, or that there is a source of Z+4 jets events in addi-
tion to standard QCD production.

The number of W and Z+jet events, and their ratio
(R~) as a function of jet multiplicity, is given in Table
XXXVIII. For the 1 and 2 jet samples, the ratio is con-
sistent with being constant, and the weighted average is
R~ =8.4+0.4. The ratio for the & 3 jets sample is low

by 1.7 standard deviations. The number of W+4 jet
events is much lower than the prediction from the num-
ber of Z+4 jet events. However, as mentioned above, it
is likely that the two Z+4 jets events observed in our
data constitute an upward statistical fluctuation. %e
have attempted to quantify the apparent discrepancy be-
tween the W and Z+4 jet rates. From (1} the expected
rate of top events, (2) the non-W background prediction,
(3) the assumption that R~=8.4+0.4, independent of

TABLE XXXUII. Comparison of QCD W+jet yields from
Table XXXVI with expectations from the UEcBos Monte Carlo
program. The first uncertainty on the vECBQS prediction is due

to Monte Carlo statistics, the second to the jet energy scale and

lepton identification ef6ciency uncertainties, and the third to the
uncertainty on the luminosity normalization. The additional
uncertainty related to the choice of the Q~ scale in the VEcBos
Monte Carlo program is discussed in the text. The vECBOs pre-
dictions include the 8'~~ contribution.

VIH. KINEMATICS OF THE 52 8'+ ~ 3 JETS EVENTS

The search for tt production and decay in the
lepton+jets mode described in Sec. V yields 52 events
with W candidates plus three or more jets, of which 10
events are tagged by at least one b-tagging algorithm
(SVX, SLT, or both}. If the excess of tagged events dis-
cussed in Sec. VI is due to top-quark production, then we

TABLE XXXVIII. 8'+jets and Z+jets event rates from
Tables XXXVI and XXVI as a function of jet multiplicity.
R~ is the ratio of the number of 8'and Z events.

Jet multiplicity 8'+jets Z+jets

N, and (4} estimating o(Z+4 jets) from the two data
events under the assumption that o(Z+3
jets) &4o(Z+4 jets), we compute the probability to find
less than or equal to the observed nine W+4 jets candi-
dates in our data to be 2.7%. For a Gaussian probability
distribution, a probability of 2.7% would correspond to
2.00.

If the de6cit of W+3 or more jets, and especially
W+4 or more jets, is not a statistical 6uctuation, then
possible sources for the discrepancy are as follows: (a)
Our measured tt cross section is too large. This could
happen if the excess events described in Sec. VI were not
due to top quark production. It could also happen if our
assumed tagging eSciency for top events is too small.
The tagging eSciencies are calculated from Monte Carlo
data and are used in this paper only to calculate the tt
cross section. They do not enter into the signi6cance cal-
culation presented in Sec. VI. (b) The ratio F4, also ob-
tained from Monte Carlo data, is too large. This number
is used nowhere else in this paper. (c) The two Z+4 jet
events are either a large statistical fluctuation or are pro-
duced by a process other than QCD vector boson+jet
production. In this regard we note, as mentioned in Sec.
V D, that both of these events have a jet which is b
tagged.

Jet multiplicity

1 jet
2 jets
3 jets
~4 jets

QCD &+jets

1428+98
222+23
24 1+8.o

o-o.o+3.5

vacaos {Q'=(P&)'}

157 1+82+g04+55
267+20+53+9
39+3+1 1y2
7+1+23+0.2

1 jet
2 jets
3 jets
~3 jets
&4 jets

1428+98
222%23

19 6+10.9

o—o.o
+3.5

176
21
3
5
2

8. 1+0.9
10.6+2.6

39
„

0-o.o+1.5
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would expect roughly one half (19.6+9.5 events estimat-
ed from the number of SVX tags and 29.0+11.5 events
estimated from the number of SLT tags) of the 52 8'+3
or more jet events to be from tt production. We expect a
further 12+3 events from sources that are not QCD
8'+ ~3 jet production (see Table XV). The remaining
events are expected to arise from QCD production of
$Y+3 or more jets.

In this section we present distributions of some simple
kinematic quantities for the 10 tagged and 42 untagged
8'+3 are more jet events. Jets from top-quark decay are
expected to have transverse energies characteristic of the
parent top-quark mass. Therefore, if the top quark is
suSciently massive, the distribution of jet transverse en-
ergies in tt events is expected to be harder than the corre-
sponding distribution predicted for QCD 8'+3 or more
jet background events. We therefore compare observed
distributions of jet transverse energies with predictions
for tt production and decay, and predictions for the back-
ground arising from QCD production of 8'+3 or more
jets.

To improve the kinematic reconstruction of our 8'+3
or more jet events, we have corrected the measured jet
energies to take account of instrumental effects. The jet
energy corrections are described in Sec. IIID. In Sec.
VIII A we give relevant details of the VECBOS Monte Car-
lo program used to simulate the QCD 8'+jet back-
ground, and discuss the reliabiHty of the VECBOS Monte
Carlo predictions. In Sec. VIIIB distributions of kine-
matic quantities are compared with expectations for sig-
nal and background.

A. vscsos 8'+jets predictions

We have used the vEcBos Monte Carlo program [26]
to predict the properties of background events arising
from QCD production of %+3 or more jets. The
VEcBos program generates Monte Carlo events in which
the incoming partons have interacted to produce a $Vbo-
son plus a definite number of additional partons in the
final state. VEcBos uses the leading-order QCD matrix

elements, which are calculated for up to four additional
final-state partons [30]. Infrared and collinear singulari-
ties are regulated by requiring that the additional final-
state partons have a transverse momentum exceeding a
cuto8' value PT ", and that the final-state partons are
separated in (vg, $) space by more than Rm;
[R =+(AP) +(4g) ]. In our calculation we have
chosen a Pr'" of 8 GeV/c and an R;, of 0.4. Our vEC-
BOS predictions are made using the Martin-Roberts-
Stirling set DO (MRSDO) structure functions [54] with a
Q equal to the square of the average Pt of the outgoing
partons. After evolution and hadronization of the initial-
and final-state partons, the response of the CDF detector
to the resulting final-state particles has been simulated,
and jets have been reconstructed using the CDF jet algo-
rithm. This enables the sample of vEcBos Monte Carlo
events to be subjected to the same cuts applied to the
data. In this section, aH VECBOS distributions are normal-
ized to have the same area as the data.

To test whether VEcBos correctly describes QCD
8'+multijet production, we begin by comparing predict-
ed and observed distributions for a sample of iV+2 or
more jet events. Note that the contribution to the W+2
or more jet data sample from tt production is expected to
be small (5% for M„~=160GeV/ct). In the following,
ET„is defined as the transverse energy of the nth-highest
Ez jet in the event. VECBOS is seen to give a reasonable
description of the measured Ez, distribution (Fig. 46),
and the measured E~ distribution {Fig.47). VEcBos also
gives a fair description of the jet pseudorapidity distribu-
tion {Fig.48).

Vfe next compare VECBOS predictions with observed
distributions for a sample of events with Z+2 or more
jets and Z+3 or more jets. Only Sve Z events pass our
selection with three or more jets with uncorrected
Ez & 15 GeV. Therefore, to improve the statistics of the
Z+3 or more jet data sample, we define the jet multipli-
city in our Z events by counting jets with ~g~ (2.4 and
corrected Ez&15 GeV. Note that, on average, the jet

10 W+& 2 jets io' +a %+&2 jets .

IF

20

Il

Il
- I I I|

160
I

E ( (GeV)
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"20 I

90
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FIG. 46. Distribution of transverse energies for the highest
ET jets in W+2 or more jet events. Data (points) are compared
with vEcsos predictions (histogram) normalized to the data.
The short horizontal error bars show the statistical uncertaipty
on the vEcsos predictions. There are eight data events with
highest jet E& & 160 GeV.

FIG. 47. Distribution of transverse energies for the next-to-
highest Ez jets in W+2 or more jet events. Data (points) are
compared with vEcsos predictions (histogram) normalized to
the data. The short horizontal bars show the statistical uncer-
tainty on the VECBos predictions. There is one data event with
next-to-highest jet E& & 160 GeV.
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FIG. 4S. Distribution of pseudorapidities of the highest and

next-to-highest E& jets in F+2 or more jet events. Data
(points) are compared with vEcsos predictions {histogram) nor-

malized to the data.

FIG. 50. ET2 for Z events having &2 jets with corrected

ET & 15 GeU (points) compared with the vscaos prediction {his-

togram) normalized to the data.

energy corrections increase jet energies, and, therefore,
by requiring corrected Ez &15 GeV rather than un-
corrected Ez- & 15 GeV, we have in eEect relaxed the un-
corrected jet Ez threshold by about 5 GeV. There are
then 112 Z+2 or more jet events and 22 Z+3 or more
jet events. The distributions of ET &

and ET2 for the Z+2
or more jet sample are shown in Figs. 49 and 50, respec-
tively. These distributions appear to be consistent with
the VECSOS predictions. However, there is one event
with ET3) 100 GeV, where UECBOS predicts a fraction of
an event. This event may be due to either a statistical
fluctuation or may indicate a contribution from processes
other than QCD Z+3 or more jet production.

Finally, of relevance to our discussion of the 8'+3 or
more jet kinematic distributions will be the quantity
(ET2+ET3) and the distribution of events in the

(ET3 ET3 ) plane. In Fig. 5 1 UEcBos is shown to give a
reasonable description of the measured (ET2+ET3) distri-
bution for the sample of Z+3 or more jet events. Note
that the Sve Z events with three or more jets with un-

corrected Ez & 15 GeV, discussed in Sec. V D, are the five

events with the largest values of (ET3+ET3) in Fig. 51.
The distribution of Z+3 or more jet events in the
(ET3,ET3) plane is shown in Fig. 52. Our UEcBos Z+3
or more jet calculation for Z events with three or more

jets with corrected ET ) 15 GeV predicts that 50%%uo of the
events should have (ET3+ET3)&48 GeV. Of the 22
Z+3 or more jet events we observe 13 events with
(ET3+ET3 ) & 48 GeV.

Vfe conclude that the VEcsos Monte Carlo predictions
give a reasonable description of the jet transverse energy
distributions arising from QCD IV+2 or more jet pro-
duction, Z+2 or more jet production, and Z+ 3 or more
jet production.

8. Kinematic distributions of the 52 8'+ 3 jet events

To choose simple kinematic variables that discriminate
well between tt events and the QCD %+jets back-
ground, we have made a Monte Carlo study in which
HER%'IG ft predictions have been compared with vECBOS
predictions for a large number of potentially interesting
variables. One variable, which we find gives good
discrimination between signal and background, is the
quantity ET2+ET3 Measured. and predicted 8"+3 or
more jet event densities in the (ET2,ET3) plane are shown
in Fig. 53. The UECBOS prediction for the W+3 or more
jets QCD background [Fig. 53(a)] is peaked at low values
of ET3 and ET3. The broken line in Fig. 53(a), which
shows the function ET2+ET3= /1 GeV, divides the plane

10
Z+ & 2 Jets-

12.5 I

Z+ & 3 Jets

~ 1
CI3

C
-1

&10 =

ET, (GeV)
200

75

c/& 5
C

2.5 Hl

I I r—
50 100

E 2+E 3 (GeV)

FIG. 49. Ez& for Z events having 2 jets with corrected
ET & 15 GeU {points) compared with the VEcBos prediction {his-

togram) normalized to the data.

PIG. 51. ET2+Er, for Z events having & 3 jets with correct-
ed ET & 15 GeU (points) compared with the vEcaos prediction
{histogram) normalized to the data.
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8'+&3 jet events. The broken line shows the function
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is slightly diierent than the corresponding line in Fig. 53. The
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FIG. 56. Total transverse energy distribution for the 52
8"+ ~ 3 jet events (points} compared with the Monte Carlo pre-
diction for a mixture of 50/o tt production (M~~ =160 GeV/c )

plus 50% QCD IY+ 3 jet production (solid line histogram),
and the prediction far 100%o QCD W+ &3 jet production
{broken-line histogram). The predictions are normalized to the
data.

for non-$V backgrounds. Two of the identified non-W
background events have Er2+Ez3 (71 GeV [Fig. 54(d)].
After subtracting the identified non-8' background
events, we are left with an excess of 25k7 events with
E~+E&3& 71 GeV. To subtract the remaining
unidentified non-8' background events we assume the
worse case, namely, that these events are all in the region
Er2+Ez 3 & 71 GeV and that the total non-W background
is 12.2+3. 1 events. Thus, after subtracting the non-8'
backgrounds, we conclude that there is an excess of
17.827.5 events with Er2+Er3 & 71 GeV. Provided the

top quark is massive, this excess is consistent with a siz-
able contribution to our 8'+3 or more jet sample arising
from tt production.

If the excess of events at large (Er2+Er3) is due to tt
production then we would expect the 10 8'+3 or more
jet events containing a b tag to also have larger values of
(ETQ+E T3) This is indeed the case (see Fig. 55).

In Fig. 54, measured jet transverse energy distributions
for the 52 8'+3 or more jet events are compared with
vaCBos predictions and with HERwIG tt predictions. In
Fig. 56 vacsos and HERWIG predictions are compared
with the measured distribution of total transverse ener-
gies QEr, where the sum is over all jets with corrected
Er &15 GeV. The measured distributions of ET„Er2,
Er3, Er2+Er3, and +ET, which are shown in Figs. 54
and 56, all tend to be harder than the vEcaos predictions.
Thus, the observed jet transverse energy distributions for
the 52 8'+3 or more jet events are qualitatively con-
sistent with a sizable contribution from tt production
with a massive top quark. However, systematic uncer-
tainties on the measured and predicted distributions are
substantial. Work is currently in progress to significantly
reduce the systematic uncertainties on the kinematic
analysis of 8'+3 or more jet events and to optimize the
selection [55] of the event sample to reduce the contribu-
tion from non-8'backgrounds. Results wiB be described
in a future paper. In the present analysis we have re-
duced the systematic uncertainties by making a kinematic
fit to each event in which constraints are imposed on the
candidate t and t decay products (M„=M,—, ) and on
the candidate W decay products (mass=M+, ). These
constraints reduce the systexnatic uncertainties due to the
jet energy scale and on the kinematics of events arising
from background processes. The results from this fitting
procedure are described in Sec. IX.

IX. DIRECT DETERMINATION OF THE TOP MASS

Given the hypothesis that the excess of b-tagged
events, described in the preceding sections, is due to tt
production, we can estimate the top mass directly from
these events using a constrained-fitting technique. In or-
der to determine a value of M„~event by event, we re-
quire each event to have four jets. This allows a one-to-
one matching of the jets to the quarks in the process

tt ~l~,b, +qq'b, .

To increase the acceptance for the tt events in the b-

tagged 8'+3 or more jet sample described in Sec. V, the
selection criteria for the fourth jet are relaxed to un-
corrected Er&8 GeV, ~g~(2.4. Monte Carlo studies
made using the HER%IG generator indicate that for a top
quark of mass 170 GeV/c, 60%%uo of the events having at
least three jets also have a fourth jet passing the standard
criteria, while 86% have a fourth jet passing the relaxed
criteria. This gain in acceptance is deemed necessary
given the small statistics of the satnple. The same Monte
Carlo studies show that with the relaxed criteria, the
fraction of events where the fourth jet is a jet from gluon
radiation increases from 21 to 25 Wo. This point will be
addressed in Sec. IXB when we discuss the e8'ects of
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gluon jets. Of the ten b-tagged events, seven pass these
selection criteria. We estimate the background for the
seven events passing the four-jet selection to be 1.4+& &.

We obtain this estimate with a Monte Carlo program,
which computes the probability of tagging seven events
out of the sample of 27, which pass the four-jet selection,
as a function of the number of tt events in the sample.
This technique produces a probability distribution for the
number of tagged events coming from background. We
used this probability distribution to determine the most
probable value for the background and its uncertainty.
This is significantly smaller than the tt background re-
ported in Sec. VII primarily due to the smaller event
sample satisfying the fourth jet requirement.

A. Fitting method

the following subprocesses are kinematically constrained:

Vertex Process

pp ~t )+t2+X
t) ~b)+ 8')
t2~b2+ ~2

W) ~1+v
ji+j2

In this five-vertex system we have assumed that the initial

pp system has a net momentum of zero and an energy of
1.8 TeV. We further assume that t, and t2 have the same
mass. As described at the end of Sec. IXA, we obtain
measurements of l, b „b2,j„andjz from the recon-
structed leptons and jets passing our selection criteria.
The quantity X represents the system recoiling against
the tt pair. Information on X comes from the measured
vector transverse energy Ert'~ (Ez" '= ET ), with it—s in-
variant mass and the third component of its momentum
left as unknowns. We measure the x and y components
of the momentum of Xby subtracting from ET""the four
jets that we use in the fit, b „b2,j&, and j2, and the ener-

gy measured in the calorimeter for the electron or muon
in the event. All measured quantities are corrected for
detector response. Unclustered calorimeter energy is
scaled by 1.6 to correct on average for detector non-
linearities, reduced calorimeter response at boundaries
between modules, and detector-dependent energy thresh-
olds (see Sec. III E}. The v momentum is left as an un-
known in the fit, and it is determined from the kinemati-
cal constraints. However, because we do not measure the
longitudinal component of the total energy, there are two
possible solutions for the Pz of the neutrino. This 1eads

The method that we have adopted to fit the events to
the tt process is straightforward. We use the measured
energy and angle of each of the four jets to infer the 4-
momenta of the primary partons. The known detector
response and measurement uncertainties are taken into
account, as discussed in more detail below. We have used
a kinematic fitting program [56] to reconstruct the entire
event. To describe the process

pp ~tt+X

to two solutions for M„that quite often are very close in
mass. The one corresponding to the best fit (lowest fit y )
is chosen. The W boson mass is required to be
Ma, =80.2 GeV/c, with an uncertainty assigned to the
W mass in the fit consistent with the S' width of 2.1

GeV/c [57]. The overall kinematic fit is over con-
strained (20 equations and 18 unknowns), thus allowing a
mass measurement.

To reduce the combinatoric possibi1ities, only the four
highest-Ez jets are used in forming invariant masses.
The fit is made for all jet configurations, subject to the
constraint that the tagged jet in the event must be one of
the b quarks. In this case the number of possible com-
binations of the four jets is six, which gives 12
configurations when we add the two neutrino solutions
for Pz. If there were no jet tagged as a b, the number of
configurations would be 24. Of course, the best case
would be when two jets in the same event are tagged be-
cause only four combinations would be allowed. The best
overall kinematic fit is chosen, and the 8'-b invariant
mass obtained for this configuration gives the top mass
for the event. The seven events with four jets pass a loose
y~ requirement (y ( 10) on the best fit, and we use them
to estimate Mtop.

We have checked the results with other procedures
used to perform kinematic fits. One method consists of
minimizing the y formed by the constraints described
above and allowing the momenta to vary, leaving the an-
gles fixed. Other methods are based on calculating, for
each event, the likelihood for points in the parameter
space allowed by the errors on the measured quantities
and then choosing the more likely solution [58]. All of
these methods give top mass values, which agree within a
few GeV/c . The results reported here come from the
complete kinematic fitting of the events as described
above.

To define the momentum vector for electrons, we use
the energy measured in the CEM and the direction from
the reconstructed electron track. For muons, the
momentum vector is defined by the reconstructed track
constrained to originate from the primary vertex. Uncer-
tainties on the measured quantities are assigned accord-
ing to the detector resolutions, as summarized in Sec. II.

In order to infer the quark momenta from the mea-
sured jet energies, it is necessary to make use ofjet energy
corrections. The correction functions discussed in Sec.
III D were developed for QCD jet studies. In the deter-
mination of the top mass, we make use of an improved set
of corrections, which are more appropriate for top
events. These new corrections account for the energy
sharing between different jets in top events, and for the
presence in each event of b jets, which require corrections
specific for semileptonic decays.

The improved set of correction functions has been gen-
erated by comparing the jet Ez- with the parton PT in top
Monte Carlo events using the HERwIG generator. In this
study the jet ET is already corrected for detector effects,
as explained in Sec. III D. The corrections are modeled
for four types of jets: (1} jets generated by the light
quarks from the W decay, (2}generic b jets, of interest for
SVX b tags, (3) bjets containing a decay b ~evX, and (4}
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FIG. 57. Scatter plots of jet Ez corrected with standard jet
corrections vs 6 for the four jet types: (a) light quarks, (b) gen-

eric b jets, (c) b ~evX jets, and (d) b ~pvX:
6=[Pz(parton) —Ez(jet)]/Ez(jet). The Monte Carlo events

have been generated with HERwIG at M„p= 170 GeV/c'.

analysis have been corrected according to this prescrip-
tion.

One efFect of the physics model used to generate the
corrections can be seen in Fig. 58, which shows the in-
variant mass of the two jets from the 8'decay as a func-
tion of the 8' momentum. The study is done using top
Monte Carlo events generated at M« =170 GeV/c and
both sets of jet corrections. The average value of the 8'
mass is improved, and the fact that the overlap between
the two jets increases with the momentum of the 8' is
correctly taken into account.

The improvement due to the correction for semilepton-
ic b decays is illustrated in Fj.g. 59. The invariant mass of
the three jets coming from a 170-GeV/c top decay is
shown for the cases where the b jet contains a b~pvX
decay. Using b~p specific jet corrections, the fitted
mean of the distribution is within 1 GeV/c of the ex-
pected value.

To allow the study of the systematic uncertainties on
the fitted mass due to the modeling of the jet corrections,
separate sets of correction functions have been obtained
using different Monte Carlo generators, HERWIG (Sec.
III F and [25]) and ISAJET [23], and difFerent values for
the top mass (see Sec. IX C 3).

b jets containing a decay b~p, vX, both of interest for
SLT b tags. Figure 57 shows the ET of the jet vs /ss(ET )

for the four jet templates, where 5(Ez )=[Pz(p art on)
—Ez(jet)]/Ez(jet). Each scatter plot has been finely

sliced in ET. The projections of the slices on the 6(ET)
axis give the average value for jet corrections and the en-

ergy resolution as a function of jet ET. All jets in this

B. Test of the method on Monte Carlo events

Application of the corrections and fitting method de-
scribed above to top Monte Carlo events (I =170

2
toP

GeV/c ), generated with HERwIG and processed through
the CDF detector simulation program, gives the recon-
structed top mass spectrum shown in Fig. 60. This distri-
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FIG. 58. Mass of the W' calculated using the four-momenta
of the jets as a function of the W momentum. The jet momenta
are corrected with standard jet corrections (top plot) and with
the jet corrections used in the mass analysis (bottom plot). The
events plotted are generated with HERwIG at, Mt p 170
GeV/c .

FIG. 59. Invariant mass of the b jet and the two jets from the
W decay when the b jet contains a semileptonic decay to muon

and neutrino. The jet momenta are corrected with standard jet
corrections (top plot) and with the jet corrections used in the
mass analysis (bottom plot). The events plotted are generated
with HERwIG at M, p

= 170 GeV/c .
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FIG. 60. Reconstructed top mass distribution for Monte
Carlo events generated with M„~=170 GeV/c . The full histo-

gram corresponds to the best fit obtained by the fitting program
when requiring that one of the b jets is a b in the fit. The dashed

histogram refers to the fit with the correct assignment for each
of the jets.

bution comes from the best fit obtained when we require

the tagged jet to be a b in the fit. The peak is centered at
168 GeV/c and has a o of 23 GeV/c~. For comparison
the distribution obtained with the correct parton assign-
ments is shown as a dashed histogram. This distribution
has cr=12 GeV/c . The Stting method leads to the
correct assignments of the four jets only 31% of the time.
The long tail and the widening of the mass distribution
are due to two effects: (a) 22% of the events have the
correct jets, but the wrong jet assignment is chosen, and
(b) 47% of the events have a mismatch between a jet and
its corresponding parton direction by hR &0.5. This
mismatch can be due to gluon radiation altering the
direction of the parton from the top decay, or to assign-
ing an emitted gluon as one of the quark jets. About one
half of these jets are among the three with the highest
Ez. Detailed studies of these events show the distribu-
tions of fitted M„~ to be wider and sometimes asym-
metric, but the peak value of the reconstructed mass is
not significantly altered. Similar results are obtained for
other choices of M„.Note that the distribution of Fig.
60 is cut at 260 GeV/c2. Since this experiment is not ex-
pected to have sensitivity to very high top masses, we
have arbitrarily rejected any solution with M & 260
GeV/c and chosen the next best solution. This cut
affects 1.6% (4.8%) of the events for M«~=170 (210)
GeV/c . In these cases, the next best solution is found to
have the same mass distribution as the events for which
the best solution was below 260 GeV/c . One out of the
seven b-tagged events has a solution at M =285 GeV/c .
For this event the second best solution with M=166
GeV/c is chosen.

Studies of 8'+multijet events generated with the

FIG. 61. Reconstructed mass distribution for 8'+multijet
Monte Carlo events.

vEcsos Monte Carlo program indicate that 83% of the
events that pass our selection criteria yield solutions with
good g, presumably because of the rather large number
of combinations of jet assignments. For comparison, for
M« =170 GeV/c we Snd that 94% of the events have a
fit with y~ & 10. Thus it is not possible to discriminate be-
tween signal and background on the basis of the y of a fit
to the tt hypothesis. Fitting 8'+multijet events to the tt
hypothesis yields a mass distribution with a very broad
peak centered at about 140 GeV/c, as shown in Fig. 61.
The events were generated using vECBOS, in conjunction
with the HER%'IG Monte Carlo generator for parton
shower evolution and hadronization, and a CDF detector
simulation program.

C. Results from fitting the data

We have applied the fitting technique discussed above
to estimate a mass from each of the tagged events. The
results are presented in Table XXXIX. We require the
fitting program to assign the tagged jet as a b jet. For five
of the events the fitter naturally finds this assignment as
the minimum y solution, while for the other two it is the
second best solution. Notice also that the signs of the
leptons from top and the sequential decays in three out of
four SLT tags agree with the hypotheses that the second
lepton comes from b decays, whereas in the fourth event
the second lepton is consistent with coming from a c de-
cay. This is consistent with the calculation of Sec. V (2.3
and 1.7 events for the two hypotheses). While the num-
ber of events is relatively small, most of them are fit with
masses greater than 160 GeV/c . This is inconsistent
with expectation from @CD production of &+4 or more
jets, as can be seen from Fig. 61. The uncertainties on
the mass obtained from the fit range from 8 to 19
GeV/c, re6ecting the uncertainties on the measured jet
energies. Uncertainties on other quantities, such as the
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TABLE XXXIX. Characteristics of the seven candidate events: run and event number, lepton type,

tagging algorithm (including sign of lepton for the SLT tagging algorithm), top combination that in-

cludes the tagged b, Stted mass and its uncertainty, and the y from the St.

Nev Run event

40 758—44 414
43 096—47 223
43 351—266 423
45 610-139604
45 705—547 65
45 879-123 158
45 880-31 838

p
P
e

p
e

b tag

SVX
SVX
SLT (I

-)
SVX
SLT (e+)
SLT (I -), Svx
SLT (e )

Top w.
b tag

Jjb
evb
Jjb
Jjb
evb
JJb

Mass
(GeV/c'}

172+11
166+11
158+18
180+9
188+19
169%10
13228

0.0
2.0
6.1

5.0
0.4
2.2
1.7

P& of the top and the invariant mass of the tt system, are
larger than this because of large uncertainties on the mea-
sured value of X, defined in Sec. IX A. Complete kine-
matic variables for the seven events, both before and after
the constrained fitting, are given in Appendix A.

l. Ertracting a mass from the b tagge-d events

Using the techniques described earlier in this section
for the sample of seven events, we estimate 1.4+,

&
events

to come from background. To extract the top mass, we
fit the observed mass distribution of the seven events to
the sum of the expected mass distributions of 8'+jets
background and a top quark of mass M„~,using a max-
imum likelihood method. The likelihood function, L, is
defined as

—(n +nb)

L= („N)l2~ e —' (n, +n& )
b b b

~i~~, N!

nbfb(m )+n,f, (m, ,Mto, )

(nb+ n. )

where nb and n, represent the number of background and
signal events, respectively, N is the number of observed
events (7), N& is the calculated number of background
events (1.4), and o b is the calculated background uncer-
tainty, set equal to 1.6 for the Gaussian to approximate
the asymmetric errors quoted above. The variable f, is
the normalized top Monte Carlo mass distribution (see,
e.g., Fig. 60), and f„is the normalized %+jet Monte
Carlo mass distribution (see Fig. 61). The variable m; is
the top mass that gives the minimum y for the fit of the
ith event.

To find the shape of the likelihood function as a func-
tion of M„,we choose a value of M„ in the range

tpp &

140—200 GeV/c, maximize the likelihood with respect
to ns and rt, for that M„~(note that nb+ n, is not con-

strained to be equal to 1V). The resulting —lnL for each

Mtpp is shown in Fig . 62. We smooth these results by
fitting —lnL to a cubic in Mto~ (to account for asym-

metric errors) and find that the smoothed likelihood is
maximized at M«~=174 GeV/c . The vertical error
bars reSect the uncertainty on the value of the likehhood
due to the Rnite statistics of the Monte Carlo samples
used to estimate f& and f, . The uncertainty on M„,
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FIG. 62. Likelihood St of the top mass.

found by allowing 1n L to decrease by 0.5 units, is 9
GeV/c . Folding in the uncertainty due to Monte Carlo
statistics we obtain M„=174+10GeV/c . Since each

point of —lnL in Fig. 62 corresponds to a 1ocal minimum

in nb and n„the correlated uncertainties in these quanti-

ties are included.
At the most likely value of the top mass, the best value

of the background fraction, a =nb /N, is found to be
0. 16+0&4. This agrees we11 with the estimate of 0.20
(1.4/7. 0), though the fit value is, of course, constrained by
the Gaussian term in the 1ikelihood function. %'e have
studied alternate ways of dealing with the background
fraction. One extreme is to remove the Gaussian con-
straining term in the likelihood function, equivalent to ig-

noring our background estimate, and refit for n&, n„and
M„p.This results in the same value for the top mass and
a =0 o' . The other extreme consists of fixing nb to our
estimate of 1.4 and refitting for n, and M„p.This results
in a shift of —1.6 GeV/c (0.9%) in M„.We have also
replaced the Gaussian term with the more complex func-
tion used to calculate the background value of 1.4+&'&

events. The result obtained is well within the 1.6 GeV/c
shift quoted above.
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and the background of 1.4 events (dots) obtained from the
8'+multijets VEcsos events. The dashed histogram represents
the sum of 5.6 tt Monte Carlo events (from the M„~=175
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Finally, we test the consistency of the observed mass
spectrum (Table XXXIX}with the W+jets background
spectrum (Fig. 61}by imposing n, =0 and removing the
Gaussian term from the likelihood function. This hy-
pothesis is 2.3 standard deviations away from the corre-
sponding top+background hypothesis, or about 50 times
less likely. The mass distributions of the data and Monte
Carlo, with the appropriate fractions of background and
signal events for M«&=175 GeV/c, are shown in Fig.
63.

In order to check that the statistical error for the top
mass is consistent with expectations for a sample of seven
events, we have generated 1000 samples of seven events
each, using the reconstructed Monte Carlo distributions
for top and background events. We have taken, at ran-
dom, two events from the W+jets reconstructed mass
distribution (see Fig. 61) and five events from the top
Monte Carlo reconstructed mass distribution for
M„=175GeV/c with the one b-tag requirement, and
performed the same likelihood fit used on the data.

First we examine the distribution of the mean value of
the mass for the Monte Carlo seven event samples. The
Gaussian fit gives a mean of 166 GeV/c2 and o =10
GeV/cs. The distribution of the rms of the mass fits for
the seven event samples has a mean of 25.2 GeV/c with
)r =8.4 GeV/c2. These results are to be compared with
the results of our experiment shown in Table XXXIX.
The mean is M=166 GeV/c with a width of 17.0
GeV/c . The experimental value is in agreement with
the Monte Carlo result within one standard deviation.

Next we examine the results of the likelihood fits on
the 1000 samples. The median of the distribution, shown
in Fig. 64, is M« =174 GeV/c with o =10 GeV/c .
Notice that the mean of the seven event samples divers
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FIG. 64. Results of Monte Carlo simulated events. Top:
mass obtained from the likelihood fit of the seven event samples;
bottom: distribution of the uncertainty on the mass for each of
the seven event samples. The armws point to the mass and the
uncertainty obtained in our experiment.

from the mass value obtained in the likelihood fits as ex-
pected: The mean value is shifted to lower masses due to
the two background events in the samples. The distribu-
tions of the uncertainties obtained for each of the samples
(see Fig. 64) shows that the most probable value of the
uncertainty is about 10 GeV/c, consistent with the value
measured from our sample of seven events. Finally, the
distribution of —lnL for the samples also indicates that
the value that we obtain in the data is within one stan-
dard deviation of the central value for these samples. All
this information indicates that our experimental result is
in good agreement with expectations from Monte Carlo
studies done under the assumption of tt production.

2. Study of the euents tuithout b tag informatio-n

There are 52 events in the lepton+jets sample that
pass all the selection criteria discussed earlier. Of these
52, there are 27 that have a fourth jet with uncorrected
Ez )8 GeV and ~)I ~

(2.4. For this sample the fractional
background is expected to be larger than for the seven b-
tagged events. The total amount of background in the 27
events is estimated to be N&=13+t (a=0.5+04} using
the Monte Carlo method mentioned previously in this
section. The uncertainty on this estimate comes primari-
ly from the uncertainty on the number of tagged events.

A mass fit of these events finds solutions for 26 events,
one event fails the g (10 requirement. The seven events
of Sec. IXC are included here, but the information on
which jet is tagged as a b is not included in the fit. The
top mass obtained for the 26 events is shown in Fig. 65.
There are 13 events with a mass above 160 GeV/c,
whereas the bin with masses between 140 and 150
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TABLE XL. Systematic uncertainties in the top mass mea-

surement.

Systematic uncertainties {%)

Uo 4
K

h1

~ ~
f

I Ld I I I I I I I I I I I I I I I I I I I I I I I"'I"l"0"4 I I I

80 100 120 140 160 180 200 220 240 260 280

Top Mass (GeV/c )

FIG. 65. Top mass distribution for 26 events in the %+3 or
more jet sample (solid histogram) and the background of 13
events (dots), obtained from the VEcsos W+4 jets Monte Carlo
distributions. The dashed histogram represents the sum of 13 tt
Monte Carlo events for M, =175 GeV/e~ plus the 13 back-
ground events.

GeV/c has eight events. We assume the mass combina-
tions in the (140-150)-GeV/c bin represent a statistical
fluctuation, since their width is narrower than expected
for a top signal. Using the same Monte Carlo technique
discussed in the previous section, in 1000 samples of 26
events (13 events from the top Monte Carlo events and 13
events from background}, we find that 5.4% of them have
one bin with eight or more events.

We have performed on these events the same likeli-
hood analysis that was described in Sec. IX C 1. For the
top mass distributions from Monte Carlo simulation, we
use those obtained without the requirement of a b tag in
the final fit. For the W+multijet background we use the
distribution of Fig. 61, as before. We find a value for
MI» of 167+10 GeV/c for a fit without constraining the
background and of 172+11 GeV/c for a fit with the
background fraction fixed at 50%. These values are con-
sistent with those obtained with the tagged sample.

9. Systematic errors on the mass determination

Systematic efFects in the estimation of the top mass
arise from uncertainties that can be categorized as fol-
lows: (1) Uncertainties in the parton-energy assignment,
(2} uncertainties in the background shapes, (3) systematic
shifts of the Ez spectra of signal and background due to
possible systematic shifts introduced by the SVX and
SLT tagging criteria, and (4) uncertainties due to the like-
lihood method used. The uncertainties from these
sources are summarized in Table XL.

The uncertainty on the parton-energy assignment con-
tains several contributions: The absolute energy scale of
the calorimeter, and the relative energy scale of the plug

(a) Jet energy scale (detector effects)
(b) Gluon radiation effects on parton energy
(c) Different backgrounds
(d) Effects due to tagging algorithms
(e) Different likelihood Sts

1.8
44
+5.3—4.4
1.4
1.1

to the central calorimeter (see Sec. III D). The absolute
energy-scale uncertainty varies from +10% at 8 GeV to
k3% at 100 GeV. The relative energy scale is known to
2%. By reconstructing Monte Carlo events after shifting
the calorimeter energy scale by these amounts we deter-
mine the uncertainty on the top mass from this source to
be 1.8%. Apart from detector efFects, there is an uncer-
tainty due to the assignment of energies to partons in the
presence of gluon radiation, as discussed in Sec. IIID.
Here we treat this elect as an independent 10%%uo uncer-
tainty, which leads to a 4.4% uncertainty in the top mass
determination. As a further check of the efl'ects of gluon
radiation, we have compared the results obtained using
both HERWIG and ISAJET Monte Carlo generators. When
we apply our procedure to a sample of ISAJET tt events
the reconstructed mass is 0.5% difFerent than the input
170 GeV/c top mass. This is much smaller than the
4 4% unce.rtainty due to gluon radiation.

To study the systematic uncertainty associated with
the shape of the background we have used events gen-
erated with VECEOS and used different forms of fragmen-
tation and evolution by using either IS@JET or HERWIG.
Our standard Monte Carlo sample has events obtained
with the W+3 jets VECBOS matrix element followed by
the HERWIG parton shower Monte Carlo program. This
procedure provides the fourth jet in the event. We also
use the W+4 jets VEcsos matrix element followed by
HERwIG. Finally, we use a flat background. The masses
that the likelihood fit finds with these four types of back-
ground agree within 1.6 GeV/c (0.9%}.However, a sub-
stantial fraction of the background originates from pro-
cesses for which we have not modeled the mass distribu-
tion (see Tables XXI and XXIV in Sec. V). Since this
background shape is an unknown at this time, we have to
exercise caution in the interpretation of these results. A
conservative approach is to assume that the background
events are randomly distributed in mass. Therefore, we
eliminate two random events from the sample of seven,
calculate the mean of the remaining five events and take
the maximum spread of the averages as a systematic un-
certainty. This procedure gives a systematic error of
+5.2 /o and —4.3%, which added in qiuidrature with the
0.9% from the known background variation gives the
systematic error shown in row (c}of Table XL.

The tagging algorithms may introduce a bias in the ET
of the tagged b jets, which can alter the reconstructed top
mass distribution in several ways: (a) The SLT- and
SVX-tagged b jets may produce shifts in the reconstruct-
ed mass, (b) we may mistag a non-b jet as a b jet in a real
top event, and (c) the %+jets background events may be
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falsely tagged (mistagged) and alter the background
shape. We have studied cases (a) and (b) with the top
Monte Carlo data at M„=170GeV/c and found a
variation on the top mass of 1.4%%uo. To study (c) we have
applied our mistag probability functions to the %+jets
background and obtained a new shape which resulted in a
change of the mass obtained by the likelihood fit by
&O. l%%uo. The total systematic uncertainty due to these
sources is 1.4%.

Finally, there are additional contributions to the uncer-
tainty from the different methods of performing the like-
lihood procedure (0.9%%uo, see Sec. IX C 1), and from vary-

ing the mass range in the likelihood St (0.7%). Combin-

ing these uncertainties in quadrature yields a final value
for the top mass of

M„=174+10+IzGeV/c

where the first error is statistical and the second is sys-
tematic.

Using the acceptances for a top of mass 174 GeV/c2
we repeat the calculation described in Sec. VII and find

o,—,(M, &=174 GeV/c )=13.9+&'s pb .

This cross section is somewhat higher than the theoret-
ical calculation [10] for the same mass. We address here
the mutual compatibility with a y analysis on our mea-
sured mass, our cross section as a function of mass, the
theoretical cross section vs mass (see Fig. 44), and their
respective uncertainties. We find that the three results
are compatible at a confidence level of 13%. We note,
however, that the QCD uncertainties on the top cross
sections can be larger [59] than those reported in Ref.
[10].

X. CONemSZONS

The standard model predicts that for top quark masses
in excess of =85 GeV/c~, tt decays should give rise to
two 8'bosons and two b-flavored hadrons. In this paper
we have reported on a search for events with ee, ep, and
pp, pairs in association with large Ez and at least two
jets. Such events are expected from tt decays in which
both 8' bosons decay leptonically. We observe two
events with 0.56+0'~3 expected from background. In ad-
dition, we have reported the results of our search for tt
using two b-tagging methods in the lepton plus jets mode,
in which only one of the W bosons from tt decay subse-
quently decays to ev or pv, while the other decays to a
pair of quarks. Using secondary vertex information for b
tagging, we observe six events with 2.3+0.3 expected
from background. With b tagging via the identification
of additional leptons that would arise from semileptonic b
hadron decays, we observe seven events with 3.1+0.3 ex-
pected from background. The background predictions in
the lepton plus jets searches come largely from the data,
and are expected to be overestimates. The probability
that the results in the dilepton and lepton+jets channels
combined are due to a fluctuation of the expected back-
grounds is estimated to be 0.26%. For a Gaussian distri-
bution this would correspond to a 2.8' excess. The
statistics are too limited to firmly establish the existence

of the top quark.
Some features of the data do not support the tt hy-

pothesis. We have tested our understanding of heavy-
flavor production in association with a vector boson by
applying the two b-tagging techniques to Z+multijet
events. We find two tagged Z+3 or more jet events,
both in the four-jet bin, with 0.64 expected. Although
statistically limited, the excess of tagged Z+3 or more
jet events could potentially signal a (non-rQt source of
heavy-Savor production in association with a vector bo-
son, which exceeds our background predictions. It
should be noted, however, that higher-statistics checks of
b tagging in %+ 1 and 2 jet events are consistent with ex-
pectations. In addition, we have studied the consistency
of our tt cross-section measurement and the expected rate
of events from standard 8'+multijet production. We
find that the measured tt cross section is large enough to
saturate the number of 8'+4 jet events we observe, leav-
ing a 1.5 to 2 standard-deviation deficit for (non-t3t QCD
8'production, after accounting for non-8'contributions.

Other features of the data do support the tt hypothesis.
One of the dilepton candidate events is tagged by both b-
tagging techniques. This, together with the observed ex-
cess of tagged 8'+multijet events from the two lepton
plus jets analyses, provides evidence for an excess of both
Wbb and Webb production, as expected from tt decays
Proceeding under the assumption that we are observing tt
production, a subset of b-tagged 8'+4 jet events can be
fit to the standard model tt decay hypothesis with two
constraints, to yield a top mass for each event. Using a
maximum-likelihood technique to find the preferred
value of the top mass based on the individual values from
the event fits, the top-quark mass is found to be
174+10+I23 GeV/c . The likelihood technique prefers the
tt+background hypothesis over the background-only hy-
pothesis by 2.3 standard deviations. Our measured mass
under the tt hypothesis agrees with the top mass inferred
from precision electroweak measurements [7]. The tt
cross section at the measured mass is calculated to be
13.9+4'8 pb. This cross section is somewhat higher than
the theoretical calculation for the same mass (5.1+0'~ pb
[10]). By performing a simple y2 analysis on our mea-
sured mass, measured cross section, and the theoretical
prediction for the cross section as a function of M„~,we
find that the three results are compatible at a confidence
level of 13%%uo'. We have performed a kinematic analysis of
the lepton plus jets event sample and shown that it can
accommodate the top content implied by our measured
cross section. However, systematic uncertainties in this
kinematic analysis preclude a quantitative conclusion
from it regarding the tt hypothesis at this time.

The data presented here give evidence for, but do not
firmly establish the existence of, tt production in pp col-
lisions at ~s =1.g TeV. Work is continuing on kinemat-
ic analyses of the present data, and we anticipate an ap-
proximate fourfold increase in data from the 1994—1995
run.
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APPENDIX A: CHAEACISSHETICB DP THE EVENTS
FOR MASS ri.I IaNG

The details of fit results for each event are given in the
tables. For each object in the event (lepton, gr, four jets,
and the additional transverse energy X) we list the
momentum vector before and after the fit, the corrected
ET and its error, and the parton-level assignment in the
fit. The b-tagged jets are indicated along with the algo-
rithm that gave the tag. %'e also list the mass of the ha-
dronic W before the fit, and the best-fit top mass and y .
Finally, the g of the jets are calculated using the z-vertex
position of the event.

TABLE AI. Run 40 758, event 44414.

Object
Before fit

(rad) (GeV)

Corr.

(GeV)

CTE
T

(GeV)

After fit; y (OA1

Er
(rad) (Gev)

Ass't

Electron(+ )

gz.
Jet 1 (SVX)

Jet 2
Jet 3
Jet 4

X

0.44

—0.24
0.30
0.62
1.46

3.63
4.69

0.30
1.91
0.80
5.66
2.82

109.0
56.2

74.0
64.1

51.9
20.2
4.4

106.8
86.0

90.3
78.8
66.1

37.7
7.1

Mw=79 3

3.8

13.8
10.9
9.5

10.7
5.7

GeV/c

0.44
0.98

—0.24
0.30
0.62
1.46

3.63
4.28

0.30
1.91
0.80
5.66
2.81

Mass = 172%11

106.9
86.4

89.8
79.2
66.9
39.0
7.1

GeV/c'

Vq

b,

W
b
X

TABLE AII. Run 43096, event 47223.

Object
Before fit

(rad) (Gev)

Corr.
E

(Gev) (GeV)

After fit; y =2.0

(rad) (GeV)

Ass't

Electron( —)

ET
Jet 1 (SVX)

Jet 2
Jet 3
Jet 4

X

—0.81

0.02
1.35
1.02
2.02

0.77
4.55
0.91
2.74
4.87
3.53
2.68

33.1
72.0

101.4
57.2
47.4
26.5
4.9

30.3
73.9

127.2
76.2
67.8
37.5
7.8
~w=82

14

18.1
12.5
9.7
7.2
5.7

GeV/c2

—0.81
0.08
0.02
1.35
1.02
2.02

0.77
5.00
0.90
2.75
4.87
3.54
2.77

Mass = 166211

30.3
56.4

105.1
80.6
70.8
34.9
7.7

GeV/c

e

Ve

b

b)

W
$V

X

TABLE AIII. Run 43 351, event 266423.

Object
Before fit

(rad)

g
(Gev)

Corr.

(GeV)

CTE
T

(Gev)

After fit; y2=6. 1

{rad) (GeV)

Muon( —)

Ez.
Jet 1

Jet 2
Jet 3

Jet 4 (SLT)
X

—0.07

1.18
—0.18

0.23
0.38

6.24
2.39
5.68
3.07
5.56
1.67
1.84

24.1

68.2
99.8
68.8
22.0
11.9
8.6

24.6
78.6

132.8
86.1
33.1
36.3
13.7

Mw =66.1

17.8
13.4
6.9

10.0
8.4

GeV/c

—0.07
0.55
1.23

—0.18
0.18
0.38

6.24
2.29
5.68
3.07
5.55
1.67
2.01

Mass= 158+18

24.3
70.1

126.4
103.9
41.2
28.0
14.8

GeV/c

P
Vp

8

JY

b;
X
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TABLE AIV. Run 45 610, event 139604.

Object
Before fit

(rad)

ET

(GeV)

Corr.
E

(GeV)

CTE
T

(GeV)

After fit; g =5.0
Er

(rad) (GeV)

Ass't

Muon(+)
gT

Jet 1 (SVX)
Jet 2
Jet 3
Jet 4

X

—0.18

—0.70
—0.90
—1.51

0.07

0.21
2.53
1.42
4.52
4.80
3.58
3.32

54.3
27.7
58.9
50.9
27.0
10.8
22.3

53.5
34.6
77.3
72.4
36.2
21.3
35.7

Mg =58.2

5.1

12.6
12.2
7.1

5.7
8.8

GeV/c

—0.19
—1.32
—0.70
—0.90
—1.52

0.09

0.21
1.40
1.42
4.52
4.81
3.57
3.31

Mass = 18029

53.5
45.2
79.0
70.7
45.9
30.7
35.6

GeV/c

P
Vp

bj
b(

W
X

TABLE AV. Run 45 705, event 54765.
I

Object
Before fit

(rad)

E
(GeV)

Corr.
E

(GeV)

O'E
T

(Gev)

After fit; g~=0.4
Er

(rad) (GeV)

Ass't

Electron( —)

ST
Jet 1

Jet 2
Jet 3 (SLT)

Jet 4
X

0.70

0.81
—0.22

0.68
1.94

1.35
0.23
3.73
3.06
4.98
6.00
1.43

52.6
57.9
74.0
36.6
33.9
17.4
10.7

55.8
74.9
90.0
51.4
57.0
33.3
17.2

M& =85.8

2.3

12.2
8.2

13.2
10.3
7.2

GeV/c

0.70
1.69
0.80

—0.22
0.68
1.95

1.35
0.58
3.72
3.07
4.98
6.00
1.42

Mass = 188+19

55.8
71.4
86.5
47.9
60.1

31.0
17.0
GeV/c'

e
V~

W
W
b

b;
X

TABLE AVI. Run 45 879, event 123 158.

Object
Before fit

(rad)

ET

(GeV)

Corr.
E

(GeV)

t7E
T

(GeV)

After fit; y =2.2
F-r

(rad) (GeV)

Ass't

Muon(+)
ET

Jet 1

Jet 2 (DBL)
Jet 3
Jet 4

X

—0.21

—1.63
—0.11

0.13
—0.44

0.09
3.34
2.79
5.21
0.66
3.26
1.22

53.7
20.8
69.4
62.1

28.8
25.9
16.2

52.8
29.2
80.5
96.1
42.1

36.9
25.9

Mp =79.5

5.0

12.9
22.7
7.5
7.1

6.9
GeV/c2

—0.21
—1.14
—1.62
—0.11

0.13
—0.44

0.09
2.60
2.78
5.21
0.68
3.25
1.27

Mass =169+10

47.0
30.2
75.0

104.8
40.4
39.7
26.3

GeV/c2

p
Vp

b(

bj

W
X

TABLE AVII. Run 45 880, event 31 838.

Object
Before fit

(rad)

E
(GeV)

Corr.
E

(GeV)

C7E
T

(GeV)

After fit; g =1.7
Er

(rad) (GeV)

Ass't

electron( —)

ET
Jet 1

Jet 2
Jet 3 (SLT)

Jet 4
X

0.16

—0.20
1.09
0.38

—0.59

4.48
2.34
6.21
4.27
1.14
3.70
2.31

27.3
68.3
84.2
39.6
20.8
15.9
12.4

1.325.8
67.9
98.3 13.2
60.9 11.6
43.3 11.9
26.0 6.3
19.8 8.9

M~=98. 1 GeV/c'

0.16
1.16

—0.20
1.09
0.38

—0.59

4.48
2.47
6.21
4.28
1.15
3.70
2.30

Mass = 132%8

25.8
63.6
91.7
59.3
45.1

18.7
20.0

GeV/c

e
Vq

W
b(

bj

X
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