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and with large ranges of Q and za;. 0.1 GeV /c & Q & 150 GeV /c and 0.001& zal & 0.5.
The &actional energy (z) distributions of forward-produced hadrons from the two targets have be
compared as a function of the kinematics of the scattering; speci6cally, the kinematic region of
"shadowing" has been compared to that of nonshadowing. The dependence of the distributions
upon the order of the hadrons, determined by the fractional energies, has been examined as well; a
strong degree of similarity has been observed in the shapes of the distributions of the different order
hadrons. These z distributions, however, show no nuclear dependence, even in the kinematic region
of shadowing.

PACS number(s): 13.60.Le, 13.10.+q, 25.30.Mr

I. INTRODUCTION

A. Motivation

Fermilab Experiment-665 was constructed to measure
deep-inelastic muon scattering; the spectrometer has
been described in Ref. [1]. This analysis concentrates
on the distributions of the final state hadrons produced
in these scattering events. It was based on the data &om
the first period of running, in 1987. Details of the data
set and the analysis chain may be found in Ref. [2].

E665 had the advantage of very high incident muon en-
ergy, 490 GeV, which allowed large values of energy ex-
change v, and hence very small zn; values (the kinematic
variables are described in Sec. IIA). In addition, accep-
tance down to small muon scattering angles (1 mrad) al-
lowed for an examination of the shadowing (see Sec. II D)
efFect over large ranges of the kinematic variables v, Q,
and ZB).'

100 GeV ( v & 500 GeV,

0.1 GeV /c ( Q ( 150 GeV /c,
and

0.001 & xgq ( 0.5.

In this analysis we examine the final state hadron dis-
tributions as functions of the hadron &actional energy
(z). The events analyzed were selected &om the xenon
and deuterium target samples. We compare our z dis-
tributions &om deuterium to those &om the European
muon collaboration (EMC) [3] and CHIO [4]. We then
examine the dependences of our distributions upon the
event kinematics, paying particular attention to compar-
ing the distributions from a "sixnple" target, deuterium,
to those from a nuclear target, xenon.

In the kinematic regime of shadowing, the inclusive
inelastic cross section on a nuclear target exhibits a de-
pletion at low xB~ relative to a "simple" proton-neutron
isoscalar target [5,6]. A similar nuclear dependence of
the cross section has been seen in hadron-nuclear [7] and
photon-nuclear collisions [8]. In addition, in the hadron-
nuclear interactions the scaled energy distributions of the
final state hadrons have displayed a corresponding nu-
clear dependence; nuclear dependence of the final state
hadrons &om the nondiffractive channel of real photo-
production has not been published. In inelastic scatter-
ing in the shadowing regime, the virtual photon may be

"nearly" real. Since the cross section for muon scattering
&om xenon exhibits a depletion in this kinexnatic region,
the final state hadrons may show a corresponding nuclear
dependence; hadron studies have not been presented in
this kinematic region of inelastic scattering before this
experiment. We compare our z distributions &om the
regime of shadowing to that of nonshadowing; it is of
special interest that these comparisons show no nuclear
dependence.

In a separate publication [9], we have compared the
multiplicity distributions and other properties of the final
state hadrons of xenon and deuterium. That analysis
was based on a streamer chamber data sample, with a
different kinematic range than this analysis; it includes
an examination of the backward hemisphere. The physics
conclusions of these two analyses are consistent for the
forward produced hadrons.

B. Overview

Before presenting our results, we review some aspects
of deep-inelastic muon scattering. In Sec. IIA, we cover
the standard formalism of the interaction kinematics. In
Sec. IIB we define the variables used to describe the final
state hadrons. In Sec. II D we discuss the effect of shad-
owing, and finally, in Sec. IIE, we discuss expectations
for nuclear dependence of the hadronic final states.

In Sec. III we examine the z distributions kom xenon
and deuterium. We begin by comparing our deuterium
data to data &om previous experiments in Sec. IIIA.
Then, in Sec. IIIB, we compare our z distributions
&om both targets in both regimes, shadowing and non-
shadowing. The efFects of rescattering in the targets are
considered in Sec. IV, and limits on nuclear effects on the
final state hadrons are presented in Sec. V.

We also examine the event structure for the two kine-
matic regions, &om both targets, by comparing the z
distributions for hadrons of different order, where the
order is determined by the kactional energy; this is pre-
sented in Sec. VI. The removal of a kinematic constraint
is accomplished by rescaling the fractional energies in
Sec. VIC. The conclusions &om our analysis are pre-
sented in Sec. VII.

We have included Appendix A, in which we present
soxne detailed examinations of several effects that could
have biased the results. In Appendix A1 we s»mma-
rize the systematic error on the z distributions, and the
resolution on the energy fraction z is discussed in Ap-
pendix A2. We discuss the selection criteria for events
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to be included in the Gnal sample and the quality require-
ments imposed on the tracks of these events. Several of
the "cuts" were based on a particular kinematic variable;
since the kinematic variables are correlated, a given cut
afFects several variables. Hence, the final kinematic space
of the data sample is described in detail in Appendix A 3.

Corrections for contamination by radiative processes
have not been applied in this analysis, unlike previous
analyses; instead, we have employed information from
our electromagnetic calorimeter to reduce the contami-
nation of these radiative processes, before examining the
hadron distributions. Details of this procedure are pre-
sented in Appendix A 5.

In Appendix A 6, we cover the method employed
to correct the data for acceptance and reconstruction.
Monte Carlo events, based on r, UND [10j, were used only
to simulate the eKects of acceptance on the distributions.
They were not considered as a means of evaluating the
physics of the distributions.

The distributions of the final state hadrons have been
normalized to the nuxnber of scattered muons. The data
were collected based upon two difFerent triggers; the va-
lidity of merging the two samples depended upon the
demonstration that, for similar kinematics, the two trig-
gers did not bias the hadron distributions. This demon-
stration is located in Appendix A 7.

In Appendix 8, we have tabulated our data Rom those
plots which present our results; the errors associated with
each value are included.

C. Conventions

nucleon

FIG. 1. Feynman graph of single-photon exchange.

is defined to be P, and the four-momentum transferred in
the interaction is defined as q = k —k'. Since the photon
is "spacelike, " the square of the four-momentum transfer
is negative: q~ & 0; hence, it is customary to define the
positive quantity Q2—:—q2. In the laboratory system
the target nucleon is assumed to be initially at rest, so
P = (M;0, 0, 0), where M is the nucleon mass; we are
ignoring the effects of Fermi motion. With the energies
of the incident and outgoing muons defined as E and
E', respectively, the energy transferred in this system is
defined as v—:E —E', and thus q = (v;k —k') . The
expression for Q2 is then

Throughout this paper the presentation of the figures
adheres to certain conventions. All vertical error bars
represent only the statistical errors; horizontal error bars
indicate one-half the bin-width and no bin-centering cor-
rection has been applied. Unless explicitly stated oth-
erwise, all hadron distributions have been corrected for
acceptance but not for target length eH'ects, which are
discussed explicitly. The event distributions in the muon
variables have not been corrected for either triggering
or detector acceptance because they indicate the actual
data samples used in the hadron analysis and, hence, the
space of the total cross section which has been probed.

II. DEEP-INELASTIC MUON SCATTERING

A. Kinematics

The deep-inelastic muon-nucleon scattering process in-
volves the transfer of energy and momentuxn from the
muon to the target through an electroweak interaction.
In the Born approximation, this is described as the trans-
fer of a single boson. In our kinematic regime, we need
only consider an electromagnetic interaction. The Feyn-
man graph of single-photon exchange is shown in Fig. 1.
The incoxning muon has four-momentum k, and the out-
going muon, scattered through a lab angle 8, has four-
moxnentum k'. The initial four-momentum of the target

Q = —2m„+2EE' —2)k))k'[ cos e.

Since the interaction is inelastic, energy is contributed
to the breakup of the target, and a parameter is required
to describe the relative inelasticity of the interaction. It is
natural to employ the Bjorken-scaling variable to express
this inelasticity:

3 M (2)

Q = 2Mv+ (M —W ).

Another kinematic variable &equently used is the scaled-
energy transfer: y = v/E. The important consideration
here is that, for a given beam energy, there are two pa-
rameters needed to describe the kinematics of the scatter.

which takes values in the interval (0,1), with zan = 1 for
elastic scattering &om a nucleon at rest. In the quark
parton model [11],xB; is considered the &action of mo-

mentum of the nucleon carried by the parton. The in-
variant mass of the final hadronic state is TV; it includes
the amount of energy absorbed into the struck-nucleon
system. YVith this definition of R', the square of the
four-momentum transfer can be arranged as the sum of
a kinetic term and a mass term:
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B. Hadron variables

In deep-inelastic scattering the trajectories of the pri-
mary hadrons can be expressed relative to the primary
event vertex and the direction of the virtual photon,
which are defined by the muon scattering kinematics.
With the assumption of a particular mass, a typical
choice of the three variables needed to describe the
hadrons would be the longitudinal momentum relative to
the event axis, PI, the transverse momentum Pq, and the
azimuthal angle about the virtual photon axis, P. One
could choose the hadron total momentum or the energy
instead of Pj~. When examining the hadron distributions
as a function of one of these variables, one integrates over
some range of the other two.

The energy available for distribution among the final
state particles varies &om event to event, so the momenta
of the hadrons will depend on the event kinematics. Em-
pirically, it has been possible to scale-out this dependence
on the available energy by defining the Lorentz invariant
quantity z:

working down &om the most energetic. Again, in cal-
culating the energy available to a hadron, we considered
only observed charged particles. The rescaled-z values of
the second and third fastest particles are defined as

Pnucleon ' +2
Rescaled z2

+nucleon (g +1)

lab frame

Pnucleon P3Rescaled zs
nucleon ' (q i 2

E1 82 labfr arne

where E; is the energy and P, is the four-momentnm of
the hadron of order i

C. Factorisation

Ptarget Phadronz
Ptarget ' g

(4)

where Pq~s, q is the four-momentum of the target, Pg g„
is the four-momentum of the hadron and q is the four
momentnm transferred in the interaction. In the lab
frame, z reduces to the ratio of the hadron energy over
the energy transfer in the event: z = Eg/v, where Eg is
the hadron energy. In this analysis, we have assnmed
a pion mass for all particles in calculating Zi, . The
Feyn~an scaling variable z~ is another frequently chosen
method of scaling the momenta of particles:

pc.m.
ll~& = Pc.m.

ll max

Pc.m.
ll

W/2
' (5)

where
P~~ is the maximum possible longi udinal mo-

mentnni in the center-of-mass system, which is well ap-
proximated by half the available energy. For the energies
transferred in Experiment-665, the two variables z~ and
z are equivalent for high-momentum particles: when z~
and z are greater than about 0.15. In this analysis, we
will only discuss the energy &action z.

We have also used information regarding the order
ing of the particles in terms of their energy &actions z
(Ref. [2]). The particle with the highest z was referenced
as the fastest particle. Similarly, the next highest-z par-
ticle was called the second fastest, and the third highest-z
particle was called the third fastest. This is the same ter-
minology used by Feynman and Field [12]; they discuss
ordering in energy as distinct kom ro;nkiny in the &ag-
mentation chain, which is not directly observable. We
will consider only the experimental ordering in z. This
ordering involved only charged particles, so there was
some "sh»HIing up" of charged particles in the ordering,
as their preceding neutral sisters were missed.

%e have defined an additional variable, which we have
called the rescaled z; this quantity is the energy of each
particle scaled to the energy available to that particle,

The difFerential rate of production of hadrons depends,
in principle, upon the event kinematics as well as the
hadron kinematics. What we measure is the number of
hadrons, N», produced in an interval dz of the energy
&action, integrated over a range of the other four vari-
ables:d, . d 2d, 2d dxB)d 'dPt'

(10)
In the same range of the two event kinematic variables
zn; and Q, we also measure the number of events, or
scattered muons:

d2N
NP —

2 ZB3
' ll

dZBi d

By normalizing the number of hadrons per interval dz,
Eq. (10), to the number of scatters, Eq. (11), we obtain
the mean number of hadrons per event produced in the
interval dz, which is a differential multiplicity distribu-
tion:

D(z) = (»)
Z

In principle, this function D(z) could depend upon the
specific range of the event kinematic variables zB; and
Q over which the integration was performed. Empir-
ically, however, hadrons have shown only weak depen-
dences on event kinematics, after scaling the hadron en-
ergies. Neglecting these weak dependences, we can fac-
torize the production rate into the product of two inde-
pendent rates:

d2N~ d3N

ding; diaz dz dP2 dP dzn, dQ2 dz dP dP'

where N~ is the mean number of hadrons produced in an
event. This approximation is called factorization. The
rationale for this behavior is that the scattering of the
muon occurs on a much shorter time scale than that of
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the target breakup and the formation of the final state
hadrons, and, hence, the scattering of the muon can be
considered independently &om the breakup of the target.

While the approximation holds, the two factors of
Eq. (13) can be integrated over their variables indepen-
dently. This allows us to interpret D(z) of Eq. (12) as
a function of a single variable, with no dependence upon
the scattering rate or the event kinematics, as a fragmen
tation function:

The validity of the factorization approximation for a
specific range of kinematics can be tested empirically by
examining the residual dependence of the hadron dis-
tributions upon the event kinematics. We inspect this
aspect of our data for the z distributions.

D. Shadowing

Deep-inelastic scattering off nuclear targets has been
compared to that ofF "nucleon" targets of hydrogen and
deuterium. The per-nucleon cross section for a nuclear
target differs from that for a hydrogen or deuterium tar-
get as a function of the scattering kinematics. There have
been several effects seen as a function of the Bjorken scal-
ing variable zgj, there is an enhancement at very high xBj
(0.6 ( z» ( 1), a reduction of cross section at mid-zB;
(0.3 & z» & 0.6), an enhancement at z» 0.1, and an-
other reduction at very low z» (z» ( 0.01). These are
associated with the effects of Fermi motion, the "EMC
efFect" [13],antishadowing [5], and shadowing [5], respec-
tively. Of primary interest in this analysis is the effect of
shadowing.

Shadowing is an efFect which has been seen in hadron-
nuclear scattering; the strong nature of the interaction is
such that the scattering tends to occur very near the sur-
face of the target nucleus before the incident hadron can
traverse the nuclear material to reach the more down-
stream parts. Thus, the upstream part of the nucleus
occults or "shadows" the downstream part. The cross
section for the interaction depends on the target size as
a function of the surface area and not the volume of ma-
terial. This leads to a dependence closer to A / rather
than to A, where A is the atomic weight of the nuclear
target.

This effect has also been seen in real photon absorption
on nuclei. The increase in cross section is approximately
proportional to the area of the target nucleus and not
the volume, and the relative cross section per target nu-
cleon decreases as the A of the target nuclei is increased;
empirically, the photoproduction dependence is roughly
Ao /A. This has been described traditionally by vector
meson dominance [8]. The photon can transmute itself
into a virtual meson, which must have the same quan-
tum numbers as the photon and hence must be spin-1:
a vector meson. The lightest of these is the po meson,
which forms the basis of this description. In general-
ized vector meson dominance [8] the interaction must be
summed over all possible vector mesons and the inter-
ference graphs as well, which correspond to off-diagonal

elements of the scattering matrix. These off-diagonal ele-
ments of generalized vector meson dominance cancel the
strong dependence of the process on Q which exists in
the simple p meson dominance picture.

Attempts also have been made to describe nuclear ef-
fects based on the parton picture. The Altarelli-Pansi
equations have defined the basis of a popular descrip-
tion of partonic distributions within the framework of
the theory of quantum chromodynami cs (/CD). Based on
the renormalization group equation and operator product
expansion and on a /CD-inspired Lagrangian, they de-
scribe the makeup of a nucleon in terms of distributions
of quarks (both valence and sea) and gluons. The authors
developed functions to describe the interactions between
the partons; these were called sp/itting functions because
they involved the emission of partons (both quarks and
gluons) from other partons (both quarks and gluons) [14].
The approach of Ref. [15]described nucleon structure not
in terms of partons but in terms of emission and reab-
sorption of virtual mesons, nucleons, and antinucleons.

In more recent work [16—18] on the parton descrip-
tion, another set of functions was added which describes
the process of recombining partons; this creates a more
thorough characterization of the interactions between the
partons. Particular attention was paid to the recombina-
tion of partons &om neighboring nucleons in nuclei. As
the &action of nucleonic momentum carried by a parton,
z, becomes small, the localization of the parton must be-
come less precise, so these "wee-x" partons of a nucleon
will overlap spatially with those of neighboring nucleons
in a nucleus. The valence quarks will not stray far &om
the valence domain of 1 fm, but these wee-x partons may
be located more than 4 fm (a typical nuclear radius) from
the nucleon and, hence, recombine with the partons of
neighboring nucleons. This will result in a net depletion
of partons with wee-x values in the nucleons of nuclei
relative to those of "Bee" nucleons of hydrogen or deu-
terium, and a corresponding enhancement of medium-x
partons. This description accounts for both shadowing
and antishadowing. The resultant behavior of this de-
scription is predicted to have very little dependence on
the value of Q of the interaction.

However, just a simple argument based on the uncer-
tainty principle can suggest why this shadowing occurs
at low z» and low Q [19]. This involves using the
language of "old-fashioned perturbation theory" to dis-
cuss the dissociation of the photon into a virtual quark-
antiquark pair. This quark-antiquark pair must separate
by a distance, in the lab frame, of the size of a hadron
(1 fm) before it can be "dressed" to interact like a hadron;
this separation requires some minimum time, for example
1 fm/c. Consequently, this virtual state must commence
far enough upstream of the target nucleon and survive
long enough to reach it. In addition, this longitudinal
extension must inc1ude the full length of the nucleus for
the virtual state to probe the full volume and, therefore,
experience the ful1 amount of shadowing.

This distance depends upon the time which, according
to the uncertainty principle, is inversely proportional to
the energy difFerence AE of the state of the virtual pho-
ton and the state of the separating quark-antiquark pair,
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which is of mass m in the pair's rest &arne. This energy
difFerence can be written as

AE = Qv2 —q2 + m2 —v

Q'+ m'
2P

(16)

for v2 » Q~. Thus, the longitudinal extension of the
separating quark-antiquark pair can be written as

6S!! cBt
zisiM '+ m'

Typical values of the mass m of the separating pair are
on the order of QQz, so the transverse separation has a
typical value:

b, S~ - 1/m ~ 1/QQ2

Then, for the transverse separation to be about 1 fm, Q
must be very small: Qs ( 0.04 GeV /c2. For the state to
exist for many (10) fm of longitudinal extension, the z»
xnust also be small: zing; ( 10 2. Empirically, the cross
sections on nuclear targets exhibit a depletion at low zn;
relative to a simple proton-neutron isoscalar target, but
it persists to higher values of Q [5,6].

E. Hadronis ation

The preceding discussion of shadowing involved only
the comparisons of the total cross sections for the inter-
actions, without knowledge of final state hadrons E665.
had the apparatus for good coverage of the final state
hadrons as well. In hadron-nucleus collisions, where
the cross sections exhibit shadowing, there has been ob-
served a correlated attenuation of final state hadrons
[7,20]. This attenuation can be described as the z~
(or z) dependence of the ratios of invariant cross sec-
tions of hadron-nuclear final state hadron production. In
Ref. [21] these ratios of hadron distributions &om the re-
actions pA -+ X, at incident energies &om 24 to 400 GeV,
were fit to a form A & ~l, where the dependence of the
exponent a on z~ was expressed in a simple polynomial
form:

attenuation in a comparison of xenon over deuterium, we

assume that deuteri»m can be treated as a comparable
nucleus of A = 2. Thus, the ratio of the x~ dependence
for the two targets, with the A dependence of the total
cross section divided out, would follow the form

ratio=
/

gADa )
(20)

o
agg

%e plot this form in Fig. 2 as our hypothesis of how
the attenuation would appear in the ratios of the nor-
malized diHerenti. al hadron distributions for xenon over
deuterium, if the attenuation were equivalent to that
seen in hadron-nucleus collisions. Clearly, there should
be less production of high-x~ final state hadrons from
nuclear targets than from a simple nucleon (hydrogen)
target, and from the xenon target this would be very
pronounced. Our analysis involves a search for such at-
tenuation in deep-inelastic scattering in the shadowing
region.

The process of hadronization has no basic theory but
is usually described by phenomenological models. These
models are all based on intuitive pictures of the evolu-
tion of the interaction into final state hadrons. The dis-
tributions of final state hadrons can be inBuenced by the
eKects of several processes. The relative times of com-
mencement and durations of these processes will inBu-
ence the final state of the system. Typically, the gener-
ation of hadrons in deep-inelastic scattering can be de-
scribed in two stages. The first process is the creation
of the intermediate "excited" state in the nucleon by the
absorption of the virtual photon. The second process is
the evolution of the excited state into final state parti-
cles —the process of &agmentation and hadronization.
These processes can be investigated using the two dis-
tributions of Field and Feynman [23]: the constituent
functioxxs q;(z) [which they called Gh~~(z)] and the frxxg
mentation functions D"(z).

The constituent distributions q;(z) represent the dis-
tributions of constituents of the struck nucleon, carrying
momentum &action z; these were based on the SU(3) de-
scription of quarks and constructed &om measurements

a(zy) = 0.74 —0.55zy + 0.26z~., (19)

the fit included a range of z~ of j0.1,0.9) at Pq of
0.3 GeV/c and had a reduced y of 0.7.

We wish to compare this final state hadron attenuation
from hadron-nucleus collisions to the final state hadron
differential distributions &om our analysis of muon-
nucleus collisions. Since we have normalized our distri-
butions to the number of scatters, we must scale-out the
values of the total cross sections for the hadron-nucleus
data. The A dependence of the inelastic cross section
of proton-nucleus scattering has been parametrized as
38.2As ~ mb, for an incident energy of 100 GeV [22].
The form of Eq. (19) does not extrapolate correctly to
hydrogen [21], but, for estimating the xnagnitude of the

0.5

0
0

a a a I a ~ a I a ~ ~ I a !a ~

0.25 0.5 0.75 1

FIG. 2. Hadron-nuclear attenuation. Using Eq. (20), we
predict how the attenuation should appear in the ratios of
the normalized differential hadron distributions for xenon over
deuterium.
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of deep-inelastic structure functions. The fragmentation
functions D"(z) represent the probability distributions
of a constituent q disintegrating into a hadron 6 carrying
momentum fraction z of that of the constituent. When
examining both positively and negatively charged pions,
one should be able to factorize the total hadron produc-
tion cross section into the scattering cross section and the
&agmentation function, where the latter does not depend
on the event variables [23].

Qua}itatively, the creation of the excited state should
depend upon the constituent distributions and the event
kinematics. The excited state propagates for some time
before the formation of hadrons; this time is called the
constituent length [24]. The interactions of the excited
state with the rest of the nucleon and with the other
nucleons in a nucleus occur during this time. At some
point, this state &agments into hadrons, a process which
is called fragmentation. The formation length is the time
required for several partons to become a hadron [25,26];
this length is subject to Lorentz dilation and is of-
ten approximated by r ) Eh/m~&. The formation time
is taken as an extension. of the Landau-Pomeranchuk
phenomenon; the partons which form the hadron start
out close together and screen each other &om interact-
ing strongly with the nucleus until after they separate
enough [25]. For a pion of a few GeV, this formation
completes after a distance of several fermi and, hence,
outside of a nucleus. Thus, the interaction of the Bnal
state hadrons with the struck nucleus is expected to be
a small effect and is ignored in this analysis.

Therefore, any observed effects of nuclear targets on
the distributions of 6nal state hadrons would be due pri-
marily to interactions of the excited state traversing the
rest of the nucleons of the nucleus. Then, the distri-
butions of the 6nal state hadrons &om a nuclear target
could be expressed as the sum of contributions &om ex-
cited states which interacted and from those that frag-
mented unaltered [26]:

G. Event kinematics: Kin~ and Kin~

The effect of Shadowing has been observed as a de-
pletion of the scattering cross section in a "low" range

o 1.25

(ox I"x ) I (opsy"Ds)

0.75 - 0
. 0

&-- Real y projection

0 5 Kin)
XXXXXXXXXI

I ~ ~ ~ ~ ~ I I

gin
Y///Sf

net,. The scattered muons were tagged by their passage
through 3 m of steel into the muon proportional cham-
bers. We measured charged particles in the forward spec-
trometer, analyzing their momentum in a dipole magnet;
the muon track in the muon spectrometer was matched
to the appropriate track in the forward spectrometer. All
of the event kinematics were calculated &om the infor-
mation &om the incident and scattered muon tracks.

Electrons and photons were reconstructed in an elec-
tromagnetic calorimeter; tracks pointing to clusters in
the calorimeter were removed &om the "hadron" sam-
ples. No other particle identi6cation was utilized in this
analysis. The hadron sample comprised the rest of the
tracks in the forward spectrometer. In calculating ener-
gies of particles, we assumed the mass of a pion for all
hadron tracks.

The fiducial acceptance of the forward spectrometer
was about 95/p for particles with momentum greater than
20 GeV/c, and it fell off below this momentum. The effi-
ciency of reconstruction was nearly flat at about 80%. We
refer to the correction for these two efFects as correction
for acceptance. We discuss the details in Appendix A6.

D&(z) = (1 —IqN)D+(z) + Iqrq g(z[z)D&(z)dz. (21)
z o 15

4+

10
(a) Xs,.

1.5

10

Here, Drv (z) is the distribution of hadrons from a nucleon
target, Iq~ is the total probability of rescattering of the
excited state, and the function g(z]z) describes how the
hadronic z distribution is modi6ed by the rescattering of
the excited state.

In this analysis we examine the anal state hadron dis-
tributions as functions of the hadron energy fraction z.
In the regime of shadowing, the picture of the virtual
photon interacting as a hadron suggests that the final
state hadrons should display characteristics of hadron-
nuclear collisions, which should then depend upon the
atomic weight of the target nucleus. Such differences
would indicate that the propagation of the excited state
is hadronlike. This should appear as an attenuation of
the distribution of 6nal state hadrons.

F. Measurements

We measured the incident muons in the beam spec-
trometer, analyzing the momentum in a dipole mag-

1.25- 1.25-

075 Oa
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.XXXXXI
0 w ~ ~ ~ I 0 ~ ~ ~ I

-1

(b) Q (GeVlc)

0.75-

0 R' ~ l I I ~ I ~ Sl ~ l ~ ~ ~ l I ~

10 10
2

(c) Q (GeV/c)

FIG. 3. Shadowing in cross section ratios. These plots
show the efFect of shadowing in the ratios of cross sections.
In plot (a) the ratio is shown as a function of zni. In plot
(b) is shown the dependence of the ratio on Q, for a range
of 0.001 & zn; & 0.025. In plot (c) is shown the dependence
of the ratio on q, for 0.025 & zn„&0.20. The systematic
uncertainty on these ratios is 6%%uo. These data are tabulated
in Table XIV.
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of kinematics. In Fig. 3 we show the cross section ra-
tios of xenon over deuteri»m; these data have been cor-
rected for radiative processes and acceptance. The data
in Figs. 3(a) and 3(b) have been presented previously [6I.
Fig. 3(a) shows the cross section ratios for xenon over
deuteri»m as a function of xB~, at the higher values of xa~
the ratio is consistent with unity, but at the lower values
there is a depletion. The black point is a projection to
real photon scattering &om xenon; the quoted value and
uncertainty of the photoproduction point {0.60 6 0.03)
results from the propagation of the statistical errors of
the data through the A-dependent and energy-dependent
fits used to interpolate and extrapolate to a xenon tar-
get at a photon energy of 150 GeV [27]. This value is
consistent with the simple ratio A /A, with Ax, = 131.
Fig. 3(b) shows the cross section ratio as a function of

q for the interval of 0.001 & xn; & 0.025, and Fig. 3{c)
shows the cross section ratio as a function of q2 for the
interval of 0.025 & za& & 0.20.

To study the final state hadron distributions, we wish
to isolate events kom two kinematic regions Kin~ and
Kin2, in one of which shadowing is apparent while in the
other it is not. These two regions can be seen graphi-
cally in Fig. 3 as the hatched boxes. We define the "low
kinematic range" (Kini) as the shadowing region:

zg~ & 0.005,
1 = q2 ( 1 GeV2(c2

We also define a "high kinematic range" (Kins) as the
nonshadowing region:

IQI &—D& —-& Kiq1

Entries 1257
Mean 0.588
RMS 0.22fO

102 ~ ~4+
(s)

fO r

~ s ~ I ~ ~ ~ I ~

0 2
Q (GeV /c )

Entries 1257
Mean 152.
RMS 39.

0 50 100

Q (GeV /c )
Entries 2418
Mean 179.
RMS 70.

Entries 2418

foe M an 28.0
RMS 10.

~4e

10

t
~ 0 ~ ~ I ~ ~ ~ I I ~ I

Kin, &-- Xe

10
W

2
fO

Entries
Mean
RMS

088
0879
0.22

10

I a ~ ~ I ~ ~ I I ~1
0 1 2

Q (GeV /c )
Entries 088
Mean 151.
RMS Sk

Entrlee 2118
Moan 28.8
RM8 10.

ErNriea 2113
Moan 175.
RM8 87.

mmmm

10
~~

(b)

r ™&t
1 I ~ a a I s ~ ~ ~ I s

0 SO 100

Q (GeV /c )

0
0

~I

I ~ ~ ~ L ~ 0
0

+
+

~ ~ ~ ~ I

500
+

0
0

++

(c)

0
0

r
~ ~ s I I s~~

10
0

10

10 r

Entries
Mean
RMS

v (GeV)
1257

2.10 ' 10
9.2' 10

(e)
+I

t 10

v (GeV)
Entries 2418
Mean O.O748
RMS O.O50 10

fO r

10

Entries
Mean
RMS

088
2.14 10
0.8' 10

(e)

~ ~ ~ I 5 ~ ~ ~ I ~ ~

v (Ge
Enlrleo 2118

10a Moan O.O758
RMS 0.050

f0
+f

10

I.I II

0 0.0025 0.005 0 0.25 0.5 0 0.0025 0.005 0 0~ 0.5

10

fO r

Xaj
Entries 1257
Mean 284.
RMS 75.

10 r

~ i ~ ~ I ~ ~ I ~ I ~ ~ I ~ I i ~

0 250 500 750
W (GeV )

2418
810.
120.

250 500 750
W (GeV )

Xj
Ereies

fO 3 Mean
RMS

~Qa

10
(h)+

fo r+

0

fO
I
W

10

X~j
Entries 068
Mean 284.
RMS

10 r

a a I a I ~ I ~ ~ I a a ~ I ~ ~1
0 250 500 750

W (GeV )

10

10 r

10

Xgj
Entrioe
Moan
RMS

++
+~

2118
808.
120.

r j.
~

'K I a I a I I ~ I ~ s ~ ah Jl1
0 250 500 750

W'(GeV ')
FIG. 4. Kinematics for Kin~ and Kinq, Dq. These plots

indicate the distribution in event kinematics of the actual data
samples used in the hadron analysis; they are, consequently,
not corrected for any acceptance. The plots on the left are
from the low kinematic region, King., the plots on the right
are kom the high kinematic region, King. These data are
tabulated in Tables XV to XVIII.

FIG. 5. Kinematics for Kin~ and Kinq, xenon. These plots
indicate the distribution in event kinematics of the actual data
samples used in the hadron analysis; they are, consequently,
not corrected for any acceptance. The plots on the left are
from the low kinematic region, Kinq, the plots on the right
are &om the high kinematic region, King. These data are
tabulated in Tables XV—XVIII.
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xa~ ) 0.03,
Q )2G V/c (23) O EAfC E=28068V

Q &6.0GeV/c

III. Z DISTRIBUTIONS

A. Comparison with previous data

In Fig. 6 are plotted the z distributions of charged
hadrons from E665, as well as several previous experi-
ments: EMC [3], and CHIO from several kinematic re-

gions [4,28]. These data lie within the range of z of

(»;„,z .„)= (0.05, 0.95); (24)

all of the data distributions in our analysis lie within this
range.

The E665 data are &om the sample of "high-
kinematics" (Kin2) scatters &om the deuterium target.
These data have been corrected for both acceptance and
target length efFects, which are discussed in detail in
Sec. IV, and may be taken as fully corrected They ar.e
consistent with those &om previous experiments, which
were from scatters from hydrogen targets. The data sara-
ples cover a large range of kinematics of the lepton scat-
tering; the fact that the charged hadron distributions are
so similar suggests that the factorization approximation
is valid for these ranges of kinematics of the scattering.

The z distribution from this analysis is also consistent
with that previously published by E665 [29]; the distribu-

The actual distributions of the events used in the
hadron studies are shown as functions of the kinematic
variables Q, v, xB1, and W, for these two kinematic re-
gions for deuterium in Fig. 4; the distributions for these
two regions for the xenon samples are shown in Fig. 5. It
can be seen f'rom the statistics in the figures that these
two samples, with intentionally disparate ranges of Q2

and xB~, have similar distributions in v and R' . These
data are tabulated in Appendix B.

The selection of the event samples involved elimination
of backgrounds, using calorimetry as well as restrictions
on the ranges of the event kinematic variables. For ex-
ample, the lower limit on zB~ for practical use in final
state hadron studies was about zB& ——0.001, because of
the overwhelming amount of electromagnetic background
below this value. In our previous work on cross section
ratios [27], lower values of zB1 were analyzed, but the use
of calorimetry for the removal of electromagnetic back-
grounds was validated by hadron requirements, which we
cannot use in this analysis. Elimination of background
events was often facilitated by rejecting a range of a par-
ticular kinematic variable upon which the background
events depended strongly. As the variables are inter-
related, the cuts in one variable affected the ranges of
other variables. Consequently, the final kinematic ranges
of the event samples, shown in Figs. 4 and 5, result from
a suite of cuts, which are detailed in Appendix A. (The
two-dimensional plot of Q versus y in Fig. 28 in Ap-
pendix A5 helps to give an impression of the correlation
of the kinematic variables. )

* E665 E=49068V
Q &26eV/c, f00&v &5006eV
X~/~ 0.03, 0.01~ Y( 0.75'

-1
10

& CHIO E=2f968V
Q & f.OGeV Ic, W& 106eV

4 CHIO E= f47GeV
3&Q &6.0GeV/c, 5& W&20GeV

4 CHIO E= f47GeV
Q &6.0GeV/c, 5& W&208eV

10 I I I 4

0.25 0.5 0.75

FIG. 6. Previous z distributions. These plots show the z
distributions from E665 and from EMC [3], CHIO at 147 GeV

[4], with CHIO at 219 GeV from Ref. [28]. The E665 data
have been fully corrected and are the same as those presented
later in Fig. 13(b).

tions were obtained from the same data sample, but with
a slightly different set of kinematic restrictions and cor-
rections. Of special interest is the fact that the previous
z distributions were corrected for radiative processes us-

ing a Monte Carlo simulation of the electromagnetic con-
tamination, while this analysis has used calorimetry to
remove events due to electromagnetic interactions. The
fact that the final distributions agree within experimen-
tal error lends credence to the two methods. The details
of the calorimetry are discussed in Appendix A 5.

B. Xenon versus deuterium

The objective of this analysis is to determine the infIu-
ence of nuclear matter on the final states of the produced
hadrons. The effect of shadowing, discussed in Sec. IID,
has been observed as a depletion of the scattering cross
section in a "low" range of kinematics, indicating a strong
dependence of the scattering cross section on the num-
ber of nucleons in the target. However, no such strong
nuclear dependence appears in the distributions of pro-
duced hadrons from this kinematic region.

The z distributions from the xenon and deuterium tar-
gets are compared in Fig. 7, for both kinematic regions,
low and high. The plots on the left contain the z dis-
tributions for Kin~, the "low" range of kinematics; those
on the right contain the z distributions for Kin2, the
"high" range of kinematics. The distributions f'rom the
xenon target are at the top of each column, while those
&om the deuterium target are second; the ratios of the
distributions, Xe/D2, are plotted at the bottom of each
coluro. n. These data have been corrected only for accep-
tance and not for target length egects, which we discuss
in Sec. IV.

The z distributions mere fit in the central region,
z C (0.23, 0.83), to an exponential form:
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D(z) = exp[const+ slope z],
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and the values of the parameters are included on the
plots. The reduced yz's (y per degree of freedom) from
the fits are shown on the plots as g2/NDF. This model
for a fit is simplistic, since it must fail at very low z,
where the distributions diverge like 1jz [23(b)], and also
at high z, where the distributions must vanish due to the
kinematic limit. Nevertheless, in the central-z region, the
model fits reasonably well. We should note that since the
distributions are basically exponential, the fit is heavily
weighted by the lowest couple of points included in the
fit, and hence the parameters of the fit depend heavily
upon the choice of the minimum value of z included in
the fit.

There are several ways of comparing the distributions

to ascertain whether they could belong to different par-
ent distributions. The simplest is to follow the model of
the exponential parent distribution and to compare the
parameters of the fits of the corresponding data distri-
butions along with the errors on those parameters. The
parameters of the data distributions &om both targets
and both kinematic ranges are all within one a of each
other.

The next simplest comparison is to take the ratios of
the data distributions. These are plotted in Figs. 7(e)
and 7(f). The ratios indicate that these distributions are
consistent between the two targets, for both regions of
kinematics. In fact, the distributions are consistent for
the two kinematic regions for a single target. In Fig. 8
we have plotted the ratios of the z distributions for the
low-kinematic region over the high-kinematic region; the
ratio for the xenon target is plotted in Fig. 8(a), and
the ratio for the deuterium target is plotted in Fig. 8(b).
These ratios are both consistent with unity, within our
statistical and systematic error of 14%. This indicates
that the hadron distributions are not dependent strongly
upon the kinematics of the initial scattering and justifies
considering the factorization approximation, even across
these disparate kinematic ranges; we only needed it to
hold within each kinematic range separately.

More sophisticated approaches can yield more precise
exclusions of parent distribution similarity. One common
approach is to integrate over a range of z, yielding a par-
tial multiplicity, and to take the ratio of these quantities.
We define this integration R, pl, as
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The ratio can be expressed as the function RA.
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FIG. 7. z distributions: Xe and Dq. These plots show the z

distributions from xenon and deuterium and the ratios of the
distributions. The distributions on the left are &om events
in the low kinematic region: Kinj, while those on the right
are &om events in the high kinematic region: Kinq. The data
have been corrected for acceptance but not for target length
sects; they are tabulated in Tables XIX and XXX.

FIG. 8. Ratio of kinematic regions. These plots show the
ratios of the z distributions for the low kinematic region over
the high kinematic region, for the xenon target in (a} and for
the deuterium target in (b). The data from these plots are
tabulated in Table XXXI.
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the error on the quantity is given by o.R

ORA
——R~

o 2 o

Q2 Q2
A D2

(29)

To be consistent with the range used in the fit of Eq. (25),
we have used the following limits of integration for these
comparisons:

fz;„,z .„)= (o.23, o.83).

The values of R~ &om the comparisons of the data distri-
butions are listed in Table I. The comparisons of xenon
to deuterium are within 1o of unity.

Because of the steeply falling nature of the z-
distributions, the lowest-z points dominate the values of
the sums, and the value of the ratio could depend on
the choice of Z;„.If the distributions were of different
slopes but were to cross at a z just above the choice of
Z;„,then the value of R~ would still be close to unity.
So, this method, although common, has some weakness
in distinguishing certain distributions.

Another approach which is more sensitive to differences
in the high-z end of the distributions is to calculate a
reduced-y2 difFerence of the two data distributions. This
can be expressed as a normalized weighted difference of
the two distributions:

TABLE II. y& values. These values are from the compar-
ison function of Hq. (31), for the listed comparisons. The
number of degrees of freedom was 10.

Xe B D2 (Kin~)
Xe e D2 (Kin2)
King 8 King (Ds)
Kin~ e Kinq (Xe)

0.67
0.62
1.32
1.32

P„
0.75
0.80
0.22
0.21

IV. RESCATTERING IN TARGET

A. Target length efFects

butions from the two kinematic ranges for each target.
The de6nitions of R~ and y& can be generalized, using
the distributions from Kinq as the numerator and those
from Kin2 as the denominator for these calculations. The
values of R~ &om these comparisons of the data distri-
butions are listed in Table I, and the values of y2& &om
the comparisons of the data distributions are listed in
Table II. Prom the numbers in Table II, we cannot ex-
clude similarity of any of the distributions at the 95%
confidence level.

~'-=D.()eD .()
1 ~.* [D~(z) —DD, (z)]

2 2
DF Z . DA (z) DQ (z)

TABLE I. B~ values. These values are from the compari-
son function of Eq. (28) for the listed comparisons.

Xe / Ds (Kinq)
Xe / D2 (Kins)
King / King (Ds)
King / King (Xe)

1.06
1.04
1.14
1.16

RA

0.07
0.05
0.06
0.07

The range of the summation is given, again, by Eq. (30),
and the number of degrees of freedom was 10. The prob-
ability that the two samples came &om the same parent
distribution is given by P~2 . The values of y& and P„&+A ~A

from the comparisons of the data distributions are listed
in Table II. If the compared distributions came &om the
same parent distribution, then the values of P„~ should~A

be distributed between 0 and 1 with equal probability.
Only for small values of P ~ can we exclude the hypoth-XA
esis that the two samples originated &om the same par-
ent distribution; we require that P~~ ( 0.05, yielding a~A
confidence level of 95%%up. For probabilities greater than
this, we cannot diR'erentiate between the samples. Prom
the P„~numbers in Table II, we cannot exclude similar-

ity of the xenon and deuterium z distributions for either
kinematic range at the 95% confidence level.

We can also use these functions to compare the distri-

Hadrons produced in the initial scattering event must
traverse the rest of the target material before entering
the spectrometer, and there is some probability that they
will interact with this material. Since the deuterium tar-
get was nearly a third of an interaction length long (see
Table VIII), we have examined the effects of this rescat-
tering. The rescattering in the target material would
tend to "soften" (i.e. , steepen) the observed hadron dis-
tributions, and it might also efFect a net loss of tracks
assigned to the primary vertex. Thus, the eHect of 6nal
state hadron rescattering in the deuterium target could
produce steepening similar to that &om nuclear attenua-
tion of the interaction in the xenon nucleus, and therefore
prevent us &om measuring the nuclear effect in our com-
parisons.

To study the effects of rescattering in the targets, we

have examined the hadron distributions separately &om
three successive segments of the targets, from upstream
to downstream. We have included all the data &om
the full kinematic range. The normalized z distribu-
tions from each third of the target have been corrected
for detector acceptance independently. We compare the
distribution &om the most upstream third of the deu-
terium target, in which rescattering should have the most
pronounced efFect, to that &om the downstream third.
The distributions from these two regions are overlaid in
Fig. 9(a), in which the distribution from the upstream
segment is represented by the circles, connected by a
solid line, while that &om the downstream segment is
represented by the triangles, connected by a dashed line.
The points have been connected by difFerent line types
merely to aid the eye. The difFerence is not very large on
a log plot; consequently, we present the ratios of the most
upstream regions over the most downstream regions for
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10 =-

~ ~ ~ ~ I ~ 'I ~ ~ TABLE IV. Target length yz values. These values are
from the comparison function of Eq. (31) for the listed target
length comparisons. The number of degrees of freedom was
10.

0.$ =

up e down (D2)
up e down (Xe)
up 8 down (corrected D2)
up 8 down (corrected Xe)

2
XA

1.79
1.46
1.52
1.52

P~
0.056
0.146
0.123
0.124
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FIG. 9. Comparison of upstream and downstream seg-
ments of targets. In (a) the circles represent the distribution
from the upstream third of the D2 target, while the triangles
represent that from the downstream third. The ratios of the
upstream over downstream distributions are shown in (b) for
the xenon target and in (c) for the deuterium target.

TABLE III. Target length BA values. These values are
from the comparison function of Eq. (28) for the listed target
length comparisons.

up / down (Ds)
up / down (Xe)
up / down (corrected Ds)
up / down (corrected Xe)

RA

0.925
1.008
1.055
1.034

R~
0.033
0.041
0.038
0.042

the two targets: the ratio for the xenon target is shown
in Fig. 9(b), while that for the deuterium target is shown
in Fig. 9(c).

There is little evidence of target length effects in the
xenon sample, in which the ratio of the distributions from
the upstream and the downstream segments look con-
sistent with amity. The corresponding value of the B~
function for the comparison of the upstream aad down-
stream segments of the xenon target is 1.008 6 0.041, and
the corresponding Pxi value is 0.146. These values may
be found in Tables III aad IV, respectively.

On the other hand, it is clear that more low-z tracks
were lost in the upstream end of the deuterinm target
than in the downstream end, with a depletion of the
ratio from unity by about 10%. The value of the TI~
function is 0.925 + 0.033, and the Pz~ value for the cora-
parison is 0.056, which is significantly low at the 90%

confidence level. These values also may be found in Ta-
bles III and IV, respectively. For the lowest bin in z
in the ratio plots, the acceptance corrections were quite
large ( 50%), so the systematic uncertaiaty on that bin
is 20%; we have excluded this first point in the compar-
1sons.

From the ratios in Figs. 9(b) and 9(c), we coaclude
that there is little evidence of target length effects in the
xenon, but a clear indication of rescattering in the deu-
terium target. We attempt to remove this target position
dependence ia the next section.

B. Deconvolution

1. Method

The removal of target length effects can be expressed as
a deconvolution of the measured distribution of hadrons
in the final state, Dy(z), back into an ideal distribution
of hadrons produced in the initial scattering, D;(z). The
modification of the initial distributioa by aay reseat tering
that occurs can be expressed as a Fredholm equation [30]:

+f(~) = f +(*I*)D (~)~*''
where the function K, the kernel, describes the convolu-
tion of the initial distribution into the final distribution.
In this particular case, for a hadron which rescatters in-
elastically, the final fraction of energy carried away, z,
will be less than that which it initially possessed, z. For
hadrons which do not rescatter, the energy carried away
will remain unchanged: z = x. Consequently, the kernel
can be written as two terms:

K(xiz) = (1 —I) b(z —z) + I H(viz), (33)

where the value I is the probability of rescattering. The
rescattering function, II(x~z), is defined on the interval
of x:0 & z & x ( 1; it shu+es the population of hadrons
of scaled energies x to lower values z within this inter-
val. We use a constant rescattering probability since the
inelastic vr-D2 cross section is roughly independent of en-
ergy for pions above 10 GeV. It is also small enough that
we ignore plural scattering.

Thus, the modified distribution of final states, Dy(z),
can be expressed as the sum of two terms; the first term
is due to the unrescattered hadrons, and the second term
is due to the hadrons which rescattered in the rest of the
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target material: g. Probabitity of rescattering

Dy(z) = (1 —I) D;(z) + I G(z). (34)

This second term G(z) is a convolution of the origi-
nal ideal distribution D; (z) with a rescattering function
H(x~z):

Entries
Mean
RMS

X'/ N~
AO

5023
0.360
0.17

1.85
0.452 + 0.023

Equation {34) is analogous to Eq. {21)of Sec. IIE.
There are several mechanisms by which the rescatter-

ing in the target can effect a net loss of tracks assigned
to the primary vertex. One loss is the production of
neutral particles from the secondary scattering, which
would be missed since only charged particles were stud-
ied. Another loss is due to the reconstruction of vertices;
tracks &om rescattered hadrons may not be assigned to
the primary vertex since they will appear "kinked" at
the rescattering point. Since this analysis examines only
tracks assigned to the primary vertex, those tracks which
were lost from the vertex assignment will be lost &om the
sample.

We attempt to account for these rescattering losses
with an efficiency function e in the convolution, as a fac-
tor of the rescattering function H(x]z). In principle, this
function could depend upon the hadron's energy &action
as well as the positions in the target of the initial and sec-
ondary scatters. In practice, it has been possible to aver-

age over these dependences and to use a simple constant
value for e; this value has been chosen by examination of
a Monte Carlo study of rescattering. Fully reconstructed
tracks &om rescatters were tested for assignment to the
primary vertex; the efficiency for this assignment is plot-
ted in Fig. 10. The sample studied included only tracks
truly from secondary scatters, according to the Monte
Carlo simulation; this sample was further restricted to
contain only those tracks which were reconstructed in
the forward spectrometer. Then the determination of ef-

ficiency of assignment to the primary vertex was made.
The z dependence of this function was based on the true
value of z of the hadron after rescattering; no smearing
due to reconstruction was considered.

exp[—tqL ]
—exp[—t2L ]

(t, —t, )L. (36)

We restricted our event sample to lie inside the walls
of the targets, so the thirds of the targets are described
as follows. For the upstream third of the target, the frac-
tions remaining to traverse are (tq, t2j = (1,0.684), and
for the downstream third of the target, the &actions re-
maining to traverse are (tq, t2) = (0.368, 0.052); for the
full target length, the &actions remaining to traverse are
(tq, t2) = {1,0.052). Using the value of L = 0.225 (from
Table VIII), the average rescattering probabilities for the
deuterium target are

I„p——0.17,

Ig „——0.046,

ID, ——0.11.

Using the value of I. = 0.044 &om Table VIII, the aver-

age rescattering probabilities for the xenon target are

I„p——0.036,

Ig „——0.010,

Ix ——0.023

8. Deconeolntion of the target length

The inverse operation involves deconvoluting a 6nal
distribution back to an ideal distribution. We have fol-
lowed the treatment of Ref. [31]. The equation for the
deconvoluted distribution, D (z), can be written as

1
D (z) = [DZ(z) —I G (z)],

The probability of rescattering, I, can be expressed
as a function of the &action of pion-interaction lengths
of material traversed by the hadrons before exiting the
target. We take I. to represent the length of the target in
terms of the rr-D2 inelastic interaction length and (tq, t2)
to represent an arbitrary segment of the target, in terms
of the &actions of the target which are downstream of
the segment. Then, with the assumption of a uniform
distribution of initial scatters, the averaged rescattering
probability for this segment is given by the equation [31]

I I I

0.25 0.5 0.75

FIG. 10. Rescattering loss parameter. This plot shows the
eQciency of linking rescattered tracks to the primary vertex,
as a function of the tracks value of z. This is based on a
Monte Carlo study.

where G (z) is the distribution of rescattering, calcu-
lated from the measured distribution and a chosen rescat-
tering function H(x~z). The rescattering function was
chosen according to Ref. [31]; it incorporates the rescat-
tering loss function e.

The size of the unfolding can be seen in Fig. 11, in
which the upstream segment of the deuterium target has
been deconvoluted and overlaid on the measured distri-
bution; also shown is the calculated rescattered distribu-
tion G (z).

The deconvoluted distributions kom both the up-
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FIG. 11. Deconvoluted upstream segment of D2 target.
The circles represent the measured distribution from the up-
stream third of the target; the triangles represent the distri-
bution deconvoluted from this measured distribution. The
diamonds represent the calculated reseat tered distribution.

line. The ratio of these deconvoluted distributions from
the upstream and downstream segments of the deuterium
target is shown in Fig. 12(c); it is much closer to unity
across the z range than that in Fig. 9(c). The value
of the RA function for the comparison of the upstream
and downstream segments of the deuterium target which
have been corrected for rescattering is 1.055 6 0.038; the
P„~value for this comparison is now 0.123, a signi6cantXA
improvement in similarity over 0.056; a 90% confidence
level test no longer indicates a difference.

The equivalent ratio for the xenon target is shown in
Fig. 12(b). The value of the Rg function for the compar-
ison of the corrected upstream and downstream segments
of the xenon target is 1.034 + 0.042, and the correspond-
ing Px~ value is 0.124. These values, of course, have not
changed much from those from the uncorrected distribu-
tions since there was very little material &om which to
rescatter in the xenon target.

stream and downstream segments of the deuterium tar-
get are recompared in Fig. 12(a), in which the distribu-
tion &om the upstream segment is represented by the
circles and the solid line while that from the downstream
segment is represented by the triangles and the dashed

I 0 ~ ~ ~ I ~ I ~ ~

C. Corrected xenon and D~

We now recompare the distributions from xenon to
those from the deuterium target, both corrected for the
target length effects. In Fig. 13(a) are shown the distri-
butions from the low kinematic range Kini, those from
the high kinematic range, Kin2, are shown in Fig. 13(b).
The distributions from the corrected deuterium are rep-
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Kin )

0-5 075 z
Kin~

FIG. 12. Comparison of corrected upstream and down-
stream segments of targets. Iu (a) the circles represent the
corrected distribution &om the upstream third of the D2 tar-
get, while the triangles represent that from the downstream
third. The ratios of the upstream over downstream corrected
distributions are shown in (b) for the xenon target aud in (c)
for the deuterium target. These plots may be compared to
those in Fig. 9.

FIG. 13. Xe and Ds, corrected for rescatteriug. Plots (a)
aud (b) show the z distributions which have been corrected
for rescattering in the targets. The circles represent the cor-
rected deuterium distributions, while the triangles represent
the corrected xenon distributions. The plots on the left are
for the low kinematic region: Kinq, while those on the right
are for the high kinematic region: Kin2. The ratio of these
distributions is shown in (c) for King, aud in (d) for Kins.
These data are tabulated in Tables XX and XXXII.
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TABLE V. Corrected R~ values. These values are from the
comparison function of Eq. (28) for the listed comparisons;
the comparisons used the distributions which were corrected
for target length eKects, except for the half-target samples.

Xe/Dq, (corrected Kinq)
Xe/D2, (corrected Kin2)
Kinq / King (corrected D2)
King / King (corrected Xe)
Xe/Ds, (half) Kinq

Xe/D2, (half) Kins

0.975
0.957
1.134
1.156
1.052
0.990

0.060
0.044
0.058
0.066
0.090
0.064

TABLE VI. Corrected yz values. These values are from
the comparison function of Eq. (31), for the listed compar-
isons; the comparisons used the distributions which were cor-
rected for target length efFects, except for the half-target sam-
ples. The number of degrees of freedom was 10.

Xe e Ds (corrected Kinq)
Xe R Dq (corrected Kin2)
Kinq e King (corrected D2)
Kinq e King (corrected Xe)
Xe + D2 (half) Kinq
Xe + D2 (half) Kin2

2
XA

D.61
0.64
1.30
1.32
0.76
0.67

P„i+A

0.81
D.78
0.22
0.22
0.66
0.76

resented by the circles while those from corrected xenon
are represented by the triangles. The B~ values for these
comparisons are listed in Table V, while the P„~ values

~A
for these comparisons are included in Table VI.

Also in Fig. 13 we have replotted the ratios of the cor-
rected z distributions for the xenon and the deuterium.
The ratios for the low-kinematic region are shown on the
left in Fig. 13(c) and for the high-kinematic region on
the right in Fig. 13(d). These ratios may be compared
to those in Fig. 7, which did not include corrections for
rescattering in the targets. The corrected ratios are lower
but still consistent with unity. We conclude that the
rescattering of the 6nal state hadrons in the rest of the
target material is not limiting our measurement.

Testing the validity of the deconvolution, we have ex-
amined the ratios of the z distributions for xenon over
deuterium, restricting the samples to events in which the
interactions occurred in the downstream halves of the
targets. These data are tabulated in Table XXXIII and
appear in Appendix B. No corrections for target length
effects have been applied to these distributions. These
ratios are consistent with unity; the R~ values for these
comparisons are included in Table V, and the P i val-

+A
ues are listed in Table VI. The statistics are lower than
the full-target-length comparisons, and we cannot discern
the reduced probability of rescattering in only half of the
target material.

In Fig. 14 we have replotted the ratios of the z dis-
tributions for the low-kinematic region over the high-
kinematic region, using the distributions which were cor-
rected for target length effects. The ratio for the xenon
target is plotted in Fig. 14(a), while that for the deu-

~ ~ ~ I ~ ~ ~ ~ I ~ a ~ I l I ~ ~

0.25 0.5 0.75

Xe

0.25 0.5 0.75

D2

PIC. 14. Ratio of kinematic regions, corrected for rescat-
tering. These plots show the ratios of the z distributions for
the low kinematic region over the high kinematic region, for
the xenon target in (a) and for the deuterium target in (b).
These distributions have been corrected for rescattering in the
targets. These data are tabulated in Table XXXIV.

terium target is plotted in Fig. 14(b). The target length
corrections divide out in these ratios. The ratios are both
consistent with unity and indicate that the z distribu-
tions do not depend strongly upon the event kinematics
of the initial scattering; they may be compared to those
in Fig. 8.

We conclude that the z distributions &om the xenon
and deuterium targets, for both kinematic ranges, are
consistent within errors. In the next section we estimate
limits on the attenuation of the excited state in nuclear
material.

V. RESCATTERING OF THE EXCITED STATE

I =1—

Correspondingly, the cross section can be extracted from
a measured interaction rate:

As discussed in Sec. IIE, a rescattering of the excited
state in the rest of the nucleus would modify the distri-
bution of the final state hadrons. This would appear as
a steepening of the z distributions in xenon relative to
deuterium, in the shadowing region Kinq, if the initial
interaction were hadronlike. In Fig. 13(a) the distribu-
tion &om xenon is overlaid on the deuterium distribution,
both of which have been corrected for target thickness.
Since no such steepening of the xenon distributions is ap-
parent, the level of rescattering of the excited state must
be small. In order to quantify the limit of rescatte:ing,
we have examined the level at which the data can resolve
a postulated effect.

Suppose that the excited state were like a hadron, sim-
ilar to the picture of vector dominance. The initial inter-
action would occur near the surface of the nucleus, and
this hadronlike state would propagate through the rest of
the nuclear volume. The probability of this state reinter-
acting with the rest of the nucleus can be expressed as a
function of the distance traveled in the nuclear material,
d, the nuclear density n, and the cross section for the
interaction of this exited state and nuclear material:
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u = —in[1 —I]/(n d). (39)

For a hadron such as the pion, the inelastic cross sec-
tion is oa~ 20 mb, and the collision length is given
by A = [n oarr] . In heavy nuclei the nuclear den-
sity has the value n = 0.170 nucleons fm [32(b)]. This
gives a collision length of A = 2.9 fm. A simple esti-
mate of a nuclear radius, based on the model of an
equivalent @~iform-density sphere, is R = roA ~, where
t'p = 1.2 [32(c)]. Thus, for xenon, with A = 131, the
radius is Rx, = 6.1 fm. We have taken the radius of
the xenon nucleus for a conservative estimate of the dis-
tance the excited state would travel through the nuclei:
d = Rx, . Then, the probability of this hadronlike excited
state interacting in the xenon nucleus would be given by
Eq. (38) and would have a value I = 0.87.

The modified distribution of final states would be ex-
pressed by Eq. (21). The first term would be due to
the hadronization of those excited states which did not
rescatter in the nucleus, while the second term would be
due to the hadronization of those which did rescatter.
This second term is a convolution of the distribution of
hadronization with that of the rescattering.

Using Eq. (21) and the formalism of Ref. [31],we have
convoluted the measured xenon distribution to predict
the appearance of the hadron distribution if the propaga-
tion of the excited state were hadronlike, and experienced
nuclear rescattering. This is shown in Fig. 15 overlaid on
the deuterium distribution which has been corrected for
target length effects. Such a hadron-nuclear effect would
have been visible easily with our statistical precision.

To achieve, for example, a 3n effect in the R~ value
in a comparison of the corrected deuterium and the con-
volution by nuclear rescattering of xenon would require
a &action of rescattering of I = 0.125; such a distribu-

TABLE VII. Rescattering limits, R~ values. These values
are from the comparison function of Eq. (28) for the listed
comparisons, using the distributions which were corrected for
target length efFects. The D~/Dq calculations were based on
hypothesized attenuations.

D~/Dz, nuclear, Kin~

D~/Dz, nuclear, King

D~/D~, 3o, Kini
Dz/Dg, 3o, King

0.168
0.156
0.843
0.878

R~
0.009
0.006
0.052
0.040

tion is shown in Fig. 15 as the dashed line. From this
upper limit on the fraction of rescattering and the dis-
tance of a radius of an equivalent spherical nucleus, we
estimate from Eq. (39) that the data from the xenon and
deuterium targets, in the region Kinq, could resolve a
rescattering cross section, at the 30. level, of 1.3 mb. The
corresponding values of the R~ are included in Table VII.

To achieve an e 'usion of similarity to the 95% con-
fidence level using the y& comparison of the corrected
deuterium and the convolution by nuclear rescattering
of xenon would require a fraction of rescattering of
I = 0.164. Such a distribution is shown in Fig. 15 as
the solid line. Prom this upper limit on the &action of
rescattering and the distance of a radius of an equivalent
spherical nucleus, we estimate that the data from xenon
and deuterium targets, in the region Kini, can exclude a
rescattering cross section, at the 95% C.L., above 1.7 mb.

We conclude that the distributions of final state
hadrons do not depend strongly on the target material or
the kinematics of the event. Therefore, the production of
final state hadrons in muon-nucleus scattering is difFerent
than in hadron-nucleus scattering which is summarized
by Fig. 2.

10 =

VI. S ORDERING OF FRAGMENTATION
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FIG. 15. Kin~, predicted Xe. This plot shows the corrected
deuterium distribution for King as the circles. The triangles
represent the predicted distribution for xenon if there were
nuclear rescattering of the excited state. This distribution was
convoluted from the measured xenon distribution for Kinq to
examine the statistical power of the comparison. The solid
line represents the predicted distribution for xenon for which
we could exclude similarity to the 95% confidence level, based
on the y& test. The dashed line represents the predicted
distribution for xenon which would yield a 3' efFect in R&.

A. Xenon versus deuterium, 1-2-3

In the fragmentation of the excited state into the fi-
nal state hadrons, the available energy is divided among
the final products. By examining the single-particle &ac-
tional energy distributions, we can gain some insight into
the mechanism of energy distribution in fragmentation
In particular, we can investigate the similarity between
these single-particle distributions in difFerent regions of
the kinematics of the initial scattering and in diferent
nuclei.

To investigate these eH'ects, we have examined the z
distributions, using information regarding the ordering
of the particles in terms of their energy. The particle
with the highest z was referenced as the fastest particle.
Similarly, the next highest-z particle was called the sec-
ond fastest, and the third highest-z particle was called
the third fastest. This involved only charged particles,
so there was some "sh»Wing-up" of charged particles in
the orders, as their preceding neutral sisters were missed.
Also, inefBciencies in detection and reconstruction con-
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tribute to this "shufHing" up the orders. In addition, in
examining these single-particle distributions, we have ig-
nored the effects of rescattering in the target, since it is a
small effect and our statistical precision is less for these
distributions.

The z distributions of the fastest particle from the
xenon and deuterium targets are compared in Fig. 16,
for both kinematic regions, low and high. The plots on
the left include the z distributions for Kinq, the "low"

range of kinematics; those on the right include the z dis-
tributions for Kin2, the "high" range of kinematics. The
distributions fxom the xenon target are at the top of each
column, while those from the deuterium target are sec-
ond; the ratios of the distributions, Xe/D2, are plotted
at the bottom of each column. The ratios indicate that
these distributions are consistent between the two tar-

gets, for both regions of kinematics.
The corresponding z distributions of the second fastest

particle kom the xenon and deuterium targets are com-
pared in Fig. 17, for both kinematic regions, low and
high, while those &om the third fastest particle are com-
pared in Fig. 18. The ratios indicate that these distri-
butions are also consistent between the two targets, for
both regions of kinematics.

B. Steepening with order

In comparing the z distributions for the 6rst three
fastest charged particles, it is clear that they steepen
with increasing order. We can quantify this by examin-
ing the slope values kom the exponential 6ts, described
by Eq. (25j. If we focus on the data &om the deuterium
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FIG. 16. zq distributions: Xe and Dq. These plots show
the z-distributions of the fastest particles from xenon and
deuterium and the ratios of the distributions. The distribu-
tions on the left are from events in the low kinematic region:
Kin&, while those on the right are from events in the high kine-
matic region: Kin2. The data from these plots are tabulated
in Tables XXI and XXXV.

FIG. 17. zq distributions: Xe and Dq. These plots show
the z distributions of the second fastest particles &om xenon
and deuterium and the ratios of the distributions. The dis-
tributions on the left are from events in the low kinematic
region: Kin~, while those on the right are from events in the
high kinematic region: Kin2. The data from these plots are
tabulated in Tables XXII and XXXVI.
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Kin2 sample, the slopes progress f'rom fastest to third
fastest as —6.7, —16, and —31.

The steepening of the distributions with increasing or-
der was to be expected, given the known distribution of
multiplicity and the kinematic constraints on the z order-
ing. Let the z distributions of the first three fastest par-
ticles be represented by the functions hq(z), hz(z), and
hs(z), which are defined on the intervals (0, 1), (0, 1/2),
and (0, 1/3), respectively. Then, the mean members of
particles produced with these respective orders are given
by the integrals of the three curves:

1/2

(n2) = A,z(z)dz,
0

(41)

1/3
(ns) = hs(z)dz.

0

If the distribution of the second-ordered particles were to
have the same shape as that of the Brst-ordered particles,
then the functional representations should differ only by
a scale factor. Since all three distributions must vanish
as z approaches the upper limit of the kinematically al-
lowed range, somewhere near the upper limits the rates
must have similar values; this sets the size of the scale
factor. If all three distributions had a functional form
proportional to e ', then the scale factor between the
order-2 and order-1 particles would be (1/20); the scale
factor between the order-3 and order-1 particles would
be (1/55).

Empirically, the multiplicity distribution does not fall
off nearly this quickly. There are many more order-2
and order-3 particles than indicated by the hypothesis
of similarly shaped distributions. Therefore, since the
upper limits of the distributions are 6xed, the slopes must
steepen to increase the mean production of particles and,
thus, to increase the area under the curve.
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FIG. 18. z3 distributions: Xe and Dq. These plots show
the z-distributions of the third fastest particles &om xenon
and deuterium and the ratios of the distributions. The dis-
tributions on the left are from events in the low kinematic
region: Kinq, while those on the right are &om events in the
high kinematic region: Kinq. The data &om these plots are
tabulated in Tables XXIII and XXXVII.

The steepening is caused by the multiplicity and the
kinematic constraints. The kinematic constraints can be
removed by rescaling the energy of each hadron by the
energy available to it, progressing down the ordering in
z. Thus, the energy of the second fastest is scaled to the
energy available to it, by Eq. (6). Similarly, the energy
of the third fastest is scaled to the energy available to it,
by Eq. (8).

We compared the distributions of the rescaled-z vari-
ables between xenon and deuterium. These rescaled-z
distributions for tha low kinematic range are shown in
Fig. 19, with those &om xenon on the left and deuterium
on the right. The distributions for the high kinematic
range are displayed in Fig. 20. It is apparent that the
slopes of these distributions for the fastest three charged
particles are consistent within the experimental errors,
although there is a residual trend to steepen, which we
will discuss in the next section. It is also evident that
the distributions for a given target are consistent across
the two kinematic regions.

The ratios of these rescaled distributions (zz and zs)
of xenon over deuterium are shown in Fig. 21, for both
kinematic ranges; in both sets the ratios are consistent
with unity. The ratios of the distributions in zi have
been shown in Fig. 16.

D. Rescaled x arith x,„cut
In the analysis of the rescaled-z distributions, only re-

constructed charged particles contributed, so there was
some contamination in each distribution &om the "shuf-
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zsum = zch.
ch

(43)

The maximum z value that a missing particle could have

Hing" of the particles. Neutral particles and charged
particles whose tracks failed reconstruction were miss-

ing from the ordering, so the next reconstructed order
particles shuRed up into their positions. %e attempted
to eliminate this contamination kom the rescaled distri-
butions by requiring that each event had sufBcient re-
constructed energy to rule out a missing intermediate
particle from the ordering, using the sum of z of the re-
constructed charged particles defined by the following:

was given simply by z~,t ——(I —z,„).Therefore, if
zq ) z~,t there could not be a missing particle which
should have been ordered as the fastest particle. Simi-
larly, if z2 ) z~,q there could be no missing intermediate
particle between those defined as the fastest and the sec-
ond fastest, and if z3 ) z~,q there could be no missing
intermediate particle between those defined as the second
fastest and the third fastest.

The rescaled-z distributions with the z,„restrictions
are shown in Fig. 22 as the diamonds, overlaid on the
unrestricted distributions, the simple crosses. The dis-
tributions from xenon are on the left, while those from
deuterium are on the right. (These distributions include
the full kinematic range, defined by the "final kinematic
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FIG. 19. Rescaled-z values, low kinematics. These plots
show the distributions of the rescaled-z values for xenon
(a,c,e) and deuterium (b,d,f). In (a) and (b) are the dis-
tributions for the highest z track; the rescaling has no effect
on these values. In (c) and (d) are the distributions of the
rescaled-z values for the second highest z tracks. In (e) and
(f) are the distributions of the rescaled-z values for the third
highest z tracks. The rescaled data from these plots are tab-
ulated in Tables XXIV and XXV.

FIG. 20. Rescaled-z values, high kinematics. These plots
show the distributions of the rescaled-z values for xenon

(a,c,e) and deuterium (b,d,f). In (a) and (b) are the dis-
tributions for the highest z track; the rescaling has no effect
on these values. In (c) and (d) are the distributions of the
rescaled-z values for the second highest z tracks. In (e) and

(f) are the distributions of the rescaled-z values for the third
highest z tracks. The rescaled data from these plots are tab-
ulated in Tables XXIV and XXV.
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E. Evaluation of ordering
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To discuss the significance of the scaling, we refer to
the Feyuman-Field-Fox work of Ref. [33]. They assume a
priori that the formation of the "primary mesons" would
proceed in a scaled fashion. Our data distributions &om
the successive z orderings are consistent with a single par-
ent distribution. This parent distribution can be taken
as the analogue of the probability function of fragmen-
tation chain hierarchy, I'(z) [33]; however, in our case
the parent distribution is ordered according to the phys-
ically observable z and not to position in the &agmenta-
tion chain. The scaling of the data distributions of the
observable quantity is information additional to the as-
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FIG. 21. Ratios of Xe/Dz rescaled-z distributions. These
plots shovr the ratios of the rescaled-z distributions of xenon
over deuterium. On the left are the ratios for the low kine-

matic region: Kinq, on the right are the ratios for the high
kinematic region: King. The ratios on the top row are for the
rescaled-zq particles, vrhile those on the bottom are for the
rescaled-z3 particles. The data from these plots are tabulated
in Tables XXXVIII and XXXIX.

cuts" in Table IX). The low-z end of the restricted distri-
butions is cut off due to the z~„qcut, which is efFectively a
minimum-z cut. For values of z greater than 1/2, clearly
this cut has no effect. The exponential fit has been per-
formed on this "unambiguously ordered" region, and the
results are included in the plots.

There is some evidence that these distributions, espe-
cially that of zs, have different slopes on either side of
z = 1/2. It is likely that the steeper slope at low z is
caused by the contamination of the sample by the shuf-

Sing effect. The slope on the high-z side, however, can be
compared between the orders. It is apparent that these
slopes of the distributions for the fastest three charged
particles are all consistent within the errors. This is sug-
gestive of some fundamental process involved in the frag-
mentation that results in this characteristic distribution.

We have combined the data &om the 6rst three fastest
particles for the whole kinematic range, separately for
both the xenon and deuterium targets. These distribu-
tions are plotted in Fig. 23 as functions of the rescaled-z
variables. The distributions from xenon are on the left,
while those &om deuterium are on the right. The sam-
ples including only those hadrons which satisfy the z,

„

restriction are shown as the diamonds, overlaid on the
»@restricted distributions, the simple crosses. The expo-
nential 6ts of the upper z regions are consistent between
the two targets.
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FIG. 22. Rescaled z ) zl, t, . These plots shower the distribu-
tions of the rescaled-z values for xenon (a,c,e) and deuterium
(b,d, f); the diamonds represent the distributions with contri-
butions only &am tracks with z; ) z&o,t. In (a) and (b) are
the distributions for zq,. in (c) and (d) are the distributions of
the rescaled zz, while in (e) and (f) are the distributions of the
rescaled z3. These plots include data from the full kinematic
range; the data are tabulated in Table XXVI.
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sumptions used in Ref. [33] to describe the rank-hierarchy
of primary production. The fact that the data behave
well under the ansatz of scaling may indicate a strong
correlation between z ordering and production hierarchy.

We have examined this ordering on a sample of LUND

(which contains the Feynman-Field-Fox scaling feature)
Monte Carlo events, generated for a deuterium target
for the full kinematic range. The distributions of the
muon-scattering variables were not matched to our data
samples, but in the factorization approximation this
should not affect the hadron distributions. The plots
in Figs. 24(a), 24(c), and 24(e) show the distributions of
charged hadrons as functions of the variables zq, zq, z3,
respectively. The hadrons in these distributions were re-
stricted to production at the primary vertex but were not
required to pass reconstruction; thus, the distributions do
not contain the effects of shufHing due to inefficiencies of
reconstruction. They do, however, contain the shufBing
due to intermediate neutral particles and decays. In Fig.
24(d) the distribution of second fastest charged hadrons
is plotted as a function of the variable rescaled z2, and
in Fig. 24(f) the distribution of third fastest charged
hadrons is plotted as a function of the variable rescaled
z3. This rescaling was performed, as in the data, using
only the energy of the charged hadrons, so the eKects of
shu6ling due to intermediate neutrals are present. The
distributions &om the Monte Carlo simulation look very
much like those &om data, including the similarity of
the rescaled distributions. This is quantified by compar-
ing the fit results and errors for the normal z with the
deuterium results in Figs. 16, 17, and 18 [plots (c) and
(d)] and comparing those for the rescaled z with the deu-
terium results in Figs. 19 and 20 [plots (c) and (d)]. There
are no 3o deviations between the Monte Carlo simulation
and the data.

We must point out several caveats to bear in mind
in this evaluation. First, we have examined only those
hadrons linked to the primary vertex in each event as
our approximation to the distribution of production of
primary mesons. Second, incidences in which a resonance
carries the highest energy &action and then divides it
among its decay products will not contribute directly to
the proper z ordering of primary production. A corollary
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to this is that a decay product of a resonance can be
mistakenly assigned to primary production, though these
decay products will usually fall to lower orderings of z.
Finally, we stress that only the unambiguously ordered
data distributions yield a valid measurement of primary
production ordering.

VII. CONCLUSIONS

We have examined the z distributions of the final state
hadrons, comparing scatters &om a xenon target to those
&om a deuterium target. We have examined. the d.istribu-
tions in several distinct kinematic regions, in particular

FIG. 24. Monte Carlo rescaled z. These plots show the
distributions in z snd in the rescsled-z values for s (LUND)
Monte Carlo deuterium sample. In (s), (c), snd (e) are the
distributions of charged hadrons as functions of the variables
zq, zz, zs, respectively. In (d) the distribution of second
fastest charged hadrons is plotted as a function of the variable
rescsled zz. In (f) the distribution of third fastest charged
hadrons is plotted as a function of the variable rescaled z3.
These data are tabulated in Tables XXVIII and XXIX.
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in the region of shadowing, where the total cross section
exhibits a strong dependence upon the target material
and where hadron studies have not been performed pre-
viously. These z distributions of the final state hadrons
have shown no dependence on the target, even in the
kinematic regime of shadowing; the ratios of the distribu-
tions from xenon to deuterium are consistent with unity.
In addition, the distributions show little discernable de-
pendence on the event kinematics.

Our data are &om events with large energy transfer, v;
an analysis of low-v scatters may be found in Ref. [34].
We have assumed that all of the final state hadrons form
outside of the nucleus and that they cannot, therefore, be
attenuated by the nucleus; our data are consistent with
this assumption. If the struck quark were attenuated due
to its traversal of the nuclear matter in a nucleus, then
the resultant final-state z distribution should "steepen. "
For a hadronlike interaction, the fractional probability
of such a postulated rescattering in the xenon nucleus
would have had a value of I = 0.87; our data indicate
that this &actional probability is less than I = 0.164, at
the 95% confidence level. From these examinations of
the z distributions it appears that there is little attenu-
ation of the struck-quark system traversing nuclear mat-
ter. Consequently, the production of final state hadrons
in muon-nucleus scattering is different than in hadron-
nucleus scattering. It would be interesting to search for
nuclear dependence in the nondiffractive channel of real
photoproduction, in which Qz is exactly zero.

We have made several observations based upon the or-
dering of the hadrons according to their energy fractions.
The single-particle distributions of similarly z-ordered
hadrons appear to belong to the same parent distribu-
tion, regardless of the target material or of the event
kinematics. In defining a variable which scales the en-
ergy of a given final state hadron to the energy available
to that hadron, we have observed that the differential
rate of production of a hadron, as a function of this vari-
able, looks similar for all hadrons in the forward region of
the fragmentation chain. This suggests that the shape of
the distribution is related to some fundamental property
of &agmentation.
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APPENDIX A: DATA SELECTION AND
CORRECTION

This section discusses examinations of the effects of
possible systematic errors [2]. The events used in this
analysis were taken on two targets, deuterium and xenon,
and were based on two triggers, LAT and SAT, as de-
scribed in Sec. A7. Since the triggers depended mainly
upon the incoming and scattered muons, no strong de-
pendence of the hadrons upon the triggers should be
expected; however, to justify merging the samples from
these two triggers, we show that no bias on the hadron
distributions was introduced by the trigger requirements.
Also, we detail the examination of the background and
the set of "cuts" developed to limit the contamination of
the hadron distributions by this background. The meth-
ods used to correct the data for acceptance are discussed
in Sec. A6.

1. Systematic error

From our examination of possible systematic uncer-
tainties, which we detail below, we estimate the system-
atic error on the z distributions, corrected for rescatter-
ing, to be less than 10%, above z = 0.2. The error on
the deuterium distributions before correction for rescat-
tering is 14', above z = 0.2. The acceptance corrections
become quite large for low-momentum tracks ( 50%),
which increases the systematic uncertainty on the distri-
butions for z values below about 0.2. We estimate the
systematic error on the distributions for z ( 0.1 to be as
much as 20%; we have, therefore, excluded this region in
the quantitative comparisons.
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2. s resolution

For examining distributions of z it is important to un-
derstand the resolution with which the values are cal-
culated. The &actional error on z is determined &om
Eq. (4) and can be written

(A1)

Obviously, the resolution on z will depend upon that of
v; the &actional resolution on the measurement of v can
be seen in Fig. 25, for the deuterium sample of events.
The energy exchange v is calculated from the difference
of the incident and outgoing muon energies, and the track
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and (23), while the overlap region is defined by the fol-
lowing kinematic restrictions:
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FIG. 25. v resolution. This plot shows the resolution on v,
b,v/v, as a function of v.
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measurement uncertainties are propagated to derive Av.
Since v is the diH'erence between two numbers, the frac-
tional uncertainty increases for lower energy exchanges.
This is clearly visible in Fig. 25.

In order to keep the resolution of the distributions of
z reasonable, we have chosen to restrict the sample of
events to those with reasonable resolutions on v, using
the criterion 100 & v & 500 GeV. In Fig. 26, the resolu-
tion plots of z now have this restriction applied and are
shown distinctly for three ranges of kinematics: Kini,
Kin2, and overlap. The first two are defined by Eqs. (22)

It is evident that the resolution on z is consistent for all
three ranges of kinematics.

There were a few tracks in the samples which were
unphysical, i.e., had z values greater than 1; there were
also tracks which were second highest in energy but which
had energies greater than 0.5v. We attempted to under-
stand the source of these tracks and to devise cuts which
would reject them. These unphysical tracks appe~: ~u

have characteristically poor resolution. With a z reso-
lution of 10%, one would expect to find z values out to
about 1.1 or thereabout. After we rejected the tracks
with poor energy resolution, AEh/Eh ) 0.1, and un-

physical energies, Eh & 1.2v, the z distributions for the
fastest, the second fastest, and the third fastest hadrons
each had very little leakage above its respective phys-
ical barrier of 1.0, 0.5, and 0.33. The few tracks whicn
failed these quality cuts appeared to be extra beam muon
tracks.

A lack of resolution would smear out the distribution
in z. Since the distribution drops roughly exponentially
with increasing z, the smearing would result in entries
froxn the z, bin "spilling down" into the z;+i bin, which
would flatten out the histogram of the parent distribu-
tion. Since the fractional error on z is constant as a func-
tion of z, as evidenced from Fig. 26(a), the smearing will
have the largest effect at high z. We estimate this sys-
tematic error at high z to be less than 3%. A systematic
shift in the momentum and energy measurements would
also shift the z distributions; we estimate this systematic
error to be less than 8%.
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FIG. 26. z resolution, 100 & v ( 500 GeV. These plots
show the resolution on z as a function of its dependent vari-
ables: Es and v, but with a restricted range of v values. Az/z
is plotted as a function of z in (a), of v in (b), and of Eh in (c);
for each plot, three ranges of q and 2;s„.are shown overlaid.

The experiment took data scattered &om both deu-
terium and xenon. The target vessels resided inside the
streamer chamber, which required that all target material
be nonmetallic. The vessel used for the liquid deuterium
target was 8.9 cm in diameter and 115 cm long and was
constructed of 1 mm thick Kapton. The xenon was a high
pressure (14 atm) gaseous target, and the vessel was con-
structed of Kevlar™and epoxy, 1 rnm in thickness; this
vessel had a diameter of 7.2 cm and a length of 113 cm.
Information about the targets is listed in Table VIII.

The deuterium target was almost 1/3 of a nuclear inter-
action length and 1/4 of a pion-interaction length; correc-
tions for the reinteraction of hadrons produced in deep-
inelastic scatters were discussed in Sec. IV. The xenon
target was almost a full radiation length of material, and
this resulted in increased incidence of muon-electron scat-
tering and muon-bremsstrahlung events over the lighter
target.
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TABLE VIII. E665 target properties. Z is the atomic number and A is the atomic weight.
The I~ value is the fraction of radiation lengths in the target, while the ID value is the &action
of nuclear iateraction lengths. We take L to represent the length of the target in terms of the
vr-deuterium inelastic scattering.

Target

Xe
D2

Z/A

54/131.3
1/2.0

Length
(cm)
113
115

Diameter
(cm)
7.1
8.9

Density
(g/cm')

0.085
0.162

1.00
0.13

0.05
0.312

0.044
0.225

b. ~ggers

There were two physics triggers implemented in E665:
the large angle trigger (LAT) and the small angle trig-
ger (SAT). Their names indicate the major differences ia
their respective designs. The LAT had angular accep-
tance down to about 3 mrad, which corresponded to a
minimum Qs of about 2.7 (GeV/c)s. The SAT had aa-
gular acceptance down to about 1 mrad and a minimum
Qs of about 0.5 (GeV/c) for full acceptance. The SAT
was restricted to take only 12% of the beam phase space
used for the LAT.

c. Event rejection

After reconstruction of events, the four data samples,
deuteri»m (SAT), deuterium (LAT), xeaon (SAT), and
xenon (LAT), were subjected to a set of rejection cuts;
the effects of these cuts are s»mmarized ia Table IX. The
initial event samples contain those events with a recon-
structed beam muon, a reconstructed scattered muon,
and a reconstructed event vertex, with some minimal re-
quirements on kinematic quantities. First, events were
removed from periods which had poor detector perfor-
mance. The next operation was to remove the events
from the LAT sample which satisfied both triggers SAT

aad LAT, to avoid double-counting them. The events
which contained more than one incoming muon in the
beam spectrometer were eliminated. The major rejection
occurred due to the application of the initial kinematic
cuts, listed in Table IX.

In order to reduce the contaminatioa of difFractive me-

son production, the following criteria were employed. If
an event had two and only two charged hadron tracks and
these tracks were of opposite charge and carried greater
thaa 90% of the energy transferred, thea the invariant
mass was calculated; if this mass was determined, within
errors, to be that of the po (0.770 6 0.2 GeV) or the P
(1.020+ 0.2 GeV) or the photon (0.0 +0.2 GeV), then
the event was rejected. The reconstructed event vertex
was required to have a 6t with a y~ probability greater
than 0.1%.

For this analysis, no radiative corrections have been
applied; instead, a sample of deep-inelastic-scattering
events was chosen with a limited level of contam-
ination due to muon-electron scattering and muon-

bremsstrahluag radiation. These electromagaetic events
would yield apparent kinematic values primarily at high

y and low zg;, the p-e scattering events yield an apparent
value of err; = 5 x 10 . Thus, the maximum y-cut aad
minimum zg;-cut eliminate much of this contamination,
but some should remain throughout the full kinematic
range. To reduce this remaiaing contamination, we ap-

TABLE IX. Event selection. This table indicates the number of events rejected by each listed
cut. The cuts are listed in the order of their application to the data. The Snal number of events
surviving all cuts is listed at the end for each target and trigger.

Sequence of cuts
Initial number of events
Poor detector performance
Events satisfying both LAT and SAT
Multiple incoming beams
Initial kinematic cuts:
50 ( v & 550, y & 0.8,
xn; & 0.0007, Q' & 0.01
Diflractive removal

probability of vertex ( 0.001
Events cut by CALCUT-1
CALCUT-2: Ncius ( 3
Final kinematic cuts:
100 ( v ( 500, y ( 0.75 xBj ) 0 001,
(Q ) lory(0. 5),
—11.6m (X„„t,„(—10.6m
Final number of events

D2(SAT)
72652

7127

5337
49934

196
79

172
1682
4872

3253

Dg (LAT)
31546

2054
3235
1201

10194

136
88

248
912

5757

7721

Xe(SAT)
216860

13707

16951
174291

237
138
326

3652
4716

Xe(LAT)
32398

2506
2966
1590

12552

137
73

269
1356
4733

6216
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plied an event rejection based on a set of calorimeter mea-
surements. The energy deposited in the calorimeter was
defined to be the suxn of the energies of the clusters found
in the calorixneter, which had more than 2 GeV each. If
this energy was greater than 90% of the energy trans-
ferred in the event, then the event was rejected. This is
listed in Table IX as CAI CUT-1. If the event survived
this cut, then a more sophisticated topology was inves-
tigated; if the event had only one or two valid clusters
found in the calorimeter which summed to more than
50% of the energy transferred, then the event was re-
jected. In Table IX this cut is listed as CALCUT-2. A
comparison of radiative corrections and calorimeter re-
jection techniques can be found in Ref. [6].

Finally, a set of kinematic cuts was applied. The num-
bers of events remaining after these rejections are listed
in Table IX. Further details about the event selection
may be found in Ref. [2].

d. Eeent tosses frem m in the calorimeter

The number of events rejected by the calorimeter cuts
due to x &om deep-inelastic scattering events should
be less than about 2.5%. This estimate was based on
the following evaluation. The probability of producing
a charged hadron with &actional energy of the event
greater than a half is given by the integral over the dif-
ferential cross section for hadron production:

j, e 'dz
P(z & 1/2) = '

e —~'dz
0

With the generic value of 6 = 6, the probability is roughly
5%. 7ro production is about half of that of charged
pions [35]; conversion of the two decay photons into
electron-positron pairs and acceptance for the members
of the pairs in the calorimeter reduces the probability
below 2.5%.

4. Track rejection

We imposed some quality cuts on the tracks selected.
These cuts are listed in Table X. To be included in the
initial sample, a track had to have a sufhcient number

of hits. Since this study concerned the fastest particles
from hadronization and the eKects of nuclear matter on
their forxnation, we only considered particles propagating
from the primary vertex. The determination of whether
or not a track should be fitted to the primary vertex was
left to the vertex processor. Further details about the
track selection may be found in Ref. [2].

5. Calorimeter cuts

a. Bmm, sstrehlung contatninatien

(Q ) 1GeV /c

ZBj ) 0.001 AND

QR y(05).
(A4)

In Figs. 29(a) and 29(b), the z distributions indicate

The extent to which the calorimeter cuts biased the re-
sultant data samples can be examined by looking at some
distributions for the events which have been cut by the
calorimeter rejection. These distributions are shown in
Figs. 27—29, with the events which survived the calorime-
ter cuts shown on the left and those which were rejected
by the calorimeter cuts shown on the right. The sam-
ple of xenon SAT events was used for the distributions,
since it should contain the most contamination of elec-
tromagnetic processes, because of the large charge of the
xenon nucleus and the high acceptance of those triggers
for small angle scatters.

It is evident from the kinematic distributions for v, Qz,
z», W, and y that the rejected events are characteris-
tically different from deep-inelastic scattering. From the
"log~s Q versus log~0 y" plots in Fig. 28 it is clear that
the rejected events fall primarily in the region in which
radiative processes dominate. The use of a minimum
cut of z» & 0.001 reduces the contamination of muon-
electron scattering and muon-bremsstrahlung radiation.
The slanted line on the plots indicates the contour of
constant xB~ for our mean beam energy of 490 GeV. The
rms spread of the beam energies was 50 GeV, and we had
beam energies between 200 and 800 GeV; consequently,
the cut of xB& & 0.001 does not follow this line for all
events. In addition to using this xB; cut, we removed a
bit more of the "corner" of the plot in Fig. 28; specifically,
we kept the event only if

TABLE X. Track selection. This table indicates the number of tracks rejected by each listed
cut. The cuts are listed in the order of their application to the data. The final number of tracks
surviving all cuts is listed at the end for each target and trigger.

Track cuts
Initial number of tracks
Failed fit

probability & 0.001
Not fitted to a vertex
Not primary vertex
b,E/E & 0.1
E ) 1.2v
Final number of tracks

Dg(SAT)
9715
418
296

1808
955

32
2

6204

Dg (LAT)
25464

994
834

5030
3216

125

15264

Xe(SAT)
8351

342
273

1618
850

40

5228

Xe(LAT)
20360

886
725

4161
2416

91

12079
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that the produced charged particles in the rejected events
are more evenly distributed in the available energy. This
is suggestive of an electron &om a p conversion. The
multiplicity distributions, Figs. 29(e) and 29(f), indicate
that mainly events with no produced charged particles
were rejected and that these events had a difFerent topol-
ogy than the surviving events. The z and multiplicity
distributions for deuterium LAT are shown in Fig. 30.
This sample should be the least contaminated with elec-
tromagnetic background; the distributions look similar
to those kom the events surviving the calorimeter cuts.
These calorimeter cuts were imposed on the events used
in the analysis of the hadronic final states.

Survived &————-& Rejected

6. Corrections for acceptance and reconstruction

a. Defining the correction function

To extract the distribution from the physical process
of interest from that observed in an experiment, we must
account for the infIuence of the apparatus and the limits
of the reconstruction's performance. Throughout the pa-
per, we have called this recovery "correcting the results
for acceptance. " This process can be expressed within
the class of integral Fredholm equations, where a Fred-
holm equation of the first kind has the form [30]

P(z) = f K(z~zo)4(zo)dzo.
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FIG. 27. v, Q, xn;, W', y, Bremsstrahlung removal. On
the left are the distributions from the events which survived
the calorimeter restrictions, and the ones on the right are from
the events which were rejected by the calorimeter. These data
have not been corrected for acceptance.

FIG. 2g. Q versus y, bremsstrahlung removal. On the
left are the distributions from the events which survived the
calorimeter restrictions, and the ones on the right are from
the events which were rejected by the calorimeter. These
data have not been corrected for acceptance.
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distribution observed in a measurement. 4'(zo) is the
unknown true distribution generated by the physical pro-
cess. The kernel K(z~zo) maps the function 4(zo) onto
the function P(z). In order to return to the true distribu-
tion 4 (zo) from the observed distribution P(z) the kernel
must be understood and its inverse found. In principle,
the kernel may be a function of several variables which
are relevant to the distribution in question.

The use of a Monte Carlo program is helpful for deter-
mining the relevant kernel, since both the true distribu-
tion and the observed distribution are known. Then, for
each efFect a projection of the kernel onto that variable
can be made, and the variables upon which the kernel
displays major dependence can be found.

Survived &-——————-) Re]ected

10 r= Entnes
Mean

-..RMS
10 i-

10

5228
0.174
0.15

(s)

3. 4B110 0.537
OM

10
, (b)

fo
I'+i+p + ~+I++t'+~

Entries
Mean
RMS

r ~ ~

~ E ~ a I I ~ 4 ~ I ~ ~ I E

0 0.4 0.8 1.2
~ a I ~ I a s ~ ~ I ~ ~, a a

0 0.4 0.8 1.2

103, Entries 2842
Mean 0.324
RMS 0.25

10 r +~
(c)

1O

103, Entries 3117
Mean 0.100
FNS 022

10 r
(d)

10 ..&$4&ty~t t& 4+

~ ~ S ~ I ~ ~ ~ k I 0 ~ I

0 0.4 0.8 1.2

1000
Entries 2842
Mean 2.34
RMS 1.3

3000

I ~ I ~ a ~ ~ I s ~ ~ ~

o 0.4 0.8
Xz

Entries 3117
Mean 0.848
RMS OAO

500- (e) 1500-

0 I I

0123456789
0

0123456789
MultiplicityMultiplicity

Entries 2842
'

- Entries 3117
1 .— Mean 5.81 1 .- Mean 3.07

RMS 2.2 FNS

0.75 .— 0.75 .-:;(g)-:-W (h)

0.25 —— 0.25 .—

0 I I I I I I I I I 0 I I I I I I I I I

0 123456 789 0 1234 58789
&~vs Multtplicity &~ vs Multiphcity

FIG. 29. z and multiplicity distributions, bremsstrahlung
removal. On the left are the distributions from the events
which survived the calorimeter restrictions, and the ones on
the right are from the events which were rejected by the
calorimeter. Plots (s) sad (b) show the uaaormslized z dis-
tributioas. Plots (c) sad (d) show the summed z per event,
sad (e) sad (f) show the multiplicity. Plots (g) sad (h) show
the mean-value of the summed z per event as a function of
the multiplicity. These data have not been corrected for ac-
ceptance.
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FIG. 30. z and multiplicity distributions of D2 I AT. Plot
(s) shows the summed-z, P z, per event; (b) shows the mul-

tiplicity distribution, snd (c) shows the mesa value of the
summed z per event, (g z), as s function of the multiplicity.
These data have not been corrected for acceptance.

b. Monte Carlo events
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Raw
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CorrcGtcd

FIG. 31. Monte Carlo simulation compared to data. The
plot in (s) shows the rsw (uacorrected) data distribution as
the points with errors; these data are from the full kinematic
range from the deuterium target. The histogram overlaid on
these data is from fully reconstructed Monte Carlo events.
The plot in (b) shows the data distribution corrected for ac-
ceptance; the histogram overlaid on these data is from the
true Monte Carlo distribution.

We have used Monte Carlo events to map the correc-
tion function. For this analysis, events were generated
using the LUND program, version 4.3 [10]; a description
of the choices of parameters may be found in Ref. [36].
For mapping the correction function, the actual forms
of the generated true distributions, 4(zo), must be rea-
sonably similar to those observed in the data, and the
detector system must be modeled in great detail, includ-
ing time-dependent chamber eKciencies.

To indicate the level to which our Monte Carlo pro-
gram mimicked our detector and the particle trajectories
through it, we compare two distributions in Fig. 31. The
plot in Fig. 31(a) shows the raw (uncorrected) data dis-
tribution as the points with errors; these data are from
the full kinematic range &om the deuterium target. The
histogram overlaid on these data is from fully recon-
structed Monte Carlo events. The plot in Fig. 31(b)
shows the data distribution corrected for acceptance; the
histogram overlaid on these data is from the true Monte
Carlo distribution. Comparing these distributions using
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Eq. (31) yields a value of gz& of 0.814 for the "raw" dis-
tributions ia Fig. 31(a) and of 1.060 for the "corrected"
distributions in Fig. 31(b); each comparison was made
over the range of z indicated in Eq. (30), resulting in 10
degrees of &eedom. The Monte Carlo distributions are
sufficiently similar to the data distributions.

I' o.rf
J++i++

-tT+ T I
s I
I ~ I ~

I I

c. MaIrJring the correction function
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Comparing fully reconstructed Monte Carlo tracks to
the true tracks, we examined the dependence of the ac-
ceptance upon z, the position and slope of the tracks
entering the apparatus, and upoa the momentum of the
tracks. The acceptance showed the strongest dependence
upon the momentum of the tracks and little dependence
upon the other variables. Therefore, we defiaed the basis
of the kernel to involve only the one variable, the mo-
mentum of the tracks. The detailed examination may be
found in Ref. [2(b)].

In comparing the reconstructed tracks to the true
tracks, we factorized the acceptance into two compo-
nents: fiducial and detector acceptance. The fiducial ac-
ceptance involves those tracks which traversed the for-
ward spectrometer, and it was defined by the tracks
reachiag the first chamber in the momentum-measuring
magaet. We collected and analyzed data only inside this
fiducial volume. This correction depends upon the geom-
etry of this fiducial and upon the spacial distribution of
particles from the events; we must rely upon the Monte
Carlo program to describe this particle distribution ia or-
der to correct for the fiducial acceptance. This correction
is, however, time indepeadent, since it does not depend
upon the operation of the detector elements. The accep-
tance of true tracks from the Monte Carlo tracks into our
fiducial volume is shown in Fig. 32, as a function of the
energy of the particle; the stifFer, more energetic tracks
make it into the detector, with some loss due to hadronic
interactions with the material between the target and the
detector.

The other component of the acceptance involves the
efficiency of the detector recording and reconstructing
the track, once it has catered the fiducial volume. This

0 ~ I ~ ~ ~ ~ I ~ ~ 5 ~ I ~ ~ ~ ~ I ~ 0 ~ ~ I ~ ~ ~ ~ I ~ ~ s s I ~ ~ ~ I I

10 20 30 40 50 60 70 80
Hadron Energy (GeV)

FIG. 33. Detector acceptance. This plot shows the ratio
of the reconstructed tracks divided by the true tracks passing
into the fiducial volume of the detector, as a function of their
energy. The distribution has been fitted to the functional
form of Eq. (A7).

component is fairly insensitive to the actual form of the
generated true distributions, but it is dependent upon
the time-dependent chamber eKciencies. This detector
acceptance is plotted in Fig. 33, again as a function of
the particle energy.

The full acceptaace of the forward spectrometer (the
product of the fiducial and detector acceptances) was
poor for low-energy tracks, but leveled out for tracks with
energies above 20 GeV. Since the minimum v was set at
100 GeV, using a minimum value of z = 0.2 in quantita-
tive analyses limits the analysis to tracks with energies
above 20 GeV, and hence avoids this region of low accep-
tance.

d. Smoothing end inset tiny
the correction function

One possible way to invert the kernel would have been
simply to put the inverse of each channels' content into
another histogram. However, this scheme is susceptible
to statistical fiuctuations from bin to bin. Smoothiag a
distribution for use as a kernel has been discussed in some
analyses [37—39]. Choosing to smooth the acceptance
fuaction alleviates the dependence on the model of the
generation and reduces the aumber of events which must
be generated to obtain sufficient statistical precision so as
not to dominate the errors on the corrected distributions.

One technique for smoothing a distribution is to fit a
parametrized curve to it. The error &om a fitted function
is much smaller at a given value of the correction variable
than that of a bin of the histogram &om the generation
itself. We applied this technique to the two acceptance
components.

To the fiducial acceptance distribution as a function of
the energy of the tracks, shown in Fig. 32, we fitted the
parametrization

FIG. 32. Fiducial acceptance. This plot shows the accep-
tance of tracks into the Sducial volume of the detector, as a
function of the energy of the tracks. This is the fraction of
Monte Carlo true tracks from the primary vertex which pass
into the flducial volume of the detector. The distribution has
been fitted to the functional form of Eq. (A6).

~(E) = Fi —(Fz + FsE+ F4Ez)e (A6)

where E was the energy of the track and the I"; were the
five parameters of the fit. These parameters are listed in
Table XI; the reduced y &oxn the fit was 1.15.

Ta the detector acceptance distribution as a function
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TABLE XI. Fiducial acceptance. This table contains the
values of the parameters from the fits to the fiducial accep-
tance function, given by Eq. (A6).

+1 +F1 +2 ++2 +3 ++3 +4 ++4 +5 ++5
0.957 0.002 1.99 0.13 -0.73 0.14 0.60 0.05 0.577 0.009

ing the reconstructed z value with respect to the true
Monte Carlo z value was small, and we neglect it. The
other relevant measure of reconstruction is the fraction
of fake tracks created by the software algorithms. We de-
termined this fraction to be less than 2—4%, independent
of the z of the track.

of the energy of the tracks, shown in Fig. 33, we fitted
the parametrization

s~(E) = P, P, -. (A7)

We applied this correction on a track-by-track basis in the
generation of the final z distributions, thus performing
the integration of the Fredholm equation (A5).

For tracks with more than about 20 GeV, the correc-
tion was essentially a constant value of about 1.31 with
an error of about 0.009 for a value of z 0.5. This was
much less than the errors on the z distributions, so we
did not propagate the error &om the corrections for ac-
ceptance through to the final distributions; this source
of systematic error is less than 1%. The effect of smear-

where E was the energy of the track and the P, were
the three parameters of this fit. The time dependence of
the chambers was taken into account in the Monte Carlo
simulation, and the parameters are shown as a function
of time in Table XII, along with the reduced y &om the
fits.

We simply use the product of Eqs. (A6) and (A7) as
the definition of the kernel for the acceptance correction.
Since the functions s~(E) and ski(E) are analytic in our
energy ranges, the inverse kernel was simply

'F. SAT and LAT triggers
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The two physics triggers implemented in E665, the
LAT and the SAT, had different rates and different ac-
ceptances. Since the acceptances were different, the kine-
matic distributions for the two trigger samples were, of
course, also different. The raw distributions of event
rates, as functions of the kinematic variables Q, zBi, v,
and R'2, are shown for both trigger samples for the deu-
terium target in Fig. 34 and the xenon target in Fig. 35.

TABLE XII. Time-dependent acceptance. This table con-
tains the values of the parameters from the its to the detec-
tor acceptance function, given by Eq. (A7), along with the
reduced y for each fit. The time dependence of the detector
acceptance is listed.
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FIC. 34. Raw trigger kinematics for Dq. The plots on the
left are from the SAT sample; the plots on the right are &om
the LAT sample. These data have not been corrected for ac-
ceptance but are the raw event rates, after the final kinematic
cuts.



50 SCALED ENERGY (z) DISTRIBUTIONS OF CHARGED. . . 1865

These event rates include all those events which survived
through the "final kinematic cuts" listed in Table IX.
These data have not been corrected for the trigger ac-
ceptance or for detector acceptance.

The SAT used hodoscopes in the beam spectrometer
to define the beam-muon trajectory and an electronic
lookup table to predict where this muon should impinge
upon hodoscopes in the muon spectrometer, if it failed to
scatter. If these predicted counters fired, then the event
was vetoed. This trigger was prescaled to take only 12'%%uo

of the beam phase space used for the LAT.
The LAT used the beam hodoscopes only to define

the timing of the beam muons. It required hits in the
outer hodoscopes in the muon spectrometer in three of
the four stations for a valid trigger. In addition, how-
ever, the event was vetoed if there were hits in beam re-
gion hodoscopes in the muon spectrometer. More details
concerning the triggers can be found in Ref. [I].
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FIG. 36. z distributions for trigger overlap. These plots
show the distributions for all charged particles; those from
the SAT trigger are on the left, while those from the LAT
trigger are on the right. The distribution from xenon SAT
is in (a) and that from xenon LAT in (b); the distributions
from deuterium SAT and LAT are in (c) and (d), respectively.
These data have been corrected for acceptance.
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FIG. 35. Raw trigger kinematics for xenon. The plots on
the left are from the SAT sample; the plots on the right are
from the LAT sample. These data have not been corrected
for acceptance but are the raw event rates, after the final
kinematic cuts.

We investigated the justification for merging the data
from the SAT and LAT trigger samples. Although the
acceptance of the LAT should be a subset of the SAT,
the phase space of the muon beam for the SAT was only
12% of that of the LAT.

The events which satisfied both the LAT and the SAT
triggers were removed from the LAT samples of deu-
terium and xenon, but left in the SAT samples. Of these
3235 events in deuterium, only 1725 passed the kine-
matic and difFractive-removal cuts, and 1611 survived
the calorimeter cuts. There were 2966 original events
in xenon; 1258 survived the kinematic cuts, and 1089
survived the calorimeter cuts.

In order to compare the trigger samples, we chose
events with the same basic kinematic qualities, using the
kinematic overlap region defined by Eq. (A2). Both trig-
ger samples had enough events in this region to provide a
valid comparison, and these numbers of events are shown
in Table XIII.

The possible efFects of the two triggers on the hadron
distributions were of primary interest. The z distribu-
tions are plotted in Fig. 36, with those from the SAT
samples on the left and those from the LAT sample on
the right. The xenon samples are on the top, and the
deuterium samples are on the bottom.

Each distribution has been fitted to an exponential
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TABLE XIII. Kinematic overlap samples. The first four
lines indicate the numbers of events of the four samples which
satisfied the kinematic constraints of the overlap region. The
last two lines indicate the number of events in this overlap re-
gion which satisfied both triggers SAT and LAT; these events
were included in the SAT samples.

TABLE XV. Q distributions. This table contains the
event distributions tabulated as functions of q (GeV/c),
for both the low and the high ranges of kinematics, for both
the deuterium and the xenon targets. These data are graphed
in Figs. 4 and 5. The errors on the plots are simply the square
roots of the entries in each bin.

Sample
D2 SAT
D2 LAT
Xe SAT
Xe LAT
D2 LAT/SAT
Xe LAT/SAT

Number of events
583

3014
565

2413
401
247

APPENDIX 8: TABULATED DATA

function of the form of Eq. (25). Comparing the parame-
ters of these fits between distributions is a concise method
of comparing the distributions. Since these samples are
restricted to lie in a region with comparable kinematics,
they should belong to the same "parent" distributions.
The similarity of the "constant" and "slope" parameters
&om the fits with their errors suggests that the distribu-
tions &om the two trigger samples are consistent. Conse-
quently, we expect no biasing of the hadronic final state
distributions due to the merging of the samples from the
SAT and the LAT triggers for each target.

Q2

0.15
0.25
0.35
0.45
0.55
0.65
0.75
0.85
0.95

King

Xe
1

94
182
152
119
111
110
98

116

D2
0

138
219
226
137
148
139
125
125

Q2

7.5
12.5
17.5
22.5
27.5
32.5
37.5
42.5
47.5
52.5
57.5
62.5
67.5
72.5
77.5
82.5
87.5
92.5
97.5

102.5
107.5
112.5
117.5
122.5

Kln2

Xe
353
505
371
240
157
107

70
54
53
32
24
21
27
14
14
10
9
9
5
2
7
3

2

D2
421
568
409
255
182
132
91
58
46
51
37
17
32
16
22

9
13

9
5

7

3

In this section we have tabulated the data of the
physics results which are graphed throughout the paper.
Each table lists the corresponding figure in which its data
are plotted.

TABLE XVI. v distributions. This table contains the
event distributions tabulated as functions of v (GeV), for
both the low and the high ranges of kinematics, for both the
deuterium and the xenon targets. These data are graphed in
Figs. 4 and 5. The errors on the plots are simply the square
roots of the entries in each bin.

110
130
150
170
190
210
230
250( 02) 270

Error 290
0.158
0.084
0.073
0.076
0.105
0.126
0.270
0.217

(0.001 ( za; (
Q Ratio

0.13 0.739
0.21 0.856
0.36 0.776
0.59 0.747
0.98 0.917
1.62 0.918
2.70 0.902
4.50 0.796
7.41 0.960

12.30 0.927

0.025) (0.025 ( 2:s;
Error Q Ratio
0.086 2.04 0.935
0.050 3.47 1.004
0.032 5.75 1.024
0.025 9.77 1.000
0.031 16.22 1.137
0.035 27.54 0.918
0.045 45.71 1.272
0.050 77.62 0.653
0.097
0.172

Ratio
0.669
0.734
0.820
0.860
0.869
0.928
1.037
1.032
1.022
1.007

Error
0.022
0.027
0.031
0.033
0.035
0.043
0.055
0.065
0.082
0.112

xaj
0.0013
0.0021
O.OQ35

0.0060
0.0098
O.Q160
0.0270
0.0450
0.0740
0.1260

TABLE XIV. Shadowing in cross section ratios. These ta-
bles contain the ratios of cross sections (ox, /Ax, )/(oo2/Ao, ).
The ratio is tabulated first as a function of xB;. Then, it is
tabulated as a function of Q (GeV/c), for a low-za; range,
defined by 0.001 ( xB; ( 0.025, and for a high-xB; range,
defined by 0.025 ( xB; ( 0.2. The systematic uncertainty on
these ratios is 6'FD. These data are graphed in Fig. 3.

King
Xe

265
211
168
118
89
61
46
19

4
2

D2
335
277
198
155
112
87
67
17
7

V

110
130
150
170
190
210
230
250
270
290
310
330
350
370
390
410
430
450
470
490

Kln2
Xe

498
375
276
209
163
129
94
89
74
66
47
40
24
14
10
3
0
1
1
0

D2
552
399
301
244
185
147
115
114
100

58
68
62
31
18

2

1

1
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TABLE XVII. zBj distributions. This table. contains the
event distributions tabulated as functions of zBj, for both the
low and the high ranges of kinematics, for both the deuterium
and the xenon targets. These data are graphed in Figs. 4
and 5. The errors on the plots are simply the square roots of
the entries in each bin.

TABLE XVIII. W distributions. This table contains the
event distributions tabulated as functions of W (GeV ), for
both the low and the high ranges of kinematics, for both the
deuterium and the xenon targets. These data are graphed in
Figs. 4 and 5. The errors on the plots are simply the square
roots of the entries in each bin.

+Bj

0.00112
0.00137
0.00162
0.00187
0.00212
0.00237
0.00262
0.00287
0.00312
0.00337
0.00362
0.00387
0.00412
0.00438
0.00463
0.00488

Kin~
Xe

178
143
123
100
70
71
55
44
51
39
32
27
27
11
9
3

Dg

235
202
154
132
97
74
77
48
69
39
37
33
25
15
14
6

ZBj
Q.Q3

0.05
0.07
0.09
0.11
0.13
0.15
0.17
0.19
0.21
0.23
0.25
0.27
0.29
0.31
0.33
0.35
0.37
0.39
0.41
0.43
0.45
0.47
0.49

King
Xe

574
594
315
208
114

76
48
52
34
19
18
10
8
9
9
9
3
3
1
3
0
1
1
1

Dg
685
716
333
203
116
80
68
49
30
37
25
11
17
11
12
6
5
3
3
2
0
0
Q

0

W
90

126
162
198
234
270
306
342
378
414
450
486
522
558

King
Xe

198
213
171
137
105
63
54
30

8
2
2

Dg

254
278
217
166
114
95
78
39
14

2
0

W
90

126
162
198
234
270
306
342
378
414
450
486
522
558
594
630
666
702
738
774
810
846

King
Xe

2
8

95
491
356
257
207
142
129
94
84
78
54
41
31
23
10

8
1
0
1
1

Dg
2

13
131
499
383
297
234
169
146
118
104
87
62
61
55
26
15

8
3
2
0
1

TABLE XIX. z distribution: xenon and deuterium, King and King. These data are graphed in

Fig. 7.

0.08
0.14
0.20
0.26
0.32
0.38
0.44
0.5Q

0.56
0.62
0.68
0.74
0.80
0.86
Q.92

Dxe(z)
23.337
9.864
5.817
4.066
2.459
1.583
0.768
Q.938
0.408
0.409
0.313
0.216
0.192
0.121
Q.Q72

King

Xe
1.231
0.518
0.380
0.315
0.244
0.195
0.136
0.15Q
0.099
0.099
0.087
0.072
0.068
0.054
Q.042

DD, (z)
21.157
9.741
5.692
3.560
2.426
1.615
0.843
0.7QQ

0.421
0.493
0.385
0.140
0.088
0.106
Q.Q35

CTD&

0.964
0.435
0.319
0.251
0.207
0.168
0.122
0.111
Q.086
0.093
0.082
0.049
0.039
0.043
0.025

Dx.(z)
20.774
9.440
5.859
3.413
2.276
1.341
0.918
0.694
Q.458
0.291
0.234
0.101
0.089
0.045
0.011

King
&Xe

0.744
0.342
0.260
0.196
0.160
0.122
0.101
0.088
0.072
0.057
0.051
0.034
0.031
0.023
0.011

Dn, (z)
18.235
8.916
4.731
3.327
2.128
1.310
0.902
0.564
0.447
0.328
0.219
0.145
0.027
0.046
0.036

CJD&

0.585
0.297
0.210
0.175
0.139
0.109
0.091
0.072
0.064
0.055
0.045
0.036
0.016
0.020
Q.Q18
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TABLE XX. Corrected z distribution: xenon and deuterium, Kinq, Kin2, and full kinematic range. These data have been
corrected for target length e8'ects. They are graphed in Fig. 13.

0.08
0.14
0.20
0.26
0.32
0.38
0.44
0.50
0.56
0.62
0.68
0.74
0.80
0.86
0.92

Dx.
23.337
9.864
5.817
4.066
2.459
1.583
0.768
0.938
0.408
0.409
0.313
0.216
0.192
0.121
0.072

~xe
1.231
0.518
0.380
0.315
0.244
0.195
O. 136
0.150
0.099
0.099
0.087
0,072
0.068
0.054
0.042

King
DD~ (z)

21.157
9.741
5.692
3.560
2.426
1.615
0.843
0.700
0.421
0.493
0.385
0.140
0.088
0.106
0.035

CTD

0.964
0.435
0.319
0.251
0.207
0.168
0.122
0.111
0.086
0.093
0.082
0.049
0.039
0.043
0.025

Dx. ( )
20.774
9.440
5.859
3.413
2.276
1.341
0.918
0.694
0.458
0.291
0.234
G.101
0.089
0.045
0.011

~xe
0.744
0.342
0.260
0.196
0.160
0.122
0.101
0.088
0.072
0.057
0.051
0.034
0.031
0.023
0.011

King
DD (z)

18.235
8.916
4.731
3.327
2.128
1.310
0.902
0.564
0.447
0.328
0.219
0.145
0.027
0.046
0.036

CFD

0.585
0.297
0.210
0.175
0.139
0.109
0.091
0.072
0.064
0.055
0.045
0.036
0.016
0.020
0.Q18

Dx. (z)
21.800
9.649
5.692
3.228
2.257
1.469
0.904
0.747
0.443
0.299
0.285
0.146
0.112
0.080
0.043

Full Kinematic range
crx, DD2 {z)
0.358 20.439
0.168 9.834
0.125 5.668
0.093 3.564
0.078 2.323
0.063 1.504
0.049 1.020
0.045 0.755
0.034 0.466
0.028 0.360
0.028 0.257
0.020 0.146
0.017 Q.086
0.015 0.070
0.011 0.045

a'D
~

0.309
0.156
0.115
0.090
0.073
0.058
0.048
0.041
0.032
0.029
0.024
0.018
0.014
0.013
0.010

TABLE XXI. zq distribution: xenon and deuterium, Kinq and Kin2. These data are graphed in
Fig. 16.

Zg

0.08
0.14
0.20
0.26
0.32
0.38
0.44
0.50
0.56
0.62
0.68
0.74
0.80
0.86
0.92

Dx. (z)
5.514
4.313
3.798
2.726
2.025
1.391
0.768
0.938
0.408
0.409
0.313
0.216
0.192
0.121
0.072

~xe
0.661
0.341
0.307
0.258
0.221
0.183
0.136
0.150
0.099
0.099
0.087
0.072
0.068
0.054
0.042

King
DD~ (z)

4.650
4.141
3.395
2.731
2.162
1.422
0.843
0.700
0.421
0.493
0.385
0.140
0.088
0.106
0.035

AD~
0.459
0.284
0.246
0.219
0.195
0.158
0.122
0.111
0.086
0.093
0.082
0.049
0.039
0.043
0.025

Dx. (z)
4.841
4.007
3.778
2.705
2.063
1.274
0.918
0.694
0.458
0.291
0.234
0.101
0.089
0.045
0.011

~Xe
0.365
0.222
0.208
0.175
0, 152
0.119
0.101
0.088
0.072
0.057
0.051
0.034
0.031
O.023
0.011

King
DD, (z)

4.040
3.583
3.145
2.667
1.945
1.247
0.902
0.564
0.447
0.328
0.219
0.145
0.027
0.046
0.036

O'D
~

0.262
0.188
0.171
0.156
0.133
0.107
0.091
0.072
0.064
0.055
0.045
0.036
0.016
0.020
0.018

TABLE XXII. z2 distribution: xenon and deuterium, Kin~ and Kin2. These data are graphed
in Fig. 17.

z2

0.07
0.11
0.15
0.19
0.23
0.27
0.31
0.35
0.39

Dx (z)
9.045
6.673
3.121
2.021
1.398
1.093
0.507
0.179
0.252

~xe
0.894
0.555
0.352
0.275
0.227
0.200
0.136
0.080
0.095

King
DD, (z)

9.258
5.529
4.175
2.427
1.170
0.608
0.238
0.263
0.184

0.874
0.425
0.344
0.256
0.176
0.127
0.079
0.083
0.070

Dx. (z)
9.164
5.497
3.409
2.163
1.055
0.673
0.185
0.135
0.084

xe
0.678
0.338
0.249
0.194
0.134
0.106
0.056
0.048
0.037

King
DD (z)

7.794
5.102
3.689
1.520
0.871
0.603
0.234
0.082
0.055

O'D
&

0.526
0.287
0,230
0.146
0 ~ 110
0.091
0.057
0.033
0.027

TABLE XXIII. z3 distribution: xenon and deuterium, Kin~ and Kin2. These data are graphed
in Fig. 18.

z3

0.063
0.090
0.117
0.143
0.170
0.197
0.223
0.250
0.277
0.303

Dx. (z)
7.873
5.433
1.847
0.887
0.919
0.165
0.166
0.000
0.000
0.000

~xe
1.178
0.696
0.351
0.230
0.230
0.095
0.096
0.000
0.000
0.000

King
DD2 {z)

7.872
3.997
2.031
0.688
0.330
0.360
0.&59
0.040
0.000
0.000

OD~

0.924
0.462
0.304
0.172
0.117
O. 120,
0.079
0.040
0.000
0.000 '

Dx (z)
6.697
4.316
1.859
1.300
0.555
0.132
0.101
0.026
0.000
0.025

~xe
0.644
0.396
0.239
0.188
0.121
0.059
0.050
0.026
0.000
0.025

King
DD (z)

6.394
3.430
2.144
0.831
0.358
0.186
0.124
0.000
0.021
0.000

c7D2

0.585
0.307
0.222
0.135
0.087
0.062
0.051
0.000
0.021
0.000
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TABLE XXIV. Rescaled-z2 distribution: xenon and deuterium, Kini and Kin2. These data are
graphed in Figs. 19 and 20.

Rescaled zg

0.08
0.14
0.20
0.26
0.32
0.38
0.44
0.50
0.56
0.62
0.68
0.74
0.80
0.86
0.92

Dxe(z)
6.233
4.806
1.834
1.442
1.051
0.562
0.400
0.224
0.193
0.198
0.122
0.218
0.048
0.000
0.000

~xe
0.801
0.398
0.225
0.206
0.185
0.117
0.100
0.075
0.068
0.070
0.054
0.073
0.034
0.000
0.000

King

DDg (z)
7.498
3.826
2.600
1.350
0.913
0.517
0.306
0.327
0.142
0.107
0.070
0.070
0.052
0.000
0.000

cFD&

0.807
0.306
0.225
0.161
0.130
0.098
0.074
0.0'77
0.050
0.044
0.035
0.035
0.030
0.000
0.000

Dx (z)
7.202
4.080
2.215
1.505
0.685
0.515
0.274
0.168
0.103
0.057
0.067
0.011
0.011
0.022
0.011

~xe
0.601
0.250
O. 169
O. 134
0.091
0.077
0.056
0,043
0.034
0.026
0.027
0.011
0.011
0.016
0.011

King
DD~ (z)

6.193
3.770
2.224
1.214
0.789
0.453
0.211
0.160
0.110
0.046
0.055
0.010
0.000
0.018
0.000

CFD&

0.533
0.234
0.152
0.107
0.086
0.068
0.044
0.039
0.032
0.021
0.023
0.010
0.000
0.013
0.000

TABLE XXV. Rescaled-z3 distribution: xenon and deuterium, Kini and Kin2. These data are
graphed in Figs. 19 and 20.

Rescaled zs
0.08,
0.14
0.20
0.26
0.32
0.38
0.44
0.50
0.56
0.62
0.68
0.74
0.80
0.86
0.92

Dx. (z)
6.830
2.802
1.063
0.398
0.458
0.189
0.074
0.099
0.086
0.000
0.000
0.000
0.000
0.092
0.000

~xe
1.392
0.351
0.278
0.108
0.116
0.072
0.043
0.050
0.050
0.000
0.000
0.000
0.000
0.092
0.000

King

DDg (z)
5.975
2.099
1.130
0.443
0.204
0.173
0.179
0.088
0.018
0.000
0.000
0.018
0.000
0.000
0.000

cFD&

1.504
0.247
0.163
0.096
0.065
0.107
0.060
0.039
0.018
0.000
0.000
0.018
0.000
0.000
0.000

Dx (z)
6.520
2.453
1.006
0.851
0.224
0.119
0.126
0.082
0.000
0.023
0.000
0.000
0.000
0.000
0.026

~xe
1.215
0.247
0.120
0.140
0.052
0.038
0.040
0.031
0.000
0.016
0.000
0.000
0.000
0.000
0.018

King
DD, (z)

5.165
4.249
1.069
0.510
0.252
0.200
0.076
0.028
0.047
0.000
0.019
0.009
0.000
0.000
0.000

CFD &

0.737
1.334
0.133
0.073
0.052
0.044
0.027
0.016
0.021
0.000
0.013
0.009
0.000
0.000
0.000

TABLE XXVI. Rescaled z, full kinematics. This table includes the data of the rescaled-z values for xenon and deuterium,
including the full kinematic sample. These data are graphed in Fig. 22.

Rescaled z&

0.08
0.14
0.20
0.26
0.32
0.38
0.44
0.50
0.56
0.62
0.68
0.74
0.80
0.86
0.92

Dx (z)
4.957
4.093
3.570
2.440
1.955
1.353
0.881
0.722
0.433
0.292
0.279
O. 143
0.109
0.078
0.042

&Xe

O. 166
0.107
0.097
0.080
0.071
0.059
0.048
0.043
0.034
0.028
0.027
0.019
0.017
0.014
0.010

Zg

DD, (z)
4.228
3.900
3.298
2.525
1.861
1.251
0.901
0.672
0.415
0.321
0.229
0.130
0.076
0.062
0.040

AD&

0.132
0.091
0.082
0.071
0.061
Q.050
0.043
0.037
0.029
0.025
0.021
0.016
0.012
0.011
0.009

Dxe(z)
7.189
4.169
2.204
1.316
0.783
0.423
0.326
O.182
O. 111
0.082
0.079
0.042
0.026
0.010
0.005

Rescaled zi
~xe DD~ (z)

0.426 6.716
0.127 3.744
0.087 2.229
0.061 1.293
0.047 0.762
0.034 0.448
0.029 0.259
0.022 O. 164
0.017 Q.133
0.015 0.074
Q.014 0.068
0.010 0.030
0.008 0.016
0.005 0.004
0.004 0.004

cFD&

0.344
0.108
0.076
0.053
0.040
0.031
0.023
0.018
0.016
0.012
0.012
0.008
0.006
0.003
0.003

Dx (z)
7.174
2.574
1.200
0.520
0.265
0.153
0.074
0.057
0.036
0.025
0.016
0.017
0.008
0.013
0.009

Rescaled z3

0.590 6.112
0.180 2.585
0.104 1.043
0.045 0.529
0.028 0.243
0.021 0- 185
0.015 0.094
0.012 0.049
0.010 0.042
O.008 0.008
0.007 0.027
O.OO7 O.O16
0.005 0.011
Q.Q10 0.002
0.005 O.Q02

O'D&

0.490
0.303
0.053
0.037
0.024
0.023
0.014
0.010
0.009
0.004
0.009
0.006
0.005
0.002
0.002
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TABLE XXVII. Rescaled zi, j 6 {I,2, 3}, full kinematics. This table includes the data of the
rescaled-z values for xenon and deuterium, where j E {I,2, 3}indicates that the first three fastest
particles are included in the samples. These data include the full kinematic sample; they are
graphed in Fig. 23.

Rescaled z,.
i

0.08
0.14
0.20
0.26
0.32
0.38
0.44
0.50
0.56
0.62
0.68
0.74
0.80
0.86
0.92

Dx.(z)
19.321
10.836
6.974
4.276
3.003
1.928
1.282
0.962
0.580
0.399
0.374
0.202
0.144
0.101
0.056

0.747
0.245
0.167
0.110
0.090
0.071
0.058
0.05Q

0.039
0.032
0.031
0.023
0.019
0.018
0.012

Dn, (z)
17.056
10.228
6.570
4.347
2.866
1.884
1.254
0.885
0.590
0.403
0.324
0.177
0.103
0.068
0.046

CTD2

0.613
0.335
0.124
0.096
0.077
0.063
0.050
Q.042
0.034
0.029
0.026
0.019
0.014
0.012
0.010

TABLE XXVIII. Monte Carlo z distributions. This
(LUND) Monte Carlo deuterium sample. These data are

table includes the distributions in z

graphed in Fig. 24.
for a

Zg

0.08
0.14
0.20
0.26
0.32
0.38
0.44
0.50
0.56
0.62
0.68
0.74
0.80
0.86
0.92

D(zi)
2.193
2.701
2.500
2.226
1.952
1.203
0.936
0.695
0.555
0.294
0.221
0.187
0.074
0.040
0.020

vari
)

0.121
0.134
0.129
0.122
0.114
0.090
0.079
0.068
0.061
0.044
0.038
0.035
0.022
0.016
0.012

Z2

0.07
0.11
0.15
0.19
0.23
0.27
0.31
0.35
0.39
0.43
0.47
0.51
0.55
0.59
0.63

D(zg)
5.977
5.154
3.570
2.136
1.334
0.612
0.411
0.140
0.050
0.010
0.000
0.000
0.000
0.000
0.000

0.245
0.227
0.189
0.146
0.116
0.078
0.064
0.038
0.022
0.010
0.000
0.000
0.000
0.000
0.000

Z3

0.063
0.090
0.117
0.143
0.170
0.197
0.223
0.250
0.277
0.303
0.330
0.357
0.383
0.410
0.437

D(zs)
7.371
5.566
2.813
1 ~ 264
0.677
0.301
0.090
0.045
0.015
0.000
0.000
0.000
0.000
0.000
0.000

03

0.333
0.289
0.206
0.138
0.101
0.06?
0.037
0.026
0.015
0.000
0.000
0.000
0.000
0.000
0.000

TABLE XXIX. Monte Carlo rescaled-z distributions. This table includes the distributions in the
rescaled-z values for a (LUND) Monte Carlo deuterium sample. These data are graphed in Fig. 24.

Rescaled z~

0.08
0.14
0.20
0.26
0.32
0.38
0.44
0.50
0.56
0.62
0.68
0.74
0.80
0.86
0.92

D(z)
4.112
3.476
2.380
1.484
0.882
0.582
0.361
0.214
0.167
0.047
0.060
0.033
0.033
0.027
Q.Q20

Rescaled z2

02
0.166
0.152
0.126
0.100
0.077
0.062
O.Q49
0.038
0.033
0.018
0.020
0.015
0.015
0.013
0.012

D(z)
4.586
2.768
1.651
0.?29
0.515
0.194
0.181
0.060
0.074
0.040
0.027
0.027
0.020
0.007
0.013

Rescaled z3
0'3

0.175
0.136
0.105
0.070
0.059
0.036
0.035
0.020
0.022
0.016
0.013
0.013
0.012
0.007
0.009
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TABLE XXX. Ratios of z distributions: Xe/Dg. The ratios are labeled as Xe/Dg(1), which
stands for the ratio Dx, (z)/DDg (z) for Kini, and as Xe/Dg (2), which stands for the ratio for King.
These data are graphed in Fig. 7.

z
0.14
0.32
0.50
0.68
0.86

Xe/Dg (1)
1.066
1.067
1.076
0.922
1.686

0.050
0.078
0.153
0.191
0.630

Xe/Dg (2)
1.131
1.039
1.082
0.904
1.329

0'2

0.036
0.056
0.109
0.159
0.532

TABLE XXXI. Ratios of z distributions: Kini / King. The ratios are labeled as Xe and Dg,
which stands for the ratios of Kini over Kinq for each target. These data are graphed in Fig. 8.

z
0.14
0.32
0.50
0.68
0.86

Xe
1.082
1.153
1.021
1.499
2.663

0.046
0.078
0.132
0.313
0.994

Dg
1.148
1.124
1.027
1.470
2.098

0.043
0.068
0.120
0.256
0.840

TABLE XXXII. Ratios of z distributions: Xe/Dg, corrected. The ratios are labeled as Xe/Dg (1),
which stands for the ratio Dx, (z)/Dn, (z) for Kini, and as Xe/Dg(2), which stands for the ratio
for King, and as Xe/Dg(F) for the full kinematic range Thes.e ratios use the distributions which

have been corrected for target length efFects. These data are graphed in Pig. 13.

z
0.14
0.32
0.50
0.68
0.86

Xe/Dg(1)
1.010
0.979
0.983
0.840
1.536

0.048
0.072
0.140
0.174
0.574

Xe/Dg(2)
1.071
0.953
0.988
0.824
1.210

CTg

0.035
0.052
0.100
0.145
0.485

Xe/Dg(F)
1.033
0.941
0.934
0.956
1.168

CJF

0.016
0.025
0.045
0.078
0.176

TABLE XXXIII. Ratios of z distributions: Xe/Dg, half-target. The ratios are labeled as
Xe/Dg(1), which stands for the ratio Dx, (z)/DD, (z) for Kini, and as Xe/Dg(2), which stands
for the ratio for King. These ratios use the distributions from only the downstream halves of each
target.

z
0.14
0.32
0.50
0.68
0.86

Xe/Dg (1)
1.046
1.070
1.123
0.768
1.045

0.068
0.109
0.227
0.215
0.527

Xe/Dg(2)
1.161
0.962
1.035
1.052
3.110

0.052
0.073
0.142
0.265
2.106

TABLE XXXIV. Ratios of z distributions: Kini / King, corrected. The ratios are labeled as Xe
and D2, which stands for the ratios of Kini over Kin2 for each target, using the distributions which
have been corrected for target length efFects. These data are graphed in Fig. 14.

0.14
0.32
0.50
0.68
0.86

Xe
1.081
1.153
1.021
1.499
2.663

0.047
0.078
0.132
0.313
0.994

Dg
1.147
1.122
1.025
1.470
2.098

0.045
0.069
0.120
0.256
0.840
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TABLE XXXV. Ratios of zi distributions: Xe/Dq. The ratios are labeled as Xe/D2(1), which
stands for the ratio Dx, (z)/DD, (z) for Kini, and as Xe/Dq(2), which stands for the ratio for Kin2.
These data are graphed in Fig. 16.

Z]

0.14
0.32
0.50
0.68
0.86

Xe/D2(1)
1.118
0.973
1.076
0.922
1.686

0'y

0.086
0.080
0.153
0.191
0.630

Xe/Dg (2)
1.173
1.031
1.082
0.904
1.329

02
0.059
0.060
0.109
0.159
0.532

TABLE XXXVI. Ratios of zq distributions: Xe/Dz. The ratios are labeled as Xe/Dq(1), which
stands for the ratio Dx, (z) /DD, (z) for Kinq, and as Xe/Dz(2), which stands for the ratio for Kin2
These data are graphed in Pig. 17.

z2

0.110
0.230
0.350

Xe/Dq(1)
0.994
1.073
1.370

0'y

0.080
0.130
0.380

Xe/Dz (2)
1.090
1.300
1.090

0'2

0.064
0.124
0.306

TABLE XXXVII. Ratios of zs distributions: Xe/Dq. The ratios are labeled as Xe/Dq(1), which
stands for the ratio Dx, (z)/DD, (z) for Kini, and as Xe/D2(2), which stands for the ratio for King.
These data are graphed in Fig. 18.

Z3

0.090
0.170
0.250

Xe/Dz (1)
1.090
1.431
0.839

0.132
0.350
0.613

Xe/Dq(2)
1.076
1.445
0.872

CJ2

0.091
0.247
0.511

TABLE XXXVIII. Ratios of rescaled-zq distributions: Xe/D2. The ratios are labeled as
Xe/Dq(1), which stands for the ratio D~, (z)/DD, (z) for Kini, and as Xe/Dq(2), which stands
for the ratio for Kin2. These data are graphed in Fig. 21.

Rescaled z2

0.140
0.320
0.500
0.680
0.860

Xe/Dq(1)
0.924
1.099
1.054
2.171
0.926

Oy

0.089
0.141
0.245
0.742
0.846

Xe/Dz(2)
1.108
1.101
1.134
1.222
2.413

CT2

0.078
0.100
0.227
0.499
2.090

TABLE XXXIX. Ratios of rescaled-zq distributions: Xe/D2. The ratios are labeled as Xe/Dq(1),
which stands for the ratio Dx, (z)/DD, (z) for Kini, and as Xe/Dq(2), which stands for the ratio
for Kin2. These data are graphed in Fig. 21.

Rescaled z3
0.140
0.320
0.500
0.680

Xe/Dq(1)
1.162
1.275
0.908
0.000

CTy

0.250
0.325
0.373
0.000

Xe/D2(2)
0.952
1.242
1.374
0.801

CT2

0.183
0.205
0.480
0.731
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