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A completely covariant field theory is developed which includes both stable and unstable
particle fields. Exact single-particle propagators for both the unstable and stable cases
are derived for arbitrary spin in terms of matrix elements of the basic interaction. The
free-particle approximation to these propagators does not contain the unphysical terms
which are usually present in the propagators derived in the interaction picture. The rela-
tionship to the Lehmann spectral representation is established and general equations for the
various renormalization constants are given. Based upon general considerations it is shown
that in the limit of high momentum transfer an extra factor t 2 occurs in the cross section
for 2-particle-to-2-particle scattering, more in line with experimental observations.

I. INTRODUCTION

In a previous paper, ' in an investigation of the
Lee model, the authors showed that a V-particle
state is well defined even though no stable V-par-
ticle state exists as an in- or out-state. This
state, which can be simply described as

Iv(p, t)& =e-' 'Ip&,

where H is the exact Hamiltonian and ~p) is the re-
normalized "mathematical" V-particle state, is
shown to be the scattered-wave part of the exact
N, 8 scattering solution thereby relating the un-
stable state to the production process and, there-
fore, to the stable in-states of the model. In the
large-time limit, corresponding to an out-state
for the stable ease,

~ V(p, t)), „approaches the
exact V-particle eigenstate of H. In the unstable
case, for large mean life I' and 1"t«j.,
lim~(p(V(p, t))( -e '+O(t ),
g~ oo

lim ~(k, p -k~V(p, t})~'- (1 -e ')+O(t "'),dk
2(d

(2)

where ~k, p —k) is the N, 8 in-state, precisely what
one expects for the time dependence for an un-
stable state and its decay products. Thus, for the
Lee model there appears to be no difficulty in ex-
tending the usual field-theoretical approach to in-

elude a discussion of "'asymptotic" states, rather
than just in- or out-states, thereby including the
possibility for a description of an unstable particle
within the framework of the theory.

In this paper the authors extend the analysis used
on the Lee model to a general relativistically in-
variant fie1d theory that includes stable as well as
unstable particles. Covariant Heisenberg field op-
erators are defined which create single-particle
states with the properties of the V-particle state
given in Eqs. (l) and (2). Expressions are derived,
in terms of the basic matrix elements of the inter-
action, for exact propagators for particles of ar-
bitrary spin for both the stable and unstable cases.
Since the calculations are carried out in the
Heisenberg representation rather than the inter-
action representation, no unphysical contact terms
arise in these expressions. Along the way expres-
sions are also obtained for the various renormal-
ization constants.

A sample calculation of the S matrix for the pro-
cess 2 particles in and 2 particles out is done as
an illustration. In the limit of high momentum
transfer, for both stable- and unstable-particle
exchange, extra factors of the momentum transfer
appear which depress the cross section over the
usual Born-approximation results.

The approach presented differs from that of
other authors" who describe a field theory of un-
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stable particles, in that here, rather than the ax-
iomatic approach, all fields are constructed from
the primitive, mathematical creation and annihi-
lation operators. The relationship to the axiom-
atic approach becomes obvious through the con-
struction of in and out operators parallel to Leh-
mann, Symanzik, and Zimmermann (LSZ).' Also,
the connection to the Lehmann spectral represen-
tation ' is made apparent by the direct calculation
of the vacuum expectation value of the field opera-
tors and their relationship to the particle propa-
gators. Consequently, for the stable case, the
propagators are shown to agree with those obtained
via the usual treatment. In the unstable case, if
the lowest-order approximation is made, the prop-
agators agree with the results obtained by Schwin-
ger. '

II. BASIC ASSUMPTIONS AND NOTATION

Ut(L)Mq, U(L) = L„,L M„, (4)

where the angular momentum and the boost gener-
ators are defined by

(J); = 2 e;,.~ M~q,

Q. =i M)4)

=0,

where latin indices run from one to three.
It has been shown by Fleming ' that the exact

Poincarb generators, although themselves hyper-
plane-independent, can be written as the sum of a
noninteracting term and an interacting term,

P„=P'„(n)+P„'(n),

M„,= M'„„(q)+ M„„(q),

where the hyperplane parameter q is defined by

(6)

(7)

The hyperplane determined by g' is called the in-
stantaneous hyperplane and the noninteracting gen-
erators transform as

In the following it is assumed that a time-inde-
pendent 4-vector p -=(P, iH) exists in the Heisen-
berg representation that transforms under the
homogeneous Lorentz transformation as

U~(L)P„U(L) = L~,P„,

where P and H represent the total linear momen-
tum and Hamiltonian operators of the system, and
greek indices run from one to four. Similarly for
the homogeneous transformations, the generators
M„„are assumed to transform as

U (L)Pq(q)U(L) =L~„P„(L q},

Ut(L)Mq„(q)U(L) =L„L„MO,(L 'q)&

U~(L)N'(g)U(L} =N (L 'q),

where N'(q) is the noninteracting number of parti-
cles operator.

It was first shown by Dirac ' and later by Flem-
ing that the dynamics are contained only in P~
and M, 4. Consequently the Poincarb generators
can be chosen' in a particular hyperplane in such
a way that

p = pa(q'),

J = J'(q'),

H =Ho(qo)+ V(qo),

G =G'(q')+U(qo),

where here the instantaneous hyperplane has been
singled out.

Since in addition to the usual commutation rules
for the free generators,

[P'(q'), V(q')] =[J'(q'), V(q')] =0, (10)

it is possible to construct simultaneous eigen-
states of P, S, H'(q}, and N'(q') in the instantaneous
hyperplane, where S is a polarization operator
that describes the intrinsic angular momentum of
the state. Let these states be given by

q„= -(p„/M), (12)

so that the hyperplane is completely specified by
the velocity P = (p/E~). To indicate this special
choice for the instantaneous hyperplane, the free-
particle generators will be written as a function of
the 4-vector velocity P„-=(P, i) rather than the hy-
perplane parameter g„. Thus we can write, for
example, P'(q) —=P'„(p), whereas for the instanta-
neous hyperplane P„'(q') P„'(p'), p' = =—(0, i) In.
terms of this notation

U'(L} '„(P)U(L) = L„.P'(L 9), -

Ut(L)MO„(P)U(L) =LqaLp~M~~(L P),

P~npkeq') =p~npkeq'),

5 ~ e)npkeq') =k~npkeq ),

H (rP)~npkeq ) =E~~npkeq'},

N (q }(npkeq ) = n~npkeq'),

where n indicates the number of particles in the
state, p„=(p, iE~}, E~ = (p'+M')"', where M is
the rest energy of the system of n particles.

Considerable mathematical simplicity is obtained
if the instantaneous hyperplane is chosen as the
frame where p =0. It then follows from Eq. (7)
that



FIE LD THEORY FOR STABLE AND UNSTABLE PARTIC LES 3089

U'(L)N'(e)U(L) =N'(L 'O-),

PlnMke) =P'(P')lnMke) =0,

S.elnMke) =S'(Po) ~ elnMke) =klnMke),

H (P )lnMke)=MlnMke),
(14)

N (P )lnMke) =nlnMke).

For the single-particle states, n =1, 5 is the in-
trinsic spin operator, and M = m, the mass of the
particle. In the analysis presented here, m is
chosen to be the observed mass for the stable par-
ticles or the center of the observed resonance
spectrum for the states that represent "undressed"
unstable particles.

Because of the transformation rule expressed by
Eq. (13), eigenstates of the generators P'„(p) and

N'(P) can be obtained from Eq. (14). This trans-
formation gives

Inpke) = U(L(-48))lnMke}, (15a)

&'„(tl)lnpke) = p„lnpke)

N'(p}lnpke) =nlnpke}.
(15b)

However these states are no longer eigenstates of
P and S since the equalities expressed by Eq. (14)
apply only in the instantaneous hyperplane. They
remain eigenstates of the exact space and intrinsic
angular displacement operators 6'

P„=L„;( P)U(L( -P))&;U'-(L(-P)),

S, =U(L(-~))(S),U'(L(-~)).

Specifically,

P„=P„+(p„/M')(pP}, (17)

which, combined with Eqs. (14) and (15), gives

P„(p&) 'lnpke) = (p„/M')lnpke-),

Q S,e,.lnpke) = k lnpke ). (18)

where p(E~) is (2E )-' for bosons and (M/E~) ' for
fermions. However states of different n which have
the same velocity are not necessarily orthogonal
by this argument. That they are orthogonal is

The space and time parts of the first of these equa-
tions can be combined to give

(P/H)lnpke) =plnpke). (19)

Thus these states are eigenstates of the exact
velocity operator. This operator is Hermitian,
so states of different velocities can be chosen or-
thogonal. For states of given n with the same rest
energy M, this orthogonality implies

(npkelnqle) =5»p ~(E~)5(p —q),

shown from the fact that they are eigenstates of
the Hermitian operator N'(P) with different eigen-
values. Consequently, it follows that

(n'pkelnqle) =5„5„.„p '(E,)5(p —q). (2o)

It is assumed that these states form a complete
set, that is, we are interested in discussing those
physical systems which can be described by these
basis vectors. They are not, however, the most
general set of vectors since each state lnpke} is
only one member of the general class of states
lnpkeq}.

The general homogeneous transformation of
these states can be implied from Eq. (15a) which

can be written as

U(L)lnpke) = U(L)U(L(-p))ln Mke).

This can be used to derive the result

(21)

U (L)lnpke) =Q ln (Lp)k'e)D~~, ~ (8), (22)
a'

where D', ,(8) is the Wigner rotation. It should be
emphasized that although this result is familiar
looking there are important differences between
these states and the usual "free" particle states.
Firstly, these states are eigenstates of P and S
only in the center-of-momentum system and sec-
ondly, the generators of the Lorentz transforma-
tion are the exact generators, not the free-particle
generators.

III. CREATION AND ANNIHILATION OPERATORS

The free-particle states can be constructed from
the vacuum by the successive application of crea-
tion operators a~~(p) that obey the commutation
rules for bosons

[a,(p), a, (q)]=0,

[a~(p), at(q}]=2E~5»6(p —q),

or the anticommutation rules for fermions

(a, (p), a t (q)] = (&,/~)5, ~ (p -q)

(a, (p), a, (q)j = o.

(23)

(24)

Ut(L)a„(p)U(L) =QD~~, (8)a~. (L 'p) (25)

for either particle or antiparticle operators.
Again, although familiar looking, these operators
do not, in general, create eigenstates of P and 5.

These operators can be used to define Heisen-
berg field operators g(x) that are covariant with

Similar rules would also apply for antiparticle op-
erators b, (p). The single-particle specialization
of Eq. (22) can be used to show that these opera-
tors transform under the homogeneous transforma-
tions like
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respect to the homogeneous transformations.
These definitions of (I) (x) and the adjoint T((x) are

(I)(x) =(t,(x)+(I) (x); (I)(x) =T(),(x)+(t (x),

covariantly under Poincarh transformations.
In the following, it will be convenient to define

operators A, (p, t),

(t),(x) = (2(i) 3'2Q dpp(E~)u~(p)[e '«*a, (p)e'P" ],
k

(I) (x) = (2)i) "'+~~I d p p(E, )v, (p)[e 'e'bJ (p)e'p*],

(26)

A, (p, t) = (e'"')a, (p)(e '"')

which also satisfy Eq. (24). Equivalently, the
Cauchy integral representation,

e-iEt
e -i «i ( 2«i) x dE

J~ E -H

(32)

where u~(p) and v, (p) are any spinors which sat-
isfy the free-particle c-number equations '" for
arbitrary mass and spin for particles and anti-
particles, respectively. If relativistic normaliza-
tion is used

uku) = VkVl ~k i & Vkul

uk y4~ k y4&
(2V)

where y, is the 2(2s+ l) generalization of the Dirac
y4 matrix. '

It is well known' "that a generalized Foldy-
Wouthuysen transformation can be used to gener-
ate such spinors from rest-system spinors (cor-
responding to spinors in the hyperplane P'), de-
fined by

y4uRk = ugk y4Vgk = -Vgk

s.eu~k=kuRk, s ev„k=-kvRk .
Here s are the 2(2s+1) spin matrices. These
spinors have the transformation rule"

S(L)u, (L 'p) =Qu, , (p)D;, ,(8),

(28)

(29)

= S(L)(t (L-'x), (30a)

which leads to the appropriate infinitesimal trans-
formation

[q(x), bf„„]=3g„„q(x), (30b)

where 3R„,are the c-number generators of the ho-
mogeneous transformations. Furthermore Eq.
(26) can be used to show directly that

~ 8
[(t (x), Z„]= i, t (x)-—

Thus (j)(x) is a Heisenberg field which transforms

(3l)

for both u, and v„where S(L) is the homogeneous
Lorentz transformation on the spinor indices.

The transformation properties of p(x) are estab-
lished by Eqs. (3), (25), and (29) to be

U t (L)(I) (x)U(L) = q'(x)

can be used in Eq. (32), where 8 is a contour in
the negative direction which encircles all the sin-
gularities on the physical sheet of the exact
Green's function (E -If) '.

If e encircles only a subset of the singularities
of (E -H) ', then

(33b)

where
I a, ) is the corresponding subset of exact

eigenstates of H. Since the number and types of
particles are unaffected by the Poincarb transfor-
mation, subsets of exact states that represent par-
ticular numbers of particles of a given type will
transform into themselves,

rr(l )(Z I,.)(,.l) v (I ) =E
I 0',)(,I

Therefore, in the definitions for (I)(x), e '"' can be
replaced everywhere by its integral representa-
tion with t' encircling either all or a particular
subset of singularities, as indicated above, with-
out altering the already established transforma-
tion properties of the theory.

IV. SINGLE-PARTICLE CONFIGURATION STATES

In a theory for stable particles it is reasonable
to expect that the exact single-particle states can
be chosen equal to the free-particle states except
perhaps for a normalization constant. This choice
cannot be made for unstable particles since an un-
stable state is not an eigenstate of H. The natural
generalization is to require the configuration rep-
resentation of single-particle states to be solutions
of the Klein-Gordon equation since all particles
are observed to satisfy the Klein-Gordon disper-
sion relationship.

It is easy to show that the single-particle con-
figuration states satisfy this requirement for this
theory. The configuration fields can be used to
define single-particle position states Ixe) where e
is positive for particle and negative for antiparti-
cle. For example,

&(I OI0 &» = &x+I

where I(t),) is the vacuum state. This state satis-
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8
(x+IHI le& =i &x+—

I 0e& (34)

in the configuration representation. It also follows
that

82
&x+IP'Ile& =-,„,„&x+I4e&.

Thus if ig„& is chosen to be an eigenstate of P„,
P'I g„& = -I'I P„),

then the single-particle configuration representa-
tion of that exact eigenstate satisfies the free-par-
ticle Klein-Gordon equation

82
(x+Ite& -I'&x+14u& =o. (35)8x 8x

For stable particles, it will be shown that the sin-
gle-particle in- or out-state is equivalent to an
eigenstate of H. Therefore

82
(x+f1, in) -m2(x+f1, in) =0,

8x 8x

82
(x+ I 1, out) -m'(x+I 1, out) = 0,

8x~8x~

fies the differential equation

& +IP, =(4.1[4( } P„]
= -i (s/sx„}(x+I,

as can be seen from Eq. (31) and consequently sat-
isfies the exact Schrodinger equation

(x+IH =I ( 8/st}( x+i.

Therefore given any Heisenberg state i/„), the
single-particle configuration representation for
that state satisfies the Schrodinger equation

&&(lqleie'~*i lpke).

Since (px) commutes with the operators S,- and

P„(pP) ' the integration a.nd spin sums can be
carried out giving

(x+I 1pke) = (2x} "'u~(p)(lpke lie~~*ll 1pke),

where the reduced matrix element is defined by

&Iqfefe'~'I lpke& = p '(E~)5»5(p —q)

x &Ipkelle'~*ll lpke& (38&

The reduced matrix element can be evaluated
most easily in the rest system since there the
single-particle states are also eigenstates of P.
Equations (3) and (15) can be used to show

(lpke lie' lflpke) =(lmkeffe '"'fllmke),

where the proper time is

T = —(px)/m. (3V)

The Cauchy integral representation shown in Eq.
(33} is useful in relating these matrix elements to
those of the exact Green's function. Evaluated in
this manner,

(Ipke fie' 'if lpke)

= (-2vi} ' dm'(Imkeii(pg'-H) 'lllmke)e

tion of the momentum representation of the single-
particle configuration states.

Consider the matrix element

(x+I lpke) = (p, i p, (x) I lpke)

= (2w) "'g
,'tdqp(E, }u,(q}

as it should. For the unstable states these are no
single-particle in- or out-states. However there
will be exact continuum states of H, which in the
asymptotic limit evolve into the decay products of
the unstable states. If this state is chosen as ig„),
then M2 will have a continuum of values corre-
sponding to the unstable particle spectrum. Con-
sequently in this theory both stable and unstable
particles will have the appropriate Klein-Gordon
dispersion.

V. RENORMALIZATION

The renormalization process follows directly
parallel to that previously described for the Lee
model. In that paper the renormalization constants
are obtained from matrix elements of the exact
Green's function using methods described by
Goldberger and Watson "and Mower. " These
matrix elements arise most simply in a calcula-

where

d~l e -im'7'
= (-2wi)-' ., m'-m-R('m') ' (38)

R (m' ) = (1m ke
I I
R II lm ke),

R = V+ VA (m'-AHA)-'A V.
(39}

Here A is a projection operator which can be con-
veniently chosen" "to eliminate the single-parti-
cle states, i.e.,

Ai lmke) =0,

and 8 encircles all the singularities of [m'-m
-RQ'}] '. In general these singularities will be
poles on the real m' axis corresponding to stable-
particle states or poles in the unphysical sheet
corresponding to unstable-particle states, and
branch lines corresponding to the multiparticle
states. If

I lmke) is to represent a single stable
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m'-m —R(m')=0. (4Oa)

If m is to correspond to the physical mass, the

pole is atm'= m, which means

R(m) =0.

Goldberger" defines the dispersion relation

(40b)

particle, the interaction V will be such that there
will be just one simple pole and the branch lines
which correspond to those multiparticle states
which involve the particle, as shown in Fig. 1(a).

From this point on, the analysis follows precise-
ly parallel to the analysis used to study the Lee
model. ' The position of the pole in the m' plane is
then determined from

I(m') =w(lmkellRA5(In' II-,)ARll lmke).

This result is a general equation for mass renor-
malization, independent of the specific theory. In

most theories the reduced matrix element of V' is
identically zero.

A general result for wave function renormaliza-
tion can also be derived. The quantity R(m') can
be reexpressed as

it )R(m') =w '(m -m') dm" „„,(44)
Jgw

by using the result given in Eq. (41b). Here e'
must go from threshold to infinity below both poles
in the integrand. The denominator of Eq. (38) now

can be written as
dm"I ")

R(m') =(lmkellVll lmke) -w ' f
jul m -m

=D (m') II(m'),— (41a)

m'-m —R(m') = (m'-m)Z 'Q', m),

g")
'4"

Z '(m', m) =1+w ' dm"

where 6' extends from threshold to infinity below
the pole at m" = m'. It then follows from Eq. (40b)
that

(lmkellVlllmke) =w ' dm" m"-m (41b)

where V' is the basic interaction. This can be
written in terms of matrix elements by using
Goldberger and Watson's result"

~~ PLA~E

If V contains the mass counter terms, then this
equation implies

5m=m -m
dm"I ")

=(bnkellV'lllmke) -w '
I „,(42)

thereby showing explicitly the pole and cut contri-
butions. Thus the configuration representation for
the single-particle state becomes

(x+llpke) = (2w) "'u, (p)

x'(-2wi) '
It dm'

J ~ m'-m

(46)

In the asymptotic limit for large
l ~l (the in- and

out-state limit) the cut contribution is negligible,
only the pole contribution survives. ' Therefore

(x+llpke) =(2w) '"u, (p)Z(m, m)e ' '+O(r g

= (2w) ~~2u„(p)Z+, m)e'~' O(+r ),

(o) (b)

fYl
)

X
/'

r». (47)

The renormalization constant Z (m, m) which occurs
here is usually" absorbed into the field operators
by the redefinition

x m, an, (p) =Z '"(m, m)a, (p},

g~(x) =Z '"(m, m)y(x),
(48)

I

I

I

I

I

I

X lYl
)

x m~
l

,X) N )
I

from which follows, since Z Q, m} is real for m

below threshold,

[a~(p), act, (q)] =Z '(m, m)p '(E~)5»6(p-q}. (49}

This procedure "dresses" both states lx+) and

llpke) so that

„(x+l Ipke)e = (2w) "'u, (p) e'~'+0 (7 (50)

FIG. 1. The m' plane showing the singularities
corresponding to the stable- and unstable-particle
states. The poles shown at m& are in the unphysical
sheet.

A parallel treatment can be made for the un-
stable particle. If the poles in the unphysical
sheet are at the complex value of m, and m,* as
shown in Fig. 1(b), then the denominator of Eq.
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(36) vanishes when

m, -m —R I'm, ) = 0. (51)

(-,'r) = (-,'r, )[Rez-'(m, m, )]-'
= (-,'r, )lz(m, m)l (58)

m, = m-i(-,'r), (52)

where I' is the usual resonance width. Combining
this definition with Eq. (51) gives

i (R I') = -R (m, )

or

ReR(m, ) =0,

1mR(m, ) = -(-,'r).
(53)

The dispersion rule given in Eq. (41a) can then be
used to rewrite Eq. (53) as

5 =(ImkellV'lllmke) v '-se- am"Ig")
m m&

(54)
(Ir) 11 4 )

m m~

The first of these equations gives the general mass
renormalization result for unstable particles
whereas the second gives the half-width in terms
of the basic reduced matrix elements.

The denominator of Eq. ,'38) can now be rewritten
as

Since m is to correspond to the center of the reso-
nance spectrum,

gives the half-width renormalization parallel to
that of the Lee model. '

Finally Eq. (38) can be written as

(x+I lpke) = (2v) "'u, (p)

dm'Z (m', m, ) e r~ r
x(-2vi) '

~I
(59)

The asymptotic limits are again similar for v. —+~.
For the in-state limit, 7 - -~, the contour can be
rotated to the line of steepest descent in the upper
m' plane as shown in Fig. 1(c) whereas in the out-
state limit, 7 -~, the contour can be rotated to
the line of steepest descent in the lower m' plane
as shown in Fig. 1(d). In each case there is a con-
tribution due to a pole in the unphysical sheet and
a cut contribution which gives

(x+llpke) ~ (2n') R"uR(p)z(m„m, )e '

+O(7 '}

= (2v) "'u, (p)Z(m„m, )e"Re-""R

+O (7-'},

m'-m —R(m') = m'-m, -RQ')+Rim, )

= g'-m, )Z '('m', m, ), (55)

(x+I 1pke) ~ (2v) '"uR(p) Z (m~R, m*) e' R e

+O(r &). (60)

where Eq. (51) has been used to eliminate m. Since
R(m') =D(m) iI(m'),-where D and I are real func-
tions of m', it follows that

Thus for large Irl but rlrI small, the probability
for finding the unstable particle in all space initial-
ly (7. =0) damps exponentially,

D(m) =-(-', r) lmZ-'~m, ),

I(m) = (R r) Rez '(m, m, ).
(56} "~xl(x+lllpke)l'= Iz(mi mi}l'e " (61)

In terms of the matrix elements the last equation
gives the half-width as

gr) =IRR(i ~ -'R
&, g"-m)(tu"-m, )

Thus to lowest order in the matrix elements

(-,'r) -=f(m)

in agreement with Goldberger and Watson. " The
renormalized "golden rule" then follows imme-
diately from this equation and Eq. (43) as

and in the distant past or future, damps as an in-
verse power of v. Again the symbol II indicates
that p '(E~)5(p -q) has been factored from the ma-
trix element. As expected, an out-state exists for
an unstable particle only in the sense of Eq. (61).

It would also be possible to renormalize the field
operators for the unstable particles in the same
sense as those of the stable-particle field opera-
tors. Thus for example

a~(p} =Z "'(m„m, )a, (p),

[an, (p), ant/(e)] =Iz(m„m, )I '5, .gp 'Np)5(p q}, -
r =2r[Rez '('m, m, )] '(Imke IIRA5(m'-HR)ARII 1mke)

= 27r(lmkeIIRA6(m'-HR)ARII 1mke).

If the definition (R r, ) —=IQ) is made,

gn, (x) =z "Rg„m,)y, (x),

gn (x) =Z*-'"(m„m, )q (x),

]f dxl, (x+lllpke), l'-=e-'""'.

(62}

(63)
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VI. SINGLE-PARTICLE PROPAGATORS

Single-particle propagators are usually defined "4 as the time-ordered product

G(x-y) =&&JT&(~)g(y)~g,&

=&4.14.(x)4 (»14.&., „+~&4.I4.{A (~)l(.&„... (64)

where A. =+1 (-1) for bosons (fermions). These matrix elements can be calculated using the results of Eqs.
(26)-(38). Direct substitution into Eq. (64) from Eq. (26) gives

(g.lg, (~)t{ (y)14.&„, = (») 'QjI dppÃ, )u, (p)g I dqp{E, )u, (q)&(.~u, (p)(e'~* ")u,'(q)}g.&

) 4+ I ) { ) { )
"dm'exp[i(m/m)p(x-y)]

(65)

&C.I4,{yN {x)lN.&„...=i(») 'Z df p{E,)v, (p)v, (p)
4Q

For bosons (fermions) the spinors u~, v~ satisfy

pu, {p)u,(p) =[m" + {i)"yi„)pi„)](2m")-',

Q v~(p)v~(p) =+ (-)[m" + (-)(i)" y„ipji„j](2m") ',
(67)

where

&t: jpr j =&, , ~

and the y's are the 2(2s+1) generalizations of the Dirac matrices. ' For arbitrary spin the remainder of
the derivation is straightforward but arduous. The significant steps are il1ustrated by the spin-zero case
which is algebraically more simple. One begins in the usual way by defining the step functions

- g X (~0-yo)
e(x, -y, ) = -(2vi)-'

and rewriting Eq. (65) a.s

), "
dp dm' exp[i ( m/m)p(x - )]yt

"dXexp[-iX(x, -y, )]
+ y ~''o''0, 2E, „m'-m-Rg') J „X+ie

If the substitutions

q = (m'/m)p,

q, =X+E~(m'/m),

cled =4qdtgo

are made,

dm'(m/m') " dq e'"* "
"~"""-'"~'&* "= "' 'J m-m-R(m) 2E -E(m/m). ~

~ (68)

where m' can always be considered real and positive.
Similarly the step function

e i 4xo-yo)
e{y,-x, )=(2mi) ' dx

can be defined and used to rewrite Eq. (66) as

m'-m-R{m'). 2E q +E (m'/m) ie—~.ls, (.)~ (y) ~;&. .. =(»)-'

These equations can now be summed to give

G(» -y) =.-'&~(x -y),

(68)
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dm'(m/m')' I'
e"'"-~'

a~(x-y)-2(2w), ,
) ) dq

where the poles atm"=is -q' are outside of C.
For stable particles this equation is

dm' (m/m' )'Z (m', m) dq e"'* "

(70)

(71)

The pole contribution to Eq. (71) is the renormalized free-particle spin-zero propagator

n.g(x -y) =Z (m, m)n. r'(x -y; m')

e fq (x-y)
=Z(m, m}(-2i)(2w) ' dq

4

Substitution into Eq. (Vl) for n, ~o then gives

dm'(m/m' }'Z (m', m)L~(x -y; m" }ar(x-y =-(2wi m'-m

.), I' dm'{m/m')'a~0(x -y;m")
m'-m —R(m')

('l2)

(73}

This form is especially useful for comparison to the Lehmann spectral representation'" for the propa-
gator,

n~(x -y) = dm'p(m')awo(» -y;m').
0

The connection is made by noting first that Eq. (73) can be rewritten as

(74)

zn( xy) = (2 i}w-' ' dm'(m/m')', , +, , Lz(x -y;m")m'-m-R(m' m'+ m+R(-m')

since the term containing R{-m') has singularities only along the negative m' axis whereas 8 is a closed
contour along the positive m' axis. The integrand, including dm', is an even function of m' and consequently
can be written as

z~(x-y) =(-2wi) ' (fm")p'(m")a~(x-y;m")
~C

OO

=Z(m, m)Az(x -y; m') —(2wi) ' gm")p, '{m")nw'(x -y;m") —(2wi) ' {dm")p'(m")nr'(x -y; m"),
OO

where p, corresponds to the threshold and p,'(m") is the value of p'{m") above (below) the cut. Both inte-
grals can be extended to the origin since p,' =p' below threshold. Comparison to Eq. (74) then gives

(2wi) p (m") = p
' (m") —p,' {m")+ 2wi Z {m, m)6 (m" -m').

The unstable-particle propagator follows in a parallel way except Eq. (71) must be written as

( ) ( ), ~t, (m/m')'Z(m', m, ),) dqe"' "',), "dm'(m/m')'Z(m', m, ) { „} (77)m'-m q'+ m" -ie „~ m' -m,
The spectral function can also be defined for the unstable case. However, the pole term in Eq. (76) is
missing, so that

(2wi)p{m") =p'( ")-p,'{m") (78)

The propagators for the arbitrary spin case can be derived in a similar way. The result for both the
stable and unstable cases is

G"'(» -y) = (x)&~~"(x -y),

(m2/mm) 2 2 o
(79)

where p{m) is (2m) ' for bosons and unity for fermions and p is the c-number operator p =-(-iV, -8/si).
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In parallel to the spin-zero case, the renormalized free-particle propagator for the stable case can be
defined as the pole term or on-mass shell contribution of A„"'(x -y). This gives

n. ~"'(x —y) =g(m, m)n, "'(x -y'm )

n~" (x-y;m') p=(m)m' "(i"yM pi„)+ m")a~(x -y;m')

and allows Eq. (79) to be rewritten as

dm (m/m )""~"'(x -y) = -(2vi)-' a"'(x-y m")F
~ m' —m —R (m.')

(80}

For spin —,
' the free-particle propagator defined in Eq. (80) reduces to the usual Feynman propagator for

the Dirac case. The spin-one specialization agrees with the propagator defined by Tucker and Hammer"
but disagrees with the result of Weinberg, "which contains unphysical, noncovariant terms. This is a
point worthy of future investigation since in the work presented here and that of Tucker and Hammer, "the
propagator is derived in the Heisenberg representation whereas Weinberg's results apply in the interaction
representation where such unphysical terms are needed to cancel similar terms which appear in the inter-
action.

Schwinger's result' for scalar unstable particles is most easily obtained from the spin-zero specializa-
tion of Eq. (81), or, equivalently, Eqs. (65) and (66). The cut contribution to the integral is ignored and
the evaluation is made assuming that t'. encircles the pole in the unphysical sheet. The result is an expo-
nential decay as in Eq. (60). This same approximation applied to either Eq. (77) or (81) gives the covari-
ant form

~&"(x -y) =g (m„m, )(m/m, )'a~(x -y; m, '),

where, as before, m, =m —i(-,'I ).
Finally, if one defines the Lehmann spectral density for all spin as

s~'(x-y) =
l (dm')p(m')a~ '(x-y;m'),
0

then Eqs. (72) and (78} also apply for the arbitrary-spin case.

(82)

VII. IN AND OUT OPERATORS AND ALL THAT

While the derivations in the previous sections lead to propagators which represent single particles it is
not clear how these propagators arise in a scattering calculation using the theory presented here. The
calculational procedures become apparent if in- and out-states can be defined since then the standard S-
matrix theory can be applied.

As is usually the case, the starting point is the definition of the in and out operators" for the stable par-
ticles,

a, . =Weak limitjt dxj,(f,(px), pn(x)),
Qp~ ~OO + OO

b„„„,=Weak limit dxj, g~(x, g, (px ),
go~ ~00 + 00

(83)

where g~ are "dressed" field operators defined by Eqs. (48) and (62), f, and g, are any free-particle and
antiparticle c-number solutions to the free-particle equations of motion, and j,=ij, is the fourth component
of the conserved current derived from the free-particle equations of motion. It is usually assumed that

Jl dxi.(f (px},f, (qx))=p '$, )5.,6(p q}, -

dxj,(g (px), g, (qx))=p '(E )5,5(p —q), (84}

Jl dxj,(g~(p xfg}(qx))= 0.
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These solutions can be taken as the plane-wave solutions

f» = (2ii) "'u»e'»x,

g = (2w} ' 'v e'»x

This assumption can be trivially avoided in the following if )})v(x) is redefined in terms of f, and g„requir-
ing only the orthogonality relationships given in Eq. (84).

The definition in Eq. (83) can be simplified for the instantaneous hyperplane, since P = P' and

e -iP xa (q)eiP x a (q)eiq '% (86)

Then, for example a, . ,„, becomes
)t»

..tq)=wqkk)'m'tr
I dqqtx, ) dxj tf (q*) f (qq)) q'"', (q) '"'q' ')

+a)

=Weak limit [ei«a (p)e ' ]e'«» (8'I)

where as before 7. is the time in the instantaneous hyperplane and it has been assumed that j, is linear in

g(x). Finally, if a» is replaced by a» in Eq. (32),

a, ,„,(p) =Weak limit A, (p, 7)e'«»'.
7~ oo + 00

It is clear that a, ,„„A,(p, T) and a»(p) all satisfy the same commutation rules.
An n-particle in- or out-state can also be defined in the instantaneous hyperplane as

(n!) "»[a~(q, ) at(q„)]i)}),) = in, in)

=Weak limit[A (tq„~) A~(q„, 7)] exp[-i(E, + +E, )v]i)I),)

(88)

=Weak limit ei 'in) e
7~ ~Do

(n!) "'[at„t(q,) ~ at„i(q„)]i/0) =in, out)

=Weak limit[At(q„T) At(q„, v. )] exp[-i(E, + +E )r]i)}),)
7~+Do

=Weak limit e'"'in)v e ' '

(89a)

(89b)

where in)D and E are abbreviations for the free-particle states

in)
—= (ni) ' [avt{q,)avt(q, ) ~ av(q„)]i)}),),

H, in)«=Eon)D, E =QE„.
If i a) is any arbitrary state vector, then by Eq. (89)

(n, ini ix) =lim(n[e '«'i n) e'«"

(90)

=Iim(-2«i) '
I dm'e '' ' «" (net(m'- )H'io).

7~ 00

(n, outio. ) =lim «(nie '«'ia)e'e'

=lim (-2«i) ' dm'e-'' «"«(ni (m'-H) 'iix).
7~+ oo

The identity

(m'-H) '=(m'-H, ) '+ (m'-H, ) 'V(m'-H) '

can be used to rewrite this equation as

dm'e-" '-~"
(n, indi») = (-2)ii) ' lim, (g„(m')ia),m'-E

(91a)

(91b)

(92a)

(92b)
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(n, out~a) = ( 2-vi) 'lim
" dm'e-" '-~'"

8.{'m')I »

where

~q„(m')) = ~n)~+ (m'-H) 'V~n)D, m'WE (92)

The restriction m'sz must be put on this equation since the operator (E -H) ' is singular. The integral in

Eq. (92b) is well defined for all m' and E so the pole at m'=E can be moved through the contour to the posi-
tion m =E + iq, depending upon whether 7- +~. This gives

(n, in~a) =g„'(Z)~a)+8(T),

(n, out~a) = (g„(E)~a)+g (r),

where

~q„'(E)) = ~n)D+ (E H+i@)-'V~n)D

are the usual outgoing or incoming scattering states of the exact Hamiltonian and

(94)

(95)

dm'e-"'-'",
t

dz'~(n(V ~z') (E'(a)
(96)m'-E wig J m'-E'

Here e' is a contour which does not include the pole at m'=E vip and jdz'~E') (E'~ represents a sum on the
complete set of eigenstates of K with eigenvalue E'.

It can be shown that 8 (7) approaches zero in the asymptotic limit for large ~r~. Addition and subtraction
of H, to V allows Eq. (96) to be rewritten as

dm'e '' ~" t' dE'(E'-E)
g(r)=-(2vi) 'lim, , J, , (nlz')(E'la). (9'I)

If the matrix elements lead to a 5 function on the energies, 6(E' E), 8(T) v-anishes since then the integrand
vanishes (m'ez anywhere on 8' and the pole at m'=E has been removed from within the contour). If the
matrix elements do not lead to a 5 function on the energies the sum on E' gives rise to branch lines in the
m' plane with branch points at the various thresholds. For T --~ the pole is at m'=E -ig in the lower half
of the m' plane. The contours around the various branches can be rotated to the line of steepest descent in
the upper half of the m' plane as in Fig. 1(c) so that in the limit only the branches contribute to give

8(r) =O(r- ). (98)

Similarly for 7 -~, the pole is at m' =E+iq in the upper-half m' plane and the contour can be rotated to the
line of steepest descent in the lower half of the m plane, again giving the contribution expressed by Eq.
(98). Consequently, for any ~a),

(n, in~a) = (g,'(E)~a),

(n, out~ a) = (g„(E)~a),

(99)

so that the in- and out-states become equivalent to the exact scattering solutions in the asymptotic limit.
It then follows from Eq. (99) that the S matrix defined by

S„„,= (n, out'n ', in) (100)

is the usual result"

Snn' (kn I km') (101)

Although the derivation of Eq. (101)proceeds similarly to previous derivations it differs in two essen-
tial respects:

(1) No adiabatic cutoff for the interaction is required. The parameter g enters into the calculations as
a consequence of the contour integral which gives a precise definition for Eq. (91).

(2) The Cauchy integral representation of Eq. (18) guarantees that the field operators represent Heisen-
berg fields for all time t and that the states are solutions to the time-dependent Schrodinger equation for
all t. This is in contrast to the integral representation used by Goldberg and Watson" where, for exam-
ple,
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(102)
e-i Et

(J&(t) = (2&ti) ' dE X, ,
4e2

where ~ is a contour in the upper-half E plane extending from -~+ig to ~+iq. It is easy to verify that
2

the &J&(t) satisfies

H(J& =i (8/st)(J&+i6 (t)x,

rather than the Schrodinger equation.
Finally, it is possible to write the S matrix as

S„„,= lim [D(n~e
'"~p yp)Jn')De'ex'pe 'ex"p]

Xo~po, Vo~

This is particularly suitable for the evaluation of the S matrix since it can be shown that

(103)

(104)

"XO f Xo Xo
e-ie(xo yp) =e-illp(xp-yp) i d $ e &Hp&xp o y e-i tip«-yo&

Jl d t''
J dye Ho&xo-&'&ye ' "&& &&ye &(to«-yo&e (~' t)

~J y() Vo Vo

x, & y, . (105)

The derivation of this equation starts with the identities which are valid for xp~yo,

XQ

e -iH(xp-vo) -i Hp(xo-yo) .
d t -i H(xo-() Ve -i Ho(g-yo)=e (e (106a)

e-&tt&xo-yo& e &llo&xo -yp-& i jt -d(e-ttto( p-&&xye-ttt&K-yp) (106b)
yp

Both of these equations are readily verified by observing that for xp&yo xp& $ $ +yp the Cauchy represen-
tations for the exponential operators can be changed to Eq. (102), that is, the contour (: can be opened up
to the contour 6,. The $ integration can then be done leaving identities similar to that expressed in Eq.
(92a). Substitution for e '"(& 'o' from Eq. (106a) into Eq. (106b) then gives the desired result.

The S matrix can now be rewritten as

x„..=,& I &, —
Jl

x& -" ~ -'",
& Ivl &, f x('j x( -' """',

&
Iv~-""-"vII '&,e(&', &&.

(107)

This form is especially useful for the discussion of interactions that involve the exchange of a single parti-
cle.

It is clear that the usual perturbation expansion for S„„,can be obtained by successive iterations using
Eq. (105) or (106).

VIII. SINGLE-PARTICLE INTERMEDIATE STATES

Many high-energy processes involve interactions of the form

V =A. dx g x, 0, P x, 0 )A x, 0 +H.c. , (108)

where f is a linear function of the (I) fields and where both H, and V can be evaluated at t =0 since H is time
independent. As an illustrative example consider the special case of a scalar interaction where all the
fields represent spin-zero, scalar bosons. This specialization, as will be seen, contains all the essen-
tials of the S-matrix calculation without the purely algebraic complications of the higher-spin propagators.

The S matrix for the direct-channel process two particles in going to two particles out is

S. .=-Jtdt' d«'"' ' "e(&', 5)(p„p.lye ""-&'y~p-„p,),

where

(109)

E2 =Ep +Ep, E2.=Ep, +Ep

For fields defined by Eq. (26) the matrix element reduces to
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(P„P,lVe-'""-"VlP, , P ) = (2m} lAl' dx dye ''~ '~4'"e'~»'»'" [((olA(x, 0)e '"'«'At(y, 0)lg )

+(iIi,lAt(x, 0)e '"" &'A(y, 0)lg,)]

(110)

where in the last term the sign of the spatial dependence may be changed since the vacuum expectation
value depends only upon lx —yl. Substitution back into Eq. (109) then gives, after some minor algebraic
manipulations,

S, i= —(2m) lXl' ' dx dye ' 2'e'~2"((, lTA(x)A (y)lg, ),
4 4

where

P2 = (P3+P4~ iE2)i P2 = (Pi+P21 ~~2 }.

It should be noted that the field A (x) can represent either a stable or unstable particle and that for the sim-
ple process envisioned here, Eq. (111)is exact.

Finally, the single-particle propagator for the scalar field given by Eq. (7'I) can be used to further re-
duce Eq. (111)to

where

(2,
1

I, t
dm'(m/m')'Z(m', m, ) 5(p, +p, -p, -p, )

m m1 Q'+ m" -sE (112)

q =p, +p, =p, +p, m, =m —i (
—I').

The Born approximation is obtained by encircling the pole at m, (or m for the stable case) and discarding
the cut contributions which are higher order in A. . This gives

},lal'(m/m, )'Z(m„m, )5(p, +p, -p, -p, )
202 + f121

For small I' (or for the stable case) (m/m, ) = I so that the Born approximation is

(113)

where

i (2v) 'x"6(p, +p, -p, -p, )

1

(114)

z"=lzl'z(m„m, )

is the renormalized coupling constant. This gives rise to the usual Breit-Wigner shape for the cross sec-
tion in the unstable case.

However, since Eq. (112) is exact, the analysis is not restricted to the Born approximation. Because of
the m' ' dependence of the integrand it is reasonable to assume that the contour can be taken to infinity
everywhere in the physical sheet of the m' plane thereby picking up only the poles at m" = -q'+ ie and
m'=0. If this assumption is valid, the S matrix can be evaluated exactly as

i (2v) 'm'l Al' [(-q')"'+ m, ]z((-q')'I', m, )+[(-q')'I'-m, ]z(-(-q')"', m, ) 2(~')"' Z2(0, m, )
2, 2'

2 (~2)3/2 q'+ m, ' m, ' Z(0, 0)

x 5(Pi+P2 P3 -P&). - (115)

Note that this reduces to the Born approximation, as it should, if p is set equal to unity, that is, if the cut
contribution is completely ignored. It follows from Eq. (45} that if Z ' exists, then Z '(+(-q'}'~', m, )-1 as
(-q')- ~. Consequently in the high-energy limit
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(116)Z2(0, m, ) m, ' Z(0, 0)
2 2 2 2BZ(00)Z(mm)q2Z2(Qm)

If crossing symmetry applies to this process, then the requirement that the cross section be finite as
t-0 places the requirement on Eq. (115) that

Z(0, m, ) =0,

Iim[(t '"+ m, )Z(t "',m, )+ (t'" m,-)Z( t'"-, m, )]=,Z( „m,)t"',2c
g~p 1

(117)

where c is some dimensionless constant. Since Z is itself dimensionless and symmetric with respect to
the exchange of its arguments, Eq. (117) merely implies

where p is the threshold energy, y) I, and f(m'/g, m, /p) is any function such that

lim —,™,—=0.

Thus Eq. (117) is consistent with the requirement that Z(m', m, ) be bounded for large m'.
With the restriction of Eq. (117), the cross-channel S-matrix element for low momentum transfer is

(S,) = c(s,)

whereas for high momentum transfer

(s,)„=z '( „m,)t--'(s, ), .

(118a)

(118b)

The results expressed by Eqs. (118) can be generalized to more physical reality by including a form factor
in the definition of the vertex specified by V. In this event the coupling constant ~ki2 can be reinterpreted
to be the form factor so that Eqs. (118) remain unaltered. This result is interesting since it predicts an
extra factor t in the amplitude of the scattering matrix which depends only on the boundedness of the in-
tegrals within Z and the assumption of crossing symmetry. Consequently one should expect this result to
manifest itself in a variety of experiments.

This is especially interesting from the point of view of the vector-dominance model" for the form fac-
tors of the pion and nucleon which predict form factors of the type (1 —t/a2) '. This combined with Eqs.
(118) gives an over-all behavior t ' in the "high" momentum transfer limit which is in fact observed" "
and difficult to explain.
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The isomorphism of the conformal algebra on space-time to the orthogonal O(4, 2) algebra
is exploited to derive in a manifestly covariant way an operator-product expansion on the
light cone in terms of irreducible operator representations of the conformal algebra. The
expansion provides for a solution of the causality problem for operator expansion on the light
cone. Additional properties of the conformally covariant expansion, as well as its relation
to the conformally invariant three-point function, are discussed.

I. INTRODUCTION

Wilson has advocated the relevance of scale invariance applied to an operator-product expansion. ' The
possible relevance of the stronger conformal invariance' for equal-time commutators' and operator-prod-
uct expansions ~' has recently been proposed. In particular, in Ref. 5 the following "improved" light-cone
expansion was derived:

(&~ + &~ + n - f n') l'2

A(x)B(0) ~ g c„"' —, x'& x ~,E,(-,'(I„- l, +I„+n); I„+n; x s)O, ... (0).
~O X

n=0

In the above equation A(x) and B(x) are local scalar (for simplicity) operators of dimensions l„and ls
(in energy units), both annihilated by K~ (the generator of special conformal transformations), i.e., satis-
fying [K~,A(0)j=0, [K~, B(0)]=0; 0,.. . (0) (symmetric traceless tensors of dimension I„) are those
operators of the expansion basis which are annihilated by K~; c„" are unknown constants; the hypergeo-
metric function, E,(a; c,'g) arises from the structure of the conformal algebra

In this paper we shall
(i) offer a manifestly conformal-covariant derivation of the improved expansion using the isomorphism of

the conformal algebra to the orthogonal algebra O(4, 2). In a subsequent paper' the proof is extended (in
view of later applications) to derive a conformally covariant operator-product expansion valid over the
whole space-time;

(ii) present additional discussion on the properties of the improved expansion. Besides offering a solution
of the important causality problem in operator expansions, and of translation invariance on a Hermitian
basis, as extensively discussed in Ref. 5, the improved expansion is directly related to the conformally
covariant expressions for the vacuum expectation value of a product of three local operators and for the
vertex function.

II. CONFORMALLY COVARIANT FORMALISM

It is well known' that the conformal algebra on space-time is isomorphic to the orthogonal algebra O(4, 2),
whose generators constitute an antisymmetric tensor J» (A, B= 0, I, 2, 3, 5, 6) with


