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We report measurements of the proton form factors G& and GM extracted from elastic scattering
in the range 1 & Q & 3 (GeV/c) with total uncertainties & 15'%%uo in Gr& and & 3'%%uo in GrM.

Comparisons are made to theoretical models, including those based on perturbative /CD, vector-
meson dominance, /CD sum rules, and diquark constituents in the proton. The results for Gr~ are
somewhat larger than indicated by most theoretical parametrizations, and the ratios of the Pauli
and Dirac form factors Q (Fsr/F~") are lower in value and demonstrate a weaker Q dependence
than those predictions. A global extraction of the elastic form factors from several experiments in
the range 0.1 & Q & 10 (GeV/ c) is also presented.

PACS number(s): 13.40.Gp, 12.38.gk, 13.60.Fz, 14.20.Dh

I. INTRODUCTION

One of the fundamental problems addressed by nuclear
and particle physics over the past 30 years has been the
underlying structure of the proton. It has been stud-

ied using both lepton and hadron probes of increasingly
higher energy, leading to the quark-parton picture of the
nucleon. Elastic electron-proton scattering is a process
which leaves the proton constituents bound after the col-
lision. The cross section for this process is described in
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terms of two functions called the electric and magnetic
form factors G& and GM. At low momentum trans-
fers, G& is related to the Fourier transform of the pro-
ton charge distribution, while GM contains information
about its magnetic moment distribution. At large mo-

mentum transfers the form factors give important infor-
mation about the quark structure within nucleons, and
therefore about the nature of the strong force at moder-
ate interquark separation.

Elastic electromagnetic scattering of an electron from
a proton, to lowest order in the electromagnetic coupling
constant n, can be described by the exchange of a single
photon of momentum q, leaving an electron and proton in
the final state. In the laboratory frame the electron has
initial energy Eo, final energy E', and scattering angle 0;
the proton is initially at rest. The mass of the electron

can be ignored (Eo )) m„E'sin (0/2) )) m, ). The
four-momentum transfer squared Q = —

q given by

Q = 4EoE'sin (0/2)

is completely determined by the electron kinematics. The
constraint that the final hadronic state contains only a
single proton leads to the relation W = M, where M„
is the mass of the proton and the missing mass squared

is defined as

W = M„'+ 2M„v —Q

and v =- E, —E'.
The differential cross section can be written [1,2] in the

Born approximation as

fd~l
[F,'"'(z, Q')/v+ 2tan (0/2)F,'"'(z, Q')/M„],

) Mott

where

fd l

Mott
dO

n' cos'(0/2)
4Eo2 sin (0/2)

' (4)

»Fi"'(z, Q') = z'GM (Q') ~(z —1)

F,,i( Q2) E(Q ) + M(Q )~(,)1+7

(5)

and Fi"'(z, Q ) and Fz ' (z, Q2) are the structure func-
tions of the proton [3] that parametrize the hadronic ver-

tex in the scattering. The &actional longitudinal momen-
turn of the struck partons, z, is defined by z = Q /2M„v.
In the elastic limit, i.e., z = 1, these structure functions
are related to the Sach's elastic form factors by

The elastic form factors have been normalized to

GM (0) = pz
——Kz + 1 2.79 (the magnetic moment

of the proton) and G~&(0)=l (the charge of the proton).
Integrating the cross section of Eq. (3) over E', and

incorporating the relations of Eqs. (5) and (6), gives

1

i d&) 1+2Eo /M„sin (6/2)

/ G2~+ ~G2
2+ 2&GM tan (0/2)1+x )

(7)

(d~l t',
G@+ —G

dB~ 1+ 2EO/M„sin (0/2) 1+~ (
(8)

where 7 = Q /4M„and e = [1+2(1+ r) tan2(8/2)] i is

the longitudinal polarization of the virtual photon, which
at fixed Q is a function of 0 alone.

An alternative set of form factors, referred to as the
Pauli and Dirac form factors FP(Q ) and F2 (Q ), re-
spectively, can be used to describe the hadronic elastic
scattering vertex. They are related to Sach's form factors
by

Gz(Q') + &GM (Q')

G (Q) —G (Q)
K„(1+~)

and are normalized to Fi (0)=1 and F2 (0)=1. The
helicity-conserving scattering amplitude is described by
Fz, while F2 describes the helicity-flip amplitude.

Note the kinematic variable r that multiplies GM but
not G& in Eq. (8). When 7 (( 1 (small Qz), the cross
section is dominated by G&, but for w )) 1, GM domi-

nates. This Q dependence is related to the fact that the
magnetic force ( 1/r ) dominates at short distances rel-
ative to the electric force ( 1/r ). Since it is the large

Q regime that is of interest here, G~@ is relatively more
difficult to extract from the cross sections than GM. Also
note that e divides GM but not G&. If several measure-
ments of the elastic cross section are performed at fixed

Q but difFerent e, it is possible to extract both G&(Q )
and G~M(Q2) using a Rosenbluth separation.

Since G& is only a small contribution to the cross sec-
tion at large Q, uncertainties in the measured cross sec-
tions are magnified into larger fractional uncertainties in

G&. In order to limit the uncertainties in G&, it was

important to maximize the range in e at each value of
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fixed Q2, limit statistical and random systematic uncer-
tainties, and limit the systematic uncertainties correlated
with e at fixed Q . This means limiting any systematic
uncertainties which are correlated with Eo, E', 0, beam
current, cross section magnitudes, time, etc. , since all of
these quantities change when e is changed at a axed value
of Q .

This goal was the most important in this experiment.
Previous measurements [4,5] of G~& in this Q regime
were &equently doxninated by systematic uncertainties.
These were usually due to uncertainties in normalization
between data taken at different laboratories, or normal-
izations between different small- and large-angle spec-
trometers. In this experiment a single spectrometer was
rotated around the target pivot to measure cross sec-
tions at a wide variety of angles, including intermedi-
ate angles as a check on systematic effects. In addition,
improvements made to the Stanford Linear Accelerator
Center (SLAG) beam line and detectors in End Station
A made it possible to substantially reduce the systematic
uncertainties in the cross section measurements. These
improvements included precise measurements of the in-
cident beam energy and angle, and an understanding of
the spectrometer acceptance over a wide range of E'.
Improvexnents have also been made in the calculation of
corrections for higher-order radiative effects. In addition,
the elastic data presented here was used to calibrate the
incident beam energy as an additional check on system-
atic uncertainties in the deep inelastic scattering cross
sections reported elsewhere [3]. A brief report of the
results of this experiment was presented previously [6],
and a complete description of the experiment is presented
here.

II. EXPERIMENTAL APPARATUS

Most of the details of the experimental equipment are
provided in the accompanying paper [3] on inelastic scat-
tering. Additional information relevant to elastic scat-
tering is stated here.

Energy-defining beam slits located in the "A bend"
of the accelerator just upstream of the experimental hall
could be widened or narrowed to adjust the energy spread
of the beam. Since the elastic cross section is a strongly
varying function of the incident beam energy, and is thus
sensitive to the energy distribution of the beam, the slits
were kept as narrow as possible. The full width energy
spread for the elastic data was typically Q 0.3%.

A cylindrical liquid hydrogen target [7] 20 cm in length
(1.41 g/cm ) was used to scatter electrons (Fig. 1). This
target was 5.08 cm in diameter with side walls, entrance,
and exit windows made of 0.076 mm aluxninuxn. An iden-
tical empty replica cell with an additional 1.16 mm of
aluminum radiator added to both the entrance and exit
windows was used to measure end cap contributions to
the scattering. The additional aluminum was added to
make the thickness of the empty cell more closely resem-
ble that of the hydrogen cell, as well as to increase the
scattering rate [8].

Liquid hydrogen at 21 K and a pressure of 2 atm con-

LH2 )i LH2
In Out

Beam

Liquid Hydrogen Cell

Empty Replica Cell

FIG. 1. The liquid hydrogen and empty replica target as-
sembly used for scattering electrons.

tinuously flowed through the target. Heat deposited by
the beam was removed by circulating through a heat ex-
changer in contact with a liquid hydrogen bath. Con-
taxnination levels within the hydrogen were measured by
mass spectroscopy to be = 0.16% deuterium. A 4 cm
diameter aluminum tube 0.025 mm thick was contained
within the cell and was used as a flow guide. The liquid
hydrogen entered the target inside this flow guide and
exited between the flow guide and the outer target wall.
Circulation was maintained by fanlike pumps at a veloc-
ity Q 1 m/s. During the initial part of the experiment
the flow direction through the hydrogen cell was in the
wrong direction, ca.ising the inner tube to bend into the
beam line. The effects of this reversed flow are discussed
later in this paper, and are given elsewhere in greater
detail [9].

Vapor pressure bulbs and platinum resistors were lo-
cated at the entrance and exit of the flow guides to mea-
sure the temperature and pressure. The ingoing and out-
going densities were calculated &om these measurements,
and monitored every 10 s. Deviations &om the nominal,
beam-off, density were never more than 0.7%, and ap-
propriate corrections were made. Local density changes
due to heating by the beam were measured by compar-
ing electron scattering rates taken at both large and small
beam currents. The effect was 0.7% at a peak current of
37 mA, and g 0.3% at the typical operating current of
15 mA.

III. ELASTIC ANALYSIS

Experimental data from the detectors were read out
electronically and recorded on magnetic tape. Two dis-
tinct steps were carried out in the analysis of these data:
(1) determination of the kinematics of the scattering; and
(2) measurement of the cross sections. Conversion of the
data into measurements of the incident beam charge and
position, electron detection efFiciency, detector dead time,
target density, and nuxnber of detected electrons followed
a process that is detailed in the companion paper to this
article [3], and will not be repeated here. Details of ex-
traction of the elastic cross section from these data and
measurement of the kinematics are discussed.
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A. Kinematic calibration

The spectrometer was surveyed and the central angle
was measured with respect to the nominal beam axis be-
fore the experimental data run. During the data run, a
pointer attached to the spectrometer was periodically ob-
served through a remote video camera relative to a scribe
mark placed on the floor of the experimental hall, ensur-
ing that the angle encoder value did not change during
the experiment. A more extensive survey was carried out
after the data run at eight different angles from 12' to
46'. These measurements indicated that the spectrome-
ter angle was accurate to +0.004'. The positions of the
wire chambers in the detector hut were also measured
relative to the nominal central ray, and were accurate to
+1 mm in the wire chamber position and +0.5 mr in the
relative wire chamber rotations.

A floating wire technique [10,11] was used to calibrate
the offsets of the nominal central ray of the spectrometer.
The data indicated that the nominal ray in the detector
hut had an offset in the horizontal angle at the target
of —0.010'. The difference between the central value of
the spectrometer momentum and the nominal rnomen-
tum setting was also measured at 14 different settings in
the range 0.5—9.0 GeV. Two sets of measurements with
different tensions placed on the wire were in good agree-
ment in the area of the data overlap (2—4 GeV), indi-

cating that systematic errors were well controlled. Mea-
surements were repeatable to +0.025%%uo. The relationship
between the magnet current and the nominal momentum
setting was previously determined [12] from dark current
studies done in 1967 at 3, 6, 8, and 9 GeV. A polyno-
mial parametrization of the magnet current as a function
of nominal momentum setting was used to set the spec-
trometer. Data from the wire orbit indicated that this

polynomial gave the proper momentum selection at these
momentum settings, but discrepancies as large as +0.1%
still existed at other settings.

Electrons in the beam lost energy as they passed
through the target material due to the ionization of
atomic electrons within the target. The nominal value
of the incident beam energy (and final scattered energy)
was corrected for the most probable energy loss an elec-
tron would experience as it entered (exited) the target
by subtracting (adding) the energy loss calculated from
the equation [13—15]

&zl
08Mp =0154I 1 1D 189 x 10

(

—
(

+ 0198I,
gM~y I, pp

(11)

where t is the thickness of material in (g/cm ), Z is the
atomic number of the nucleus, MA is the atomic mass
of the nucleus in amu, p is the density of the material
in (g/cm ), and AEMp is given in MeV. Agreement be-
tween this equation and a more exact, energy-dependent
calculation [13] was better than 0.1% for all electron en-

ergies above 50 MeV. The most probable energy loss was

averaged over the target length assuming a uniform prob-
ability of scattering along the target. The typical size of

this correction was 2.5 MeV. All references to Eo and E'
throughout this paper include corrections for the most
probable ionization energy loss.

Offsets of the beam position and angle at the target
pivot can cause offsets in the measured momentum and
angle of the scattered electron in the detector hut. The
SLAC computer program TRANSPORT was used to esti-
mate the effects of beam position and angle on the var-

ious kinematic quantities measured. Only data which
were taken with the beam steering operating properly are
included in this analysis, so the above corrections were

typically extremely small. The beam position was known

at both a wire array and a microwave cavity monitor to
better than +0.1 crn. This led to a typical uncertainty in
the beam position and angle at the target pivot of +0.1
cm and +0.002', respectively, causing an uncertainty of
0.03%%uo in Ap/p and 0.002' in 68 and P (see definitions
below). For certain data runs the beam was deliberately
displaced by 0.3 cm in either the vertical or horizontal
direction. The offsets in the observed elastic peak posi-
tions for these runs were consistent with the TRANSPORT

predictions.
The kinematic constraint that elastic scattering occurs

at TV = M„was used to determine the absolute energy
calibration. Details of this analysis are included in Ap-

pendix B. A systematic shift in the elastic peak positions
was detected when the nominal incident beam energy was

used, and it was decided to recalibrate the incident beam
energy by 0.07% and the final spectrometer momentum

by —0.055'%%uo. Shifts of this order were consistent with the
absolute calibration of the accelerator and spectrometer,
and were included in the systematic uncertainties.

B. Cross section calculation

A three-dimensional histogram of the number of elec-

trons detected was produced from the experimental data
through a process detailed in the companion paper to
this article. The three dimensions used for this his-

togram were (1) the fractional momentum b,p/p, defined

by E' = p(1+ Ap/p), where p is the central momentum
setting of the spectrometer; (2) the horizontal angle b, 0,
the difference between the projected scattering angle and
the central spectrometer angle; and (3) the vertical angle

Elastic scattering is kinematically determined by the
beam energy and scattering angle. Thus for a fixed an-

gular bin in 60, we first integrated the three-dimensional
histogram of electron counts over the P acceptance of the
spectrometer. The range of P integration was chosen to
be —24 ( P & 24 mr. Corrections were made for the
fact that the scattering angle had a slight dependence on

Since 4t1 was typically 14 mr, corrections to the cross
section due to this were usually small ( 0.5%).

Corrections were then made for the acceptance eK-
ciency of each (Ap/p, AO) bin of the remaining two-

dimensional histogram. The two-dimensional acceptance
function was generated by integrating over P the three-
dimensional (Ap/p, Ag, P) acceptance function measured
using an inelastic data sample [3] scattered from a thin
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solid target. Experimental cross sections were thus ob-
tained for each (b,p/p, 68) bin:

g~expt
, (b.p/p, b,8)

C,C, N, (Ap/p, 68)
Q,ntA"„,Ai, e,e e, A(Ep/p, 68) '

where N is the two-dimensional detected electron his-
togram and A is the acceptance function measured in
str. The computer and electronic dead time are C, and
C„respectively, Q, is the total incident charge, nt is
the number of target nucleons per unit area, e, is the
efficiency of Cherenkov counter, s is the efEciency of
the wire chamber, and s, is the efBciency of the shower
counter. The eKciencies were better than 99.7% for all
the kinematic points. A, , is the acceptance correction
due to the dependence of the solid angle on the projected
target length and multiple scattering in the spectrome-
ter M.onte Carlo simulations incorporating the target,
spectrometer optics, apertures, and multiple scattering
were performed. The resultant solid angle of the spec-
trometer for an elastic peak with our acceptance cuts
was parametrized by

A, , = 1 —0.0032sin 8 —0.0042/p '

—0.00025 sin 8/p '

with p measured in GeV, and is accurate to +0.1% over
the kinematic range of this experiment. A, , is the cor-
rection to the acceptance due to changes in the spec-
trometer optics at different magnet currents. It was mea-
sured with the wirefloat technique [10,11]. This correc-
tion changed the absolute normalization of the cross sec-
tions by 0.7%%, and varied with the momenta setting
by +0.25% over the range 1 & p & 8 GeV. Details are
presented elsewhere [9].

A typical elastic peak cross section is shown in Fig. 2.
The cross section was integrated over a suitable range in
E'. The high Ap/p cut was set at a constant Wz such
that the entire elastic peak was included, but as much

background as possible was excluded. The lower bound
of the integration was typically set at Wz = 1.12 GeV2
to include much of the radiative tail yet still exclude the
pion production threshold at R' = 1.15 GeV . However,
this cut was always set to Ap/p ) —3% to avoid the low
eKciency acceptance edges.

Cross sections in each 68 bin were shifted to the value
at the center of the acceptance (b,8=0) using the 8 de-
pendence of various models of the elastic cross section
(described later) including the radiative effects (see Ap-
pendix A). Final values of the extracted form factors were
very insensitive to the form of this model because of the
small 8 acceptance of our spectrometer. These values
were then averaged across the acceptance based on their
statistical weight resulting in the cross section value at
68=0. Averaging was done over a 68 range of —6 mr
& b.8 & 5 mr. Two plots of the cross section, after cor-
rection for the 68 dependence of the model cross section
and averaging over a number of runs, are shown in Fig.
3. No 68 dependence was found within our cuts. How-
ever, at large positive b,8 outside of our cuts where the
acceptance is small () 6 mr), deviations were found for
runs taken at large scattering angles. Similar deviations
were predicted by the Monte Carlo model of the accep-
tance, and were due to the effects of the projected target
length not included in A, ,

It was necessary to subtract the contribution to the
cross section of quasielastic scattering from the Al end
caps and the distorted How guides. The shape of the
electron spectrum from Al was measured using the empty
replica target. Normalization of the spectra to the full
target data was determined in the kinematic domain
which is allowed from quasielastic scattering from alu-
minum (due to the Fermi motion of nucleons in the Al
nucleus), but is beyond the region of elastic scattering
&om hydrogen (W & W&, & M~). This normalization
constant was de6ned as

1.2
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FIG. 2. An elastic peak distribution versus W, the missing
mass squared. The elastic peak position, neglecting radiative
efFects, should occur at W = M = 0.88 (GeV/c) . Positions
of the integration cuts used to define the elastic peak are
shown.

0
he (mr)

FIG. 3. The elastic cross section versus &8 averaged over
a number of runs, normalized to the model cross section,
for scattering angles of (a) 11.5' & 8 & 20'; and (b)
40' ( 8 ( 48 .
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&rep = (d2~w &w,

dAdE

w'&w, '. )
dAdE' )

(14)

where the quasielastic cross sections have been calculated
using the end cap thicknesses alone for the hydrogen and
empty replica targets, respectively, and S'& indicates the
cut placed on the elastic peak (see Fig. 2). Figure 4 shows
this normalization constant as a function of time during
the experimental run. Under the conditions of the re-
versed hydrogen How, the normalization constant was on
average 4.43 6 0.12. Analysis of those data runs with
the hydrogen flow in the proper direction gave a typical
normalization constant of 1.28 6 0.12, which was consis-
tent with the contributions expected from the aluminum
end caps and deuterium contamination in the hydrogen
(0.16%).

After the determination of this normalization, the con-
tribution of the aluminum scattering was subtracted from
the scattering from the hydrogen target. Figure 5 shows
some typical spectra at different kinematics in the nor-
malization region beyond the elastic peak after the alu-
minum background has been subtracted. These spectra
were all consistent with zero. Radiative effects due to
the additional aluminum flow guides in the beam, pri-
marily due to bremsstrahlung and ionization losses, were
also included in the calculation of the cross sections (see
Appendix A). Since radiative losses tend to reduce the
cross section near the elastic peak, this effect was in
the opposite direction of the increased scattering &om
the aluminum and the two corrections tended to can-
cel. Both effects were proportional to the amount of ad-
ditional aluminum present in the beam and thus were
correlated, resulting in a smaller combined uncertainty.
Typical direct contributions to electron scattering, in the
elastic peak region, under the conditions of the reversed
hydrogen How was 3.0 6 0.3'%, the typical effect of the
deformed flow guides on the radiative corrections was
—2.0 + 0.2%. Further details of this subtraction are pre-
sented elsewhere [9].

Corrections for higher-order processes in o., which af-
fect the scattering amplitude beyond the single photon
exchange of the Born approximation, were also included.

Flow Corrected

0
0 20 40 60

Time (Days-11/1/85)
80

FIG. 4. The normalization factor for the aluminum back-
ground subtractions versus time of the experiment. The time
when the hydrogen Bow direction was corrected is indicated
by the arrow.

0) -40 -20 0 20 40 -40

05

-20 0
I

20 40

0
~ ~
C
N

~ ~
C0

-40

II~~

-20 0 20 40
detuning

-40 -20 0 20 40
detuning

FIG. 5. Typical elastic cross sections in the region
W ( Wp after subtraction of the Al background, for four
runs at different kinematics: (a) Q = 1, Eo ——2.4; (b)
Q =2, Eo =2.8; (c) Q =2.5, Eo ——2.8; and(d) Q =3
(GeV/c), Eo = 7.1 GeV. The arrows indicate the cut applied
to the elastic peak.

Bremsstrahlung, vacuum polarization, and vertex contri-
butions were included as corrections to the principal scat-
tering vertex itself, as were radiative processes within the
rest of the target material. This correction was described
by a parameter C, ~, which related the measured exper-

d Born
imental cross section to the Born cross section &&

expt d Born

dO
'

dO

Values were in the range 0.67 ( C, g ( 0.78, and de-

pended on the scattering kinematics, the lower bound of
the integration over E', and the amount of target ma-

terial traversed by the scattered electrons. Significant
improvements were made in the radiative correction cal-
culations for this experiment. Details of these procedures
are given in Appendix A.

Figure 6 shows the value of a typical cross section
as a function of the lower b,p/p cut, normalized to the
cross section at Ap/p = —3.0%. Correlations exist be-
tween the values at different Ep/p cuts. Variations in
the uncorrected measured cross section were 20% over
the range of cuts shown. The y per degree of free-
dom (y /NDF) between the cross sections evaluated with
the lowest Ap/p cut relative to those with the highest

Ap/p cut was 26.4/22 for all the data runs. If system-
atic uncertainties due to the kinematic calibration of the
elastic peak are included, the y /NDF was reduced to
18.3/22. This indicated a high reliability to the Ap/p de-

pendence of the radiative corrections and the acceptance
function, as well as proper subtraction of the aluminum
background.

Cross sections from different data runs but similar
kinematics were weighted by their statistical uncertainty
and averaged together to arrive at a single measured cross
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FIG. 6. The lower b,p/p cut dependence of a typical cross
section, as discussed in the text. The data are normalized to
the cross section value at a Ap/p cut of —3.0'%%uo. The error
bars include only the statistical error relative to this normal-
ization point. The dashed lines are an estimate of systematic
uncertainties from other sources.

section at each kinematic point. Corrections were made
for the fact that data were &equently taken at slightly
different values of Q or e due to slight variations in the
setting of the beam energy or spectrometer angle. These
extrapolations were usually ( l%%uo, and were independent
of the form factor model used. The typical yz/NDF of
these averages was 1.03. Values of the cross sections at
each kinematic setting, along with the radiative correc-
tions and uncertainties, are given in Table I.

Systematic errors in the cross section measurements

were estimated and included in the overall error estimate.
Uncertainties in the incident beam charge, target length,
scattering kinematics, spectrometer acceptance, and ra-
diative corrections cause corresponding uncertainties in
the cross section measurements. Systematic errors were
divided into two types: point-to-point errors, which are
different for different data runs or kinematic settings; and
absolute errors, which are systematically the same for all
data samples. Estimates of these errors, and their effect
on the cross section measurements, are shown in Table
II. The dominant contribution to the point-to-point sys-
tematic uncertainties was &om the incident energy cal-
ibration due to the large Q dependence of the elastic
cross section. Normalization errors of the cross sections,
due primarily to uncertainties in the absolute acceptance,
target length, and the radiative corrections, were +1.9%%uo.

Systematic uncertainties, however, were small compared
to the statistical uncertainties.

Systematic uncertainties in the radiative corrections
correlated with e at a fixed value of Q are difficult to esti-
mate but are expected to be small [16—18]. Improvements
to the data analysis could be made if a better calculation
of the radiative corrections were available, particularly
the terms arising &om two-photon exchanges and O(a4)
contributions. The details of the radiative correction cal-
culations used in this analysis have been documented [9]
to allow for more precise corrections of the data as the
theory of radiative corrections is improved in the future.

C. Elastic form factor extraction

TABLE I. Elastic cross section values at each kinematic
point. Values of the radiative corrections are also given. Sta-
tistical uncertainties are given in '%%uo. The point-to-point sys-
tematic uncertainty was 0.5'%%uo, and the overall normalization
uncertainty was 1.9%.

The relationship between the cross sections and form
factors is given in Eq. (8). This can be rewritten as

g& Born

vivos
= f(1 + r) [1 + 2Ep/M& sin (8/2)] (16)

&Mott
Q2

(GeV/c)'
1.000
1.000
1.000
2.003
2.003
2.003
2.003
2.003
2.003
2.003
2.003
2.497
2.497
2.497
2.497
2.497
2.497
3.007
3.007
3.007
3.007
3.007

go
(GeV)
1.594
2.403
3.238
2.408
2.800
3.250
4.003
5.489
6.237
6.981
7.488
2.796
3.241
3.766
4.242
7.054
8.209
3.251
4.008
6.246
7.074
8.233

8
(deg)

45.221
27.277
19.454
46.389
37.470
30.810
23.822
16.513
14.316
12.645
11.714
45.947
37.024
30.245
25.989
14.286
12.071
43.976
32.422
18.527
16.020
13.476

0.771
0.755
0.744
0.769
0.765
0.758
0.752
0.723
0.706
0.685
0.677
0.771
0.774
0.763
0.754
0.685
0.675
0.772
0.765
0.705
0.689
0.678

(nb/sr)
5.267
17.80
39.51
0.4436
0.7797
1.288
2.421
5.746
8.282
11.086
13.115
0.1894
0.3369
0.5629
0.8293
3.611
5.431

0.09664
0.2194
0.9085
1.315
2.012

ada&& atat
(%%uo)

0.80
0.91
0.86
0.92
0.75
0.61
0.96
2.38
1.01
0.95
2.80
0.91
0.85
0.63
0.93
0.75
1.79
0.97
0.85
2.55
1.05
2.38

M+ El
2 2 (17)

where e was defined previously as the longitudinal po-
larization of the virtual photon, and the reduced cross
section 0'„s is a function of Q and e. A linear fit of cr„g
to e at fixed Qz has 7 GM as the intercept and Gz& as the
slope. Graphs of these fits to the data, including point-
to-point systematic uncertainties, are shown in Fig. 7,
with an average y /NDF of 0.62.

Final values of various combinations of the form fac-
tors are given in Table III. Results are also plotted in Fig.
8. Values of the Sach's form factors (G~& and G~M) are
given relative to a simple dipole model (described later)
in order to take out the dominant Q2 dependence. The
ratios of Pauli and Dirac form factors multiplied by Q
are also presented. Statistical, point-to-point systematic,
and normalization uncertainties are included. The errors
on GE and GM are primarily due to the normalization
uncertainty of the cross section and are completely corre-
lated, but the errors vary with Qz because of the different
effects of incident energy and scattering angle. Compar-
isons to various theoretical models, as well as other ex-
periments, are discussed below.
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TABLE II. The individual systematic uncertainties and their average effect on cross sections (or)
and G& at Q = 1 and Q = 3 (GeV/c) .

Quantity

Incident energy
Beam steering
Incident charge
Target density
End cap subtraction
Spectrometer angle
Acceptance
Detector efBciency
Total point to point
Incident energy
Beam charge
Target length
Scattering angle
Acceptance
Radiative correction
Absolute systematic

Uncertainty

0.03Fo
0.003'
0.2%
0.2'Fo

0.2%
0.004'
0.1%
0.1%

0.07%
0.5%
1.0%

0.006'
1.0'%%uo

1.0'%%uo

Ao/o
(typical)

0.3'Fo

0.1%
0.2%
0.2%
0.2%
0.2%
0.1 %%uo

0.1'Fo

0.5'%%uo

0.7%
0.5%
1.0'%%uo

0.2%
1.0'Fo

1.0'Fo

1.9%

AG~~/Go

Q =1
2.2%
0.6%
1.7%
1.7%
1.7%
0.8'Fo

0.9'%%uo

0.9%
3.9'%%uo

0.3%%uo

0.2%%uo

0.5%
0.9'%%uo

0.5'%%uo

0.5%
1.3%

EG~s/Gz)
Q2

5.5%
1.6'Fo

3.4'Fo

3.4%
3.4'Fo

2.2%
1.6%
1.6%
8.3'Fo

1.1%%uo

0.4%
0.8%
3.1'Fo

0.8%
0.8'Fo

3.5%

IV. ANALYSIS OF ELASTIC FORM FACTOR
RESULTS

A. Global results
2.0

~ This Expt
& Bosted
D Litt

o Bartel v Katramatou
x Berger
t Janssens

I
l

I

Ov ervi eto

In this section the data from selected measurements
of e-p elastic scattering are presented. The experiments
chosen are generally limited to those that measured cross
sections at Q2 Q 1 (GeV/c)2, although a significant body
of lower Q2 data is also included. Comparisons are made
between the form factors extracted from this work and
some of the other experiments. Results of a global extrac-
tion of the form factors are presented for a wide range of

Ci
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r
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0.090
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0.01 15
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0
I
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0.0155
0.6

I

0.8
0.0100

1.0 0.6
I

0.8 1.0

FIG. 7. The linear Rosenbluth fits used for extracting the
elastic form factors at (a) Q = 1.0, (b) Q = 2.0, (c)
Q = 2.5, and (d) Q = 3.0 (GeV/c) . Error bars indicate
combined (statistical plus point-to-point systematic) uncer-
tainties. Cross section normalization uncertainties of +1.9%
are not shown.

FIG. 3. The form factors shown versus Q: (a) G&/GD,
(b) G~ /G&/~; and (c) Q2(F~/F") The solid circles are .the
data from this experiment, with combined uncertainty due to
statistical and point-to-point systematic errors, and the other
data are from Refs. [4,40—43,19]. The curves correspond to the
vector-meson dominance model of Hohler [20] (dashed line),
the VMD and/or PQCD model of Gari and Kriimplemann

[26] (solid line), the quark sum rules of Radyushkin [30]
(dot-dashed line), and the diquark model of Kroll [32] (dotted
line).
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TABLE III. The extracted values of the elastic form factors with statistical, point-to-point sys-
tematic, and normalization errors on the cross sections. The errors due to normalization are com-
pletely correlated. Q is in units of (GeV/c) .

Q2

Gr~/Go

GM /Gz) /Pr

q'(+'/&i')

1.000
1.001 + 0.072

+ 0.039 6 0.013
1.017 6 0.027

6 0.015 6 0.010
0.568 + 0.061

0.033 + 0.007

2.003
1.173 + 0.07?

+ 0.047 + 0.029
1.014 + 0.017

+ 0.009 + 0.010
0.666 6 0.061

6 0.032 6 0.016

2.497
1.101 + 0.103

+ 0.065 6 0.031
1.030 + 0.016

+ 0.010 + 0.010
0.788 + 0.084

6 0.048 + 0.020

3.007
1.231 + 0.141

+ 0.083 + 0.035
1.012 + 0.020

+ 0.010 k 0.010
0.735 + 0.110

6 0.052 6 0.018

Q2 values along with the relative normalizations for the
different experiments.

Twelve other experiments were chosen as representa-
tive of the elastic e-p data taken in the last 25 years for
Qz Q 1 (GeV/c)2. An overview of each of these exper-
iments is presented in Table IV. All listed experiments
were conducted prior to this experiment with the excep-
tion of Bosted et al. [19].

2. Comparison to other form factor measnrements

Results for G&/G~, in the range Q ( 4 (GeV/c),
are shown in Fig. 8(a) for this work and the other exper-
iments that independently extracted GE, i.e., Janssens,
Litt, Berger, Bartel-1973, and Bosted. Our data lie con-
sistently above the results of the other experiments, ex-
cept for Litt, in the range Q2 Q 2 (GeV/c)2, but all are
in moderately good agreement. Uncertainties in Bartel's
results, which show the greatest disparity with the results
&om this experiment, were dominated by systematic er-
rors in the cross normalization between a forward- and a
backward-angle spectrometer. Janssens' data are at too
low a value of Q2 to make a meaningful comparison.

In Fig. 8(b), the results for G~M/G~/p„are shown for
the same experiments as the G& plot, along with the data
of Katramatou which only measured GM. Our data lie
below the data of Bartel, Berger, and Bosted for reasons
which are strongly correlated with the G& results. Our
data are in excellent agreement with the results of Ka-

tramatou and Litt. Results for G~M are sensitive to the
absolute normalization of cross sections, which have not
been included in the error bars.

Figure 8(c) shows the data for Q2(F2r/Ff). Our data
indicate that this combination of form factors converges
to a constant for Q2 Q 2 (GeV/c) . The best fit value to
the slope for Q ) 2 (GeV/c) is 0.0860.11 (GeV/c)
This is in good agreement with the results of Bosted and
Litt. Bartel's results are consistently higher in value
and show a larger slope than our data. However, the
uncertainties at the different Q2 values in Bartel's ex-
periment are dominated by the cross normalization of
the forward- and backward-angle spectrometers, and are
therefore highly correlated.

8. Global estraction of elastic form factors

Cross section measurements &om the other experi-
ments were combined with the data of this experiment
and fit for a global extraction of the form factors. From
these fits, Gr& and GrM were extracted at 17 values of Qz,
along with the 11 normalization constants between each
of the experiments and this work. Cross sections were
corrected for differences between the measured and nom-
inal Q2 values using the dipole approximation. After the
form factors were extracted, the fit was reiterated using
the extracted values of the form factors. Values of the
extracted form factors did not change significantly. The
fit was done by minimizing y, defined by

TABLE IV. Summary of the world's data on e-p elastic scattering in the range q Q 1 (GeV/c)
Experiments are listed under the name of the principal author and reference, and include the
laboratory at which it was performed, the q and 0 range, the typical number of s points measured
at each Q, and the typical cross section uncertainty.

Author
Jannsens [40]
Bartel-1966 [44]
Albrecht [5]
Litt [41]
Goitein [46]
Berger [42]
Price [46]
Kirk [21]
Bartel-1973 [4]
Sill [22]
Katramatou [43]
Bosted [19]
This work

Laboratory
Mark III
DESY
DESY
SLAC
CEA
Bonn
CEA
SLAG
DESY
SLAC
SLAC
SLAG
SLAC

Q2

0.15-0.86
0.39—4.1

1.95,2.92,9.56
1.00-3.75
0.27—5.9
0.1—1.95

0.25—1.75
1—25

0.67—3.00
2.8—31.3
0.5-1.8

1.75—8.83
1.0—3.0

8
45' —145
10'—25'

76'
12'—42'
19'-34'

25 —111
90

12'—35
12', 86
21'—33'

180
15 -90'
12 —46

N,
3—5

1
1

3—5

1
1—14

1
1
2
1
1

2—7
3—8

Ao.

3%
4%,4%,14%

2%
4%

2—6%
4%
2%

2—4%
3—4%
2—3%

1%
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2

(
g(i]o„q]i j, k) —lr]i j)GM]Q (j)] + e(i j, k)Gt]Q (j]]l

)
x'—=

Aa„g(i,j, k)

( &n()
&

' (19)

where the parameters N, „~t, Nq2(i), and N, (i, j) refer to
the number of experiments, separate Q bins, and differ-
ent e values where cross sections were measured. The val-
ues of rl(i) are the multiplicative normalization constants
for the other experiments relative to this work, and Aq(i)
is the absolute cross section uncertainty given for each
experiment. The cross section error bars, Ao„s(i, j, k),
included both statistical and point-to-point systematic
uncertainties.

The total y for the fit was 197 for 272 degrees of
freedom. A few typical ~ separation plots are shown in
Fig. 9. Relative normalization constants for the experi-
ments are given in Table V. Contributions to the total

of the Rosenbluth separations from each of the ex-
periments relative to the total number of cross section
measurements, are also presented. Values of G~&/G~,
G~/Gri/p„, Q (F2/Ff), and p„G~&/G~ are given in
Table VI at each Q2 value, along with the y /NDF that
was contributed from each of the Q2 points. These data
are plotted in Figs. 10 and 11.

The normalization constants are consistent with the
systematic uncertainty assigned by each experiment.
This result, coupled with the small values of y /NDF
for the fit from each experiment, indicates that a single
normalization constant for each experiment was a good
correction for the systematic differences between each of
the data sets.

The data on GE are consistent with the dipole
parametrization. This is in contrast with the
parametrizations widely used [20] which were based on
previous experimental results, and usually described
G~&/GD as decreasing with increasing Q above Q2 = 1

(GeV/c) . However, these previous results were usually
lo away &om the dipole approximation, and were

dominated by systematic uncertainties involved in cross
normalizations between different spectrometers or differ-
ent experiments. These systematic uncertainties affected
the data at the different Q values in a highly correlated
way. Data from this experiment indicate that G&/G&
does not fall significantly below 1.0 for the Q2 values
measured. Results from the global extraction support
this conclusion.

Values of GM are very similar to previously published
results. For Q ( 1 (GeV/c) the data lie below the
dipole, rising to a point that is a few percent above the
dipole. At larger values of Q [Q 5 (GeV/c)2], they again
fall below the dipole, although much of the higher Q
data taken at single e values have not been included here.

Data for Q2[F&~/FP] show a linear rise at low Q2 [g 1

(GeV/c)2], but approach a constant at larger Q2 [Q 2

(GeV/c)2]. Implications of this behavior are discussed
brieHy in the following section. The data on p&G~& /G~~
are consistent with the assumption of form factor scaling
(G~& ——G~~/p„) used in larger Q elastic scattering ex-
periments [21,22] to extract the value of G~~ from single
cross section measurements. With the uncertainties of
the measurements of GE, it is not possible to distinguish
between form factor scaling and the dipole model.

B. Theories and parametrizations

A number of different approaches have been developed
to try to understand the nucleon elastic form factors.

0.18

0.14
0

0.10—

0.08

TABLE V. Relative normalizations between each of the
other experiments and this work. Absolute systematic uncer-
tainties for each of the experiments are also given. The con-
tribution to the total y of the Rosenbluth separations from
the data of each of the experiments, as well as the number of
cross section measurements, are presented.

0.10 0.06

0.028 — {c)

0.012

0.011—

0.010

0.020
0

I

0.4 0.8
0.009

0
]

0.4 0.8

FIG. 9. Four typical Rosenbluth fits for the form factor
extraction from the global data set at (a) Q = 0.6, (b)
Q = 1.0, (c) Q = 2.0, and (d) Q = 3.0 (GeV/c)

Experiment
Janssens
Bartel, 1966
Albrecht
Litt
Goitein
Berger
Price
Kirk
Bartel, 1973
Sill
Katramatou
Bosted
This work

rl

0.982 + 0.008
1.001 + 0.011
0.984 + 0.025
1.008 + 0.004
0.979 + 0.010
1.001 + 0.007
0.971 + 0.011
1.004 + 0.008
1.003 + 0.006
1.039 + 0.015
1.020 + 0.014
1.003 + 0.004

1.0

0.016
0.035
0.040
0.040
0.022
0.040
0.019
0.040
0.021
0.036
0.018
0.020
0.019

g'/X
76.3/93
3.5/11
1.0/3

13.1/22
18.5/15
25.1/54
5.1/9
1.3/7

17.7/21
1.9/7

5.6/11
9.2/31
12.9/22
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TABLE VI. The extracted values of the form factors from the global fit at each Q . The y /NoF
for each of the Q values is also shown. The error bars include statistical and point-to-point
systematic uncertainties. The efFect of an overall normalization uncertainty of 1.9%%uo has not been
included.

Q2

0.15
0.30
0.45
0.60
0.75
1.00
1.25
1.50
1.75
2.00
2.50
3.00
4.00
5.00
6.00
7.00
9.70

G~~/Go
0.963 6 0.011
0.969 + 0.014
0.979 + 0.014
0.973 + 0.015
0.950 6 0.025
0.992 6 0.026
0.994 + 0.039
1.033 6 0.042
0.947 6 0.043
1.066 6 0.053
0.963 6 0.047
0.992 + 0.071
1.082 + 0.084
1.018 6 0.139
1.014 6 0.211
1.406 6 0.186
1.540 + 0.826

GM/Go/pr
0.952 + 0.014
0.947 + 0.010
0.971 + 0.009
0.989 + 0.007
1.013 6 0.008
1.022 6 0.009
1.035 6 0.008
1.040 6 0.010
1.054 + 0.006
1.035 + 0.010
1.048 + 0.006
1.043 + 0.007
1.023 + 0.008
1.011 6 0.009
0.986 6 0.012
0.958 + 0.017
0.879 + 0.097

&'(F:/Fi')
0.132 + 0.003
0.235 + 0.006
0.328 + 0.007
0.415 + 0.009
0.507 + 0.015
0.576 + 0.017
0.655 + 0.026
0.690 6 0.030
0.809 + 0.030
0.752 6 0.040
0.902 + 0.034
0.926 + 0.053
0.915 + 0.066
1.003 + 0.107
1.021 + 0.164
0.737 + 0.182
0.588 6 0.933

prG@/GM
1.012 + 0.018
1.023 + 0.018
1.009 + 0.016
0.984 + 0.01?
0.938 6 0.025
0.971 6 0.026
0.961 + 0.038
0.993 + 0.043
0.899 + 0.039
1.030 6 0.055
0.918 + 0.043
0.951 6 0.068
1.058 6 0.089
1.006 + 0.140
1.028 + 0.217
1.468 + 0.189
1.752 + 0.939

x'/NoF
9.0/16
15.9/24
18.9/29
19.4/35
40 8/30
12.1/16
6.7/18
5.1/10
10.6/13
11.5/17
16.6/25
7.7/15
10.4/13
3.4/8
1.0/1
1.5/1
0.7/1

2.0

(a)
~ K

CI

1.0—G R

Low Qz data have been interpreted in terms of the spa-
tial distributions of the charge and magnetic moment,
such as the rms radius of the proton. Moderate Qz data
have been viewed in the light of vector meson dominance
which models the virtual photon as a sum of massive
vector mesons. The Qz dependence of the form factors is

thus caused at least in part by the Qz dependence of the
meson propagator terms. Models involving higher twist
effects, such as diquarks, also make specific predictions
for the elastic form factors at moderate Q~. Large Q2

data have been compared to perturbative /CD predic-
tions and dimensional scaling laws, and have been inter-
preted as confirmation of the quark-parton model of the
nucleon and the success of quark counting rules. These
various theoretical approaches, and comparisons to mea-
surements, are presented in this section, and plotted in
Figs. 8 and 10.
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1. Dipole approaimatiom and form factor scaling

The dipole approximation is a lowest-order attempt
to incorporate the nonzero size of the proton into the
form factors. It is assumed that the proton has a simple
exponential spatial charge distribution:

(2o)

where ro is the scale of the proton radius. The form
factors are related, in the nonrelativistic limit, to the

0
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FIG. 10. The form factors versus Q extracted from the
global data set. (a) G~M/Go/p„; (b) G@/Go, aud (c) ratio
of Pauli to Dirac form factors, q (F~~/Ff) The curves are.
the same as Fig. 8.
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FIG. 11. The ratio of form factors p~Gz/G~ extracted
from the global data set versus Q .
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Fourier transform of the charge and magnetic moment
distribution. If it is also assumed that the magnetic mo-
ment distribution has the same spatial dependence as the
charge distribution (i.e., form factor scaling), we get the
dipole approximation to the form factors:

1
(Q') —=

(, Q, ,),
= GE(Q')
= GM(Q')/~~.

(22)

(23)

Previous measurements of e-p elastic scattering have in-
dicated a best fit value of ro2 = (0.24 fm) = 1/0. 71

(GeV/c) ~, indicating an rms radius of g(r2) = 0.81 fm.
Measurements of G~& and GM agree with the dipole ap-
proximation to better than 10% for all Q ( 5 (GeV/c) .

2. Vector -meson dominance models

3. Dimensional scaling

Dimensional scaling predicts [25] that, in the absence
of an internal mass scale, the exclusive cross section of a
process AB ~ CD can be expressed by

lim (AB —i CD) s—"+ f(t/s),~~~ dt
(24)

where n is the total number of lepton, photon, or ele-
mentary quark fields carrying a finite &action of the mo-
mentum in the particles A, 8, C, and D; 8 is the center
of mass energy squared, t = —Q, and f is a function
of the ratio t/s For ep —+ ep scatter. ing, n = 8 and the
prediction of dimensional scaling is, in the limit of large

Vector-meson dominance (VMD) models [23,24) ap-
proximate the e-p scattering vertex by assuming the pri-
mary mode of coupling between the virtual photon and
the proton is through a vector meson. The form factor
can be written as the meson propagator term times a
VAN coupling term. Different models incorporate dif-
ferent numbers of vector mesons in the calculations, and
some include a bare photon coupling in addition. The
VMD model developed by Hohler et al. [20], incorpo-
rates terms involving the exchange of p and v mesons,
plus higher terms that are associated with the P, u', and
p' mesons. Many different fits were done to various form
factor data sets. We used fit 5.3, which was the best fit
to the previously available proton data.

This model (dashed line in Figs. 8 and 10) clearly falls
below our measurements of G& and the world extraction.
However, since this theory had free parameters that were
fit to previous data, slight adjustments could be made to
account for the new data. In addition, because of the fact
that the data on G& used to determine these parameters
were available only at Q2 ( 3 (GeV/c) (only individual
cross section measurements were available at higher Q2),
there are no constraints placed on the model at higher
Q2 where the new SLAC data are measured.

t (where Fi dominates the cross section) and fixed t/s:

dc'
(ep + ep)-

dt
1 2

4

(25)

(26)

Therefore dimensional scaling predicts that Fi 1/Q
in the limit of high Q2. Since F2 is related to the helicity
nonconserving part of the scattering amplitude, it is sup-
pressed in the limit of high Q by a factor of m /Q
relative to F&, where m~ is the quark mass scale. Di-
mensional scaling thus predicts that Q4Fi" -+ const and
Q2(F&~/Fi") ~ const in the limit of high Q2. This is simi-

lar to the predictions of perturbative QCD (PQCD) [26],
neglecting factors of o., (Q2) (see below).

The question as to what Q2 is high enough for QCD to
be applicable is a controversial one within the literature.
More discussion of this question appears in the follow-

ing two subsections. Data from e-p elastic scattering [22]
seem to indicate the onset of scaling (Q Fi const)
in the range 5—10 (GeV/c) . This experiment indicates
that scaling in the ratio of the Pauli to Dirac form fac-
tors [Q2(Ff/F~~) const] occurs for Q2 Q 2 (GeV/c)2.
Data [27] on the pion form factor exhibit scaling behav-
ior for Q2 ) 1 (GeV/c)2, while neutron data [28] exhibit
the behavior above 5 (GeV/c)2. Recent data [29] on the
photodisintegration of the deuteron also indicate scaling
at s Q 1 (GeV/c) 2.

Pertur batiste qCD

Gari and Kriimpelmann [26] have attempted to com-
bine the low-Q phenomenology of VMD with the high-
Q2 predictions of PQCD. In this model the intrinsic pro-
ton vertex form factors Fz and Fz follow a monopole-

type behavior at low Q, where meson physics dominates.
But at high Q2 they have a dependence of F~~ 1/Q4
and Fz~ 1/Qs [modified by ln(Q2/A2)], as predicted
by PQCD. These form factors are also modified by con-
tributions &om vector-meson propagator terms. For this
model only the p and ~ mesons were included. Two pa-
rameters were introduced to define the different scales
involved in the scattering; Aq was the scale of the proton
wave function ( 0.8 GeV) and A2 was the scale below
which the meson dynamics dominate and above which
the quark dynamics dominate.

This model was fit to proton and neutron form factors
extracted from the previously measured electron scatter-
ing cross sections. Perturbative QCD effects begin to
dominate the form factors at a value of Q2 = A2 ——5.15
(GeV/c) .

This model (solid line in Figs. 8 and 10) clearly falls be-
low our data on G& and above our measurements of GM.
As in the case of Hohler this theory had free parameters
that were fit to previous data. However, because the pre-
dictions of PQCD have been included, the behavior of the
model at larger Q2 is more highly constrained. The slope
of Q2(P&~/Ff) of the experimental data at moderate Q
is smaller than for Gari's model, and the magnitude is
smaller.
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5. QCD sam rules

A model proposed by Radyushkin [30] attempts to re-

produce the form factor scaling behavior that has been
measured in various experiments by using only the soft
components of the proton wave function and without in-

voking the large Q2 assumptions of scale invariance and
lowest-order P /CD. In this model e-p scattering is mod-

eled as the exchange of a single virtual photon between
the electron and one quark; it is then expanded in terms
of n, (Q2), depending on how many gluons are exchanged
between the three valence quarks within the proton. The
diagram with no gluon exchanges is naively expected,
based on perturbation theory, to be the dominant contri-
bution to the form factors. At large Q2, however, zero-

and one-gluon exchange diagrams are suppressed due to
the momentum imbalance of the quarks and the corre-
sponding small overlap between the intermediate state
quark wave function and the final state proton wave
function. Thus there should exist an energy scale, Qoz,

where zero-gluon exchange is dominant for Q & Qo,
while two-gluon exchange is dominant for Q2 ) Qo2.

Radyushkin calculates the contribution from the zero-
gluon exchange diagram, and finds that it behaves like

1/Q in the asymptotic limit. He also concludes that the
scale of Qo might be of the order of 100 (GeV/c)z, which
is well above the range of presently available data which
are invoked as an indication of the validity of the scaling
model.

This model (dot-dashed line in Figs. 8 and 10) shows

good agreement with our data on G~&, but disagrees with
our measurements of G~ for Q2 & 2.5. However, the
model is clearly getting nonphysical results in this region
[i.e., the normalization of G~~(0) = p„has not been re-

quired]. It also shows a fiattening of Q (Fz~/Fz ) that is
similar to our data. Radyushkin predicts a slope in the
region 2 & Q2 & 3 (GeV/c)2 of 0.14, which is in good
agreement with our results.

6'. Diquark models

The diquark model of the nucleon was motivated, in
part, by polarized elastic p-p experiments [31] that in-
dicated an unexpectedly large number of helicity non-
conserving events in elastic proton-proton scattering.
Nonperturbative eH'ects are one way to describe such he-
licity Hips. The diquark model of Kroll, Schiirmann, and
Schweiger [32] attempts to include such higher twist ef-

fects. It is presumed that of the three quarks within
the nucleon, two of them form a tightly coupled quasi-
elementary diquark, while the third quark is more loosely
bound. Diquarks can exist in either a sealer or (axial-)
vector state. Helicity-fiip scattering amplitudes (E2 ) are
generated through this spin-1 diquark.

The diquark model (dotted line, Figs. 8 and 10) does
not describe the data in the Q2 range of this experiment
[g 3 (GeV/c)2]. At larger Q2, it describes the magnetic
form factor extracted &om the global data well; however,
it does not describe the apparent Battening of the ratio
of Pauli to Dirac form factors for Q2 Q 2 (GeV/c), and

overestimates the magnitude of the helicity-fiip ampli-

tude (F2) for e-p elastic scattering in this Q2 range.

V. CONCLUSIONS

We have extracted the proton form factors from e-p
elastic scattering for 1 & Q2 & 3 (GeV/c) 2 using a Rosen-

bluth separation technique covering an angular range of
cross section measurements of 11.5' & 8 & 48'. Sta-
tistical uncertainties were & 1'%%uo in the cross sections,
7—11'%%uo in G& and 1.5—2.5%%uo in GM. Improvements in
experimental hardware limited point-to-point systematic
uncertainties to 0.5'%%uo, much less than the statistical un-

certainties in contrast with most previous form factor ex-
tractions. Significant improvements were also introduced
in the calculation of radiative corrections. The absolute
normalization uncertainty of the cross sections was 1.9%%uo.

A comparison between our data and other measure-

ments indicate marginal agreement with the DESY data
but good agreement with various SLAG and Bonn experi-
ments. Our data for G~@ rises slightly above the dipole ap-
proximation, while the DESY data falls about 1 cr below

the dipole. Our measurements are also in good agreement
with the ansatz of form factor scaling (G@ = GM/p~).
The measurements of Q2(F&~/Ff ) are lower in magnitude
and demonstrate less Q dependence than the DESY and.

Bonn measurements.
A global extraction of the proton form factors from

the data of many experiments indicates good consistency
between the difFerent data sets. These data are in agree-
ment with the dipole parametrization of G~& for all Q2

measured [Q & 10 (GeV/c)2], and support the ansatz
of form factor scaling which has been frequently used by
other experiments to extract G~ from single cross section
measurements at higher Q2. The global data set suggests
that the ratio of Pauli to Dirac form factors Q (F2 /Fz~)

converges to a constant for Qz Q 2 (GeV/c) .
Parametrizations based on vector-meson dominance

models fall below the measurements of G~&, but all have

free parameters which could be refit to the more recent
data. Results are in good general agreement with the
predictions of dimensional scaling and perturbative /CD
for Q Q 2 (GeV/c) . They are also in qualitative agree-
ment with a model by Radyushkin based on @CD sum
rules. A diquark model of Kroll et al. fits the G~M data
well at Q2 ) 4 (GeV/c)2, but does not describe the G~@

or Q2(F2/F~ ) results.
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APPENDIX A: RADIATiVE CORRECTIONS 2. Internal corrections

1. Overview

Elastic scattering does not consist of simply the one-
photon exchange process outlined in the Introduction.
Higher-order processes in o. also affect the cross section.
These processes can be split into two general categories.
Internal effects are those that occur as a part of the pri-
mary e-p scattering vertex, such as vacuum polarization,
vertex, or internal bremsstrahlung (Fig. 12). External ef-

fects are those caused by secondary scattering from rest
of the material in the target, such as bremsstrahlung or
ionization losses (Fig. 12).

These processes cause the elastic cross section to be
changed from the simple 8 function (smeared by detector
resolution) at E' = E,'& —Eo/[1 + 2M' sin (8/2)] to an

P
asymmetric peak with an extended elastic tail at lower

energies. The radiative tail extends down to values of E'
where other processes (z production, 6 resonance, etc. )
also occur. Therefore, the integration of the cross section
must be cut off at a value of E' = E,'& —AE', with the
value of AE' chosen to be small enough to exclude these
other background processes, but large enough so that the
value of the integral is not sensitive to the exact shape of
the energy resolution function of the detectors.

Radiative corrections depend on the details of the tar-
get materials and geometry. They also depend in a com-

plicated way on the kinematics of the scattering. There-
fore they are included as part of the experimental cor-
rections, so that the measured cross sections correspond
to the simple one-photon exchange in the Born approx-
imation presented in the Introduction. Details of the
calculation of the corrections are given below.

d~ b da

dO dO
(A2)

Although this approximation was strictly valid only for
the infrared divergent terms, the error caused in the non-

divergent terms was estimated [16] to be small [( 0.7%%uo

at Q = 20 (GeV/c), and smaller at our kinematics).
Contributions from vacuum polarization [Fig. 12(a)]

and electron vertex diagrams [Fig. 12(b)] were calculated
explicitly. Only the infrared divergent contributions
from proton vertex [Fig. 12(b)] and two-photon exchange

[Fig. 12(c)] diagrams were calculated; the nondivergent
components of these were estimated [16,33] to be small

(( 1/p). Contributions from the internal bremsstrahlung
diagrams [Fig. 12(d)] were somewhat more difficult to
calculate. This process ep ~ epp was previously studied
experimentally in a limited kinematic range [34] but the-
oretical calculations are needed in our kinematic region.
It was assumed that EE(1+2Eo/M~) (( E' to simplify

the calculation. Corrections for this approximation will

be discussed in the next section on improvements to the
internal corrections. A detailed description of the calcu-

lations involved [17] is presented elsewhere. The typical
value of b,„t was —0.17.

The radiative corrections procedure of Mo and Tsai
[16] were used to make the internal corrections for this
experiment. The radiative corrections were parametrized
by b;„t, which related the cross section of 0(ns) to the
Born cross section by

80 Born

dn(") = (""-')dn

Higher-order corrections were approximated by exponen-
tiating 8;„:

FIG. 12. The higher-order Feynman diagrams used in the
calculation of the radiative corrections. The internal correc-
tions: (a) vacuum polarization, (b) vertex, (c) two-photon
exchange, (d) internal bremsstrahlung. The external correc-
tions: (e) electron bremsstrahlung.

3. Improvements to internal corrections

Because of the reduced systematic and statistical un-

certainties of the present experiment, uncertainties in the
radiative corrections at the level of —1% caused by some

of the approximations used in the previous section were

unacceptably large. In calculating the value b;„t, it has

usually been assumed that [17] the cross section did not

vary signi6cantly with AE when the internal bremsstrah-

lung contributions were included. This approximation is

not valid to the level necessary for this experiment, and

an error is introduced in calculating the contribution to
the elastic tail from the first diagram shown in Fig. 12(d).
In this case, the electron emits a bremsstrahlung photon
before scattering &om the proton, giving it a lower en-

ergy and thus an enhanced scattering cross section; by as
much as 50'%%up for the kinematics considered here. There-

fore the size of the elastic tail is underestimated, and this
error increases with larger values of the radiative cutofF

AE.
By using the equivalent radiator approximation the ef-

fect of the energy dependence of the cross section can

be estimated. Internal bremsstrahlung corrections can
be approximated [16] by treating the single proton as an
externa/ radiator, with equivalent radiator thickness:
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b;t; = bfty = —[ln(Q /m, ) —1]. (A3)

These esterna/ radiative corrections due to bremsstrah-
lung can be calculated with the equivalent radiator thick-
nesses. The efFect of the energy dependence of the cross

l

section can be estimated by calculating the elastic tail
with && approximated with the dipole form factors rel-
ative to the same calculation assuming a constant cross
section (no energy dependence). This contribution to the
internal correction, b,.„'~, is de6ned by

, d'~(Ep, E') ', d'0 (Eo, E') '
dOdE' dOdE' (A4)

This correction ranged from 0.2 to 3.0%, and had a strong b,E' cut and e dependence. Without this correction term,
the cross sections showed a strong ( 1—2%) dependence on the AE' cut.

Vacuum polarization contributions from @+p and qq loops were also previously neglected. We used the muon loop
term

4M' /1 2M2) Q2 ( 4M21

9 3Q2 3 3Q2 M2 Q')

where M„= 0.106 GeV is the muon mass. This contribution is the same as the electron loop contribution in the limit
of Q2 » M2. Quark loop corrections [35] were performed using a simple flt to this equation (with corrections for the

charges and color factor) summed over all flavors of quarks, and was valid for 1 ( Q2 & 64 (GeV/c) 2:

h'i, = —2[—1.513 x 10 s —2.822 x 10 ln(1+ 1.218Q )]. (A6)

An additional correction by Schwinger [36] was in-
cluded by Tsai [18] to correct for the noninfrared diver-
gent part of the soft photon emission cross section. A
sign error in Tsai's paper has since been corrected [37]
giving the term

losing energy ur (u Q 0.8E, E Q 0.1 GeV) after passing
through a thickness of t radiation lengths is

bs, h = ————4[cos (8/2)]
6

(A7)
(A9)

(A10)
All these effects were then included in the definition of

1
int '

(A8)

where P is the shape of the bremsstrahlung spectrum and
normalized to P(0) = 1. The parameter b —4/3 is given

[38] more precisely by

4. External corrections

Radiative efFects that occur external to the principal
scattering are caused by bremsstrahlung in the target
material and the efFects of the Landau tail of the ioniza-
tion energy loss spectrum. Corrections were made based
on the work of Tsai [18].

e. Bmmaatrehluny spectrum

An electron of energy E will emit bremsstrahlung pho-
tons in the field of a nearby nucleus. The probability of

I

b= —( 1+ — [ln(184.15Z 3 )]

g= ln(1194Z I )/ln(184. 15Z ~ ),

(A11)

(A12)

where Z is the charge of the nucleus.
The cross section for an electron of initial energy E0

to elastically scatter &om a proton and have Gnal en-

ergy E' = E,'I —AE', when the electron is emitting
bremsstrahlung photons with t; and tf radiation lengths
of material before and after scattering, respectively, is

hap d~'P~ (Ep, (uo, t;)Pgy (E,'i, ur', ty)
0 0

where the b function 6xes the Bnal energy at E' = E'& —LE', and the efFect of the proton recoil is included through

the parameter R which relates GEO ——Rb,E', [R (~g, ) ]. Since P~(E, u, t) is strongly peaked at ur 0, the double
integral can be approximated by separating it into two single integrals; one near uo 0 and one near cu' = 0 (energy
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peaking approximation). These integrals can be explicitly calculated, leading to the equation

d2o (Eo, E')
dOdE'

t'm E'& "(SE'& ' '
1

E, ) ( E.', ) I'(1+b;t;) I'(1+bftf)

do(Eo) bftf (DE'~ do(Eo —RAE') b;t, (RAE'~

&)dA AE' E' dO 4E' Eo

(A14)

(A15)

b. Straggling and ionization lose specttum

The energy loss spectrum due to ionization for an elec-
tron of energy E passing through material in the ultra-
relativistic limit is described by a Landau distribution
[39] which is defined

M+COO

(P) Au+u lnud
27ri

(A16)

where o ) 0 is a real number. The parameter A is defined
[39,18]

AE —GEM p
(A17)

(= 1.54 x 10 (Z/A)T2:o, (A18)

where Z is the number of protons/nucleus in the material,
A is the mass number, and Txo is the thickness in g/cm2.
AEMp is the most probable energy loss discussed earlier.
At large A the tail of CL, (A) falls like 1/A .

The correction for the Landau tail was small for this
experiment. Under these conditions a correction to the
cross section, CL„can be calculated to a good approxi-
mation by

I

The integrand on the right-hand side diverges like
1/(AE')~ s' as bE' m 0 due to the bremsstrahlung
spectrum. Therefore when h, „q was calculated the brems-
strahlung contribution was integrated analytically in the
region where AE' is small (E,'& —E' ( 3 MeV). In this re-
gion the cross section could be treated as a constant. The
contribution at larger AE' was numerically integrated.
The energy dependence of do/dA was approximated us-

ing the dipole approximation to the form factors, but
was found to be independent of any particular choice of
reasonable models.

The value of b,„t depended on where in the target the
electron was assumed to scatter (through the variables t, ,

tt, (, , and (l). It was presumed that the electrons scat-
tered from the center of the target in the transverse direc-
tion and had an equal probability of scattering anywhere
in the longitudinal direction along the target. Steps of 0.5
cm were made along the target length, and the amount of
material before and after the scattering, including all en-
trance and exit windows, etc. , was calculated. The effect
of the How guides that were bent into the beam path was
also included. The value of e '"' was averaged over the
length of the target. Typical values of b',„t were —0.18.

(
d(d 41

&&)

d(d CL, —
)

CI, (AE') = 1—
RAE'

(A19)

5. Conclusions

Combining all of the above eB'ects, the radiative cor-
rection C, ~ is defined

(h;„,+b,.'„,+b,„,)rad =& (A21)

where Cl, (AE') is the fraction of the ionization spec-
trum that scatters with final energy E' ) E,'& —AE'
(again using the energy peaking approximation), and the
subscripts i and f on ( refer to initial and final ma-
terial thickness. The value of CL, was typically 0.998
(AE'/( 1000).

c. Calculation of external cov r ections

The external radiative corrections were parametrized
by a number b „t, analogous to the internal correction
parameter, which is defined by relating the integral of
Eq. (A15), along with the correction for the Landau tail
in Eq. (A19), to the Born cross section:

do. (Eo)
dO

E

dOdE'

and corresponds to the term used in Eq. (15). Values of
the radiative corrections at the various kinematics of this
experiment are given in Table I.

Calculation of both the external and internal radia-
tive corrections have been significantly improved by this
procedure, and are in excellent agreement with the mea-
sured radiative tails of the elastic peak. However, im-

proved theoretical understanding of the radiative cor-
rections could lead to even better measurements of the
elastic form factors. Two-photon exchange terms, which
require an understanding of the contributions arising
when the proton is off mass shell in the intermediate
state, need to be estimated. Explicit calculation of the
O(n ) terms, rather than the relatively simple estimate
made by exponentiating the O(o; ) contribution, would
prove useful. And a better understanding of the energy-
dependent effects arising &om internal bremsstrahlung,
beyond the equivalent radiator approximation used in
this work, could also be important, due to the strong
e dependence of these corrections.
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APPENDIX B:ELASTIC PEAK CALIBRATIONS
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The kinematic constraint that elastic scattering occurs
at W = M„allows a useful method to calibrate the in-
cident and final electron energy. Measurements of the
elastic peak positions at a variety of kinematics yields a
measurement of the incident energy relative to the spec-
trometer momentum setting. Combining this informa-
tion with the absolute calibration of the spectrometer
provided by the wire orbit, an absolute calibration of the
beam energy was possible. These measurements also in-
dicated differences between the average beam energy in a
particular run and the nominal central value caused by an
asymmetric distribution of the beam within the energy
defining slits. A run-by-run correction of the absolute
beam energy can thus be determined.

The (Ap/p, b,8, $) histograms that were generated in
the first stage of data analysis (see companion paper
[3]) were converted into one-dimensional missing mass
squared (W ) histograms for each run. The values of
Ep, E', and 0 that were used included all the corrections
noted earlier. Corrections were made for acceptance e-
fects and the 68 dependence of the cross section across
the acceptance. A typical histogram measured with the
hydrogen target is shown in Fig. 2. Spectra from the
scattering of the aluminum end caps and fIow guides
were measured with the empty target replica and were
subtracted &om the hydrogen data.

Radiative effects, as described in Appendix A, shift the
cross section from lower to higher W2. When this effect
is folded in with the resolution of the spectrometer and
the spread in the incident beam energy, the W2 value
where the maximum of the elastic peak occurs is shif e
to W ) M„. This effect must be accounted for before
the peak position can be determined.

The unfolding procedure was based on the deradiat-
ing prescription of Kirk et at. [21]. Radiative tails of
the lower W bins were subtracted from the higher W
bins on a bin-by-bin basis. By systematically subtract-
ing the tails of successively higher W bins, the elastic
scattering peak in the absence of radiative effects could
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FIG. 14. One-parameter analysis of the elastic peak posi-
tion offsets as a function of energy for all runs. (a) The offset

in the incident energy, AEo/Eo assuining no offset in the final

energy. (b) The offset in the final energy, AE'/E', assuming
no offset in the incident energy. The dashed lines indicate the
offset averaged over all runs.

0.3

0.2—

o 01
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be calculated. A typical deradiated spectrum is shown
in Fig. 13. Note that bin-to-bin correlations exist in the
values of the deradiated cross sections. These correla-
tions are especially strong at the higher W2 bins where
a large subtraction of the elastic radiative tails has been
made.

Each deradiated spectrum was fit by a Gaussian using
only the seven bins centered on the peak maximum. One
bin typically had a width corresponding to a Ap/p spread
of 0.1%. From these fits the Gaussian height, peak posi-
tion, and peak width were extracted for each run, along
with their uncertainties. The typical y /NnF for these
fits was 0.35. These small values of y /NDF were caused
by the correlations between the values in different bins,
and thus indicated an overly conservative estimate of the
uncertainties of the extracted parameters. Prom these
measured values of the peak positions, the calibration of
the incident and final energies could be carried out.

Offsets in the measured peak positions relative to the

0 r

0.75 0.85 0.95 1.05
W' (GeV')
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UJ piCI

-0.2—

II

V ~ ~

FIG. 13. A typical W histogram after the effects of the
radiative tail have been unfolded and all kinematic corrections
described in the text have been applied. The solid line is a
least-squares 6t of a Gaussian to the spectrum. The arrovr
is the expected value of the peak position, W = M~ ='=M'=oss
(GeV/c) .

—0.3 I

5
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FIG. 15. Fluctuations in the incident energy from run to
run, measured from the elastic peak positions, after correction
for an overall systematic shift in the energy calibration.
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kinematic constraint lV = M can be related to offsetsp
in any of the kinematic variables Eo, E', or 0. How-
ever, the peak positions were very insensitive to angular
uncertainties due to the high precision of the scattering
angle known from the spectrometer survey, wire orbit,
beam steering, and event tracking. Thus only estimates
of possible incident or final energy miscalibrations were
performed. The results of this analysis are shown in Fig.
14. Fits were made assuming a constant, average offset
in either the incident energy or the final energy. If the
ofFsets were assumed to be entirely due to AEo/Eo, the
average ofFset [dashed line, Fig. 14(a)] was —0.15%, with
a y /XDF=2723/61. If the ofFsets were assumed to be
entirely due to AE'/E', the average ofl'set [dashed line,
Fig. 14(b)] was 0.11'%%uo, with a y /HFDF=1614/61. These
large values of y were caused by fluctuations of the peak
positions around these average offsets, and were consis-
tent with a typical +0.05% fluctuation in the incident
beam energy. Since the full width spread in the incident
beam energy was as high as 0.3%, fluctuations of this
order were not surprising.

The different kinematic dependence that the ofFsets

AEo/Eo and AE'/E' have on the peak ofFset can, in
principle, allow for a two-dimensional separation of these
absolute offsets. However, since the kinematic terms are
highly correlated and the fluctuations in the average in-
cident beam energy tend to be significant compared to
the average offset, it was diKcult to get separate con-
straints on both the incident and final energies. It was

therefore decided to correct the final energy by —0.055%
and the incident energy by +0.07%. The —0.055% shift
in the spectrometer momentum was consistent with the
uncertainty in the absolute calibration of the wire orbit

( 0.05%%uo) and the accuracy of the beam steering system
(- 0.1 cm). Since the cross section was only a func-

tion of the incident energy and scattering angle, shifts
in the final energy had no direct effect on the measured
cross sections. A systematic uncertainty of +0.07% was

included in the absolute incident energy calibration to
account for this incident energy correction. This uncer-

tainty had only a small efFect on the final errors on the
extracted form factors.

After the absolute energy calibrations were corrected,
small fluctuations in the peak positions were still ob-

served (see Fig. 15). These fluctuations were, as dis-

cussed above, consistent with 0.05%%uo point-to-point
fluctuations in the incident energy. The incident energy
for each run was corrected assuming these peak fluctu-
ations were caused entirely by difFerences between the
average energy of the beam and the central value defined

by the A-bend slits. Point-to-point fluctuations in the
beam steering system and spectrometer momentum set-

ting could also contribute to these peak position fluctu-
ations. A 0.03% systematic uncertainty was assigned to
the point-to-point relative energy calibration to account
for these possible fluctuations. This is the largest source
of point-to-point systematic error (see Table II).
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