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Measurement of the A dependence of deep-inelastic electron scattering
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Cross sections for deep-inelastic electron scattering from liquid deuterium, gaseous He, and solid Be,
C, Al, Ca, Fe, Ag, and Au targets were measured at the Stanford Linear Accelerator Center using elec-
trons with energies ranging from 8 to 24.5 GeV. These data cover a range in the Bjorken variable x from
0.089 to 0.8, and in momentum transfer Q from 2 to 15 (GeV/c) . The ratios of cross sections per nu-

cleon (o /o");, for isoscalar nuclei have been extracted from the data. These ratios are greater than uni-

ty in the range 0. 1 & x & 0.3, while for 0.3 & x &0.8 they are less than unity and decrease logarithmically
with atomic weight A, or linearly with average nuclear density. No Q~ dependence in the ratios was ob-

served over the kinematic range of the data. These results are compared to various theoretical predic-
tions.

PACS number(s): 13.60.Hb

I. INTRODUCTION

The structure functions for charged lepton scattering
from a nucleon are related to the cross section by

1 tr 4a(E') q 8
dQdE' 4 2

Fz(x, Q ) 2F, (x,Q ) g

where a=e /4n- —„',is the fine structure constant, the
four-momentum transfer squared is Q = —

q
=4EE'sin (8/2), the initial and scattered lepton ener-
gies are E and E', the energy of the virtual photon is
v=E —E', the Bjorken scaling variable is x =Q /(2Mv),
M is the nucleon rest mass, 0 is the detected lepton
scattering angle, and F& and F2 are the deep-inelastic

structure functions. The polarization of the virtual pho-
ton

e= Il+2(1+ [v /Q ])tan2(8/2)]

is often used along with x and Q to completely specify
the kinematics. Significant difFerences in the cross sec-
tions of heavier nuclei compared to deuterium have been
observed in muon [1-6] and electron [7—9] scattering.
This was somewhat unexpected both in the quark-parton
model and in @CD, since the energy scale for binding nu-
cleons in nuclei is much lower than the energy scale for
the virtual photon-quark interaction. It was believed that
in the kinematic region of 0. 1&x ~0.6 the inelastic
structure function per nucleon F2" of a nucleus of atomic
weight A was simply related to the inelastic structure
functions F$ and Fz of a free proton and neutron by

AF~" =ZF$+(A —Z)F2 .
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At small x or Q, shadowing [10—12] was expected to de-
crease the structure functions of nuclei, due to either the
virtual photon having a hadronic component or overlap-
ping of nucleons due to relativistic contraction. For x
larger than about 0.6, the motion of nucleons within the
nucleus (Fermi smearing), convoluted with the sharply
decreasing value of F$ and Fz with increasing x, will
electively increase the nuclear structure function relative
to that of the nucleon structure function [13].
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II. EXPERIMENTALAPPARATUS

A schematic view of the experimental setup is shown in
Fig. 1. The incident electron beam produced by the Stan-
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FIG. 1. Schematic view of the experimental setup in End Sta-
tion A at SLAC.

Early inelastic lepton scattering experiments using nu-
clear targets searched for shadowing [14,15] in the region
of x ~ 0.2 and Q ~ l.6 (GeV/c), where the quark-parton
model is not expected to hold and where shadowing was
expected to be important. Shadowing in electroproduc-
tion at Q —1 (GeV/c} was found to be significantly
smaller than in photoproduction. Since shadowing was
expected to rapidly disappear with increasing Q, further
investigations on the A dependence of the structure func-
tions for larger values of x and Q were not undertaken,
and Eq. (2) was assumed to hold. Later, high Q2 muon
and neutrino scattering experiments were designed to use
nuclear targets because such targets were easier to con-
struct than hydrogen or deuterium targets with the re-
quired number of scattering centers. However, it was im-
plicitly assumed that, aside from Fermi motion correc-
tions, such experiments measured the structure functions
of free nucleons.

In 1983, the European Muon Collaboration (EMC) re-
ported [1] their measurements of the ratio of the cross
sections per nucleon of iron to those from deuterium.
The ratios were clearly difFerent from unity, being greater
than unity at low x and dropping below unity for x
greater than about 0.3. The rise beyond x =0.6 can be
accounted for in terms of Fermi motion. Reanalysis of
old SLAC data from target end caps confirmed [7,8] this
finding for x &0.15. This A dependence of the structure
functions became known as the EMC effect. If the nu-
cleon inelastic structure functions are to be extracted
from lepton scattering data off nuclear targets, such as
iron, they must be corrected for the EMC effect.

The experiment reported in this paper, designated as
SLAC-E139, was designed to examine the dependence of
the EMC effect on the kinematic variables x and Q, as
well as on the atomic number of the target nucleus. Pre-
liminary results on the ratio of cross sections have been
reported earlier [9]. Here we present the final results on
cross sections and cross-section ratios using an improved
radiative correction procedure. The remainder of this
paper describes the apparatus (Sec. II), the data analysis
(Sec. III), and the experimental results and their compar-
ison to some representative theoretical models (Sec. IV).

ford Linear Accelerator [16]was focused onto a target as-
sembly located in SLAC End Station A. Targets of liquid
deuterium, gaseous He, and solid Be, C, Al, Ca, Fe, Ag,
and Au were used. Scattered electrons were detected in
the SLAC 8-GeV/c magnetic spectrometer. It was in-
strumented with ten planes of multiwire proportional
chambers to allow event reconstruction. Electron separa-
tion from background (predominantly m. mesons) was ac-
complished with a nitrogen-filled threshold Cerenkov
counter and a 20-radiation-length- (r.l.-} thick segmented
lead-glass electromagnetic calorimeter.

Signals from the various detectors were sent to Count-
ing House A to be processed through fast electronic log-
ic. A Digital Equipment Corporation (DEC) Vax 11/780
computer logged onto magnetic tape both specific infor-
mation about each event and general information about
the experiment —such as scalars, magnet status, and
amount of incident electron beam received. The same
computer also provided partial analysis of the data dur-
ing the course of the experiment.

A. Electron beam transport and monitoring

Electrons were accelerated to energies ranging between
8.0 and 24.5 GeV at up to 180 pulses per second by the
Stanford Linear Accelerator. The beam pulses were
nominally 1.6 @sec long for energies ranging from 8 to
about 21 GeV. For the 24.5 GeV incident energy, the
beam pulses were about 160 nsec long. The nominal cen-
troid of the beam energy is known [17] to an accuracy of
+0.1%. This uncertainty is correlated with the uncer-
tainty in central spectrometer momentum discussed in
Sec. IID. The beam energy uncertainty contributed an
error of up to +0.5% to the absolute cross section, but
canceled in the ratio of cross sections with difFerent tar-
gets.

The energy spread was typically limited to +0.25% by
high power slits. A SLAC elastic e-p scattering experi-
ment [18] using the same accelerator and beam line be-
fore and after this experiment has reported that their
measured elastic peak width was compatible with a beam
energy spread smaller than the maximum allowed by
their slit settings of about +0.2%. Consequently, we
have assigned an uncertainty in the beam energy of
b.E/E=+0. 1% due to fluctuations within the opening
of the slits. The resulting uncertainty in the measured
cross sections varied from less than +0.1% to 20.5%.
The uncertainty in the cross-section ratios caused by this
source of error mostly cancels due to the rapid changing
of targets and is estimated to be less than 0.3%.

Beam position and angle at the target were checked
and adjusted if necessary by two independent systems.
The first consisted of two zinc-sulfide fluorescent screens
(RS1-RS2 in Fig. 1}, which were inserted in the beam
every few hours. With a separation of 10 m and a resolu-
tion of +1 mm, the angular resolution was +0.2 mrad.
The resulting uncertainty in the absolute cross sections
varied with kinematics from +0.3% to +1.5% (at the
largest value of x}. The maximum uncertainty in the
cross-section ratios varied with kinematics from +0.1%
to +1%.
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The second system measured the beam position and
profile in both the vertical and horizontal directions con-
tinuously during the experiment. It was composed of two
planes of secondary emission wire arrays located 2 m be-
fore the target. Each plane consisted of a series of 0.13-
mm-diam aluminum wires spaced at 0.4-mm intervals,
whose beam-induced secondary emission signals were
recorded each beam pulse. With this information, a dedi-
cated LSI-11 computer continuously steered the beam
onto the target center within +1 mm.

The beam flux was measured with two independent
toroidal charge monitors [19]. Each monitor consisted of
(a} one toroidal pulse transformer and associated
preamplifier, (b} two independent sets of the electronics
necessary to amplify, digitize, and accumulate the signals,
and (c) a calibration unit. The waveform produced in the
damped resonant circuit connected to the toroid was
amplified and then measured by two independent units:
The old system [19] recorded the signal near its peak,
while the newer system recorded the integrated value of
one cycle. Error analysis [19,20] of the old system shows
accurate measurements for all the beam pulse lengths of
this experiment. The new system was read out for every
beam pulse by the same LSI-11 computer used for beam
steering. Fluctuations in the charge monitors were
checked by comparing the readings from all the units and
found to agree at the 20.2% level. We have assigned a
+0.2% relative uncertainty in the cross sections due to
this source of error. This error mostly cancels in the ra-
tios of cross sections.

Each toroid was equipped with a calibration unit
which simulated the electron beam by sending a precisely
known charge through a single additional turn of wire
passing through the toroid. The calibration and zero
drift of the two toroids were systematically checked dur-
ing the experiment. The absolute accuracy of the charge
monitor's calibration units were not checked during this
experiment. Previous measurements [21,22], which com-
pared the readings of the charge monitors to those from a
Faraday cup, have reported an absolute uncertainty of
+0.5% in the charge measurement. We have assigned an
overall uncertainty of &0.5% to the cross sections due to
this source of error. This error cancels in the ratio of
cross sections.
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lar tube, returned through the annulus defined by the
inner cylinder and the cell wall, and then back to the heat
exchanger. The deuterium was in a liquid state under a
pressure of 2 atm to minimize local boiling due to heat
deposited by the beam. The helium was in a gaseous
state under a pressure of 25 atm. To calculate the target
density, the average temperature of the deuterium and
helium targets, as well as their pressure, were measured

Top View

FIG. 2. Schematic view of the target assembly. The liquid
deuterium and gaseous He targets were cylinders with their
major axes parallel to the beam direction. Empty cells, similar
in construction to their full counterparts but with thicker end

caps, were used to evaluate the contribution to the measured
deuterium and helium cross sections from the end caps of the
full cells. One of the solid targets positions had no target and
was used to measure the contribution of the frame holding the
solid targets.

B. Targets

Targets of liquid deuterium, gaseous He, and solid Be,
C, Al, Ca, Fe, Ag, and Au of various thicknesses were
used. The target assembly (shown in Fig. 2) rotated
about its vertical axis and moved up and down under re-
mote computer control to quickly bring a specific target
into the path of the beam. During the experiment, tar-
gets were changed every few minutes to minimize sys-
tematic errors in the ratios of cross sections.

The major components of the deuterium and helium
targets are shown in Fig. 3. Deuterium and helium were
pumped rapidly through the target cells to minimize any
change in their densities due to beam heating. In both
cells, the fluid flowed through a liquid hydrogen heat ex-
changer at 21 K and then into the target cell's inner My-
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'Ce W A8a /
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FIG. 3. Deuterium and He targets. Their major com-
ponents were {1)Mylar tube, {2) aluminum cell, (3) beam exit
end cap, (4) beam entrance end cap, (5) platinum resistors, and
(6) vapor pressure bulbs. The deuterium and helium were circu-
lated through the cells. The Mylar tube separated the Sow of
fresh target material from that exposed to the beam. Vapor
pressure bulbs and platinum resistors were used to monitor the
average temperature of each cell.
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TABLE I. Deuterium and He target dimensions. Except where otherwise indicated, all dimensions
are in radiation lengths (r.l.).

Target length (cm)
Flow separator (Mylar)
Cell wall (Al)
Target insulation (Mylar)
Entrance end cap (Al)
Exit end cap (Al)

Deuterium

15.028
0.000 177
0.001 32
0.000221
0.000778
0.001 152

Empty
deuterium

14.927
0.000 177
0.001 32
0.000 221
0.01068
0.01057

Helium

24.875
0.000 177
0.004 96
0.000221
0.002 30
0.00469

Empty
he1ium

24.777
0.000 177
0.004 84
0.000221
0.01097
0.01105

by vapor pressure bulbs, platinum resistors, and pressure
transducers to an accuracy of +0.6%. The calibration
coeScients [23] used to determine the deuterium density
from the measured pressure and temperatures are accu-
rate to %0.6%. In the case of helium, these coefficients

[24] are accurate to k2%. The uncertainty in the deu-

terium and helium target lengths is +0.4%. We have as-

signed systematic uncertainties to the cross sections of
+2.1% in the case of helium and +0.9% in the case of
deuterium. These errors contribute to both the cross sec-
tions and the cross-section ratios.

Data obtained with the empty deuterium and helium
cells in the beam were used to determine the contribu-
tions from the end caps of the full cells to the measured
cross sections. The composition and dimensions of the
full and empty deuterium and helium cells are given in
Table I.

Local density changes due to beam heating in the deu-
terium and helium targets were carefully monitored.
Data from these targets were taken with at least two
different beam repetition rates at each kinematic setting.
The beam profile was constantly monitored and recorded
to avoid a tightly focused beam at the targets. Addition-
ally, high statistics studies of beam-induced density
changes in these targets were done. Based on the com-
parison of the corrections predicted by various methods,
we have assigned a relative uncertainty to the cross sec-
tions of +1.4%%uo in the case of helium and +0.5% in the
case of deuterium. Details of this procedure are given in

Sec. III C 1.
The solid targets available in the experiment and their

thickness are given in Table II. The uncertainty in the
target thicknesses ranged from +0.5% (Be) to +2.3%
(Au). The solid targets were cooled by conduction
through the target assembly that was in contact with the
liquid hydrogen reservoir at 21 K. Density changes from
target heating were found to be negligible.

C. Spectrometer and particle detectors

Particles scattered from the target were analyzed using
the SLAC 8-GeV/c magnetic focusing spectrometer
[25,26] shown schematically in Fig. 4. The central angle
of the spectrometer was known to within +0.10 mrad.
The central momentum of the spectrometer was known
to +0.05% from ffoating wire measurements [27] and
also from elastic peak studies [18].

The particle detection system is shown schematically in
Fig. 5. Its purpose was to (a) provide event triggers for
all electrons scattered into the spectrometer acceptance,
(b) discriminate electrons from background consisting
predominantly of n mesons, and (c) allow kinematic
reconstruction of an event. Particles scattered into the
spectrometer, after passing through @83, traversed a
threshold Cerenkov counter filled with nitrogen at subat-
mospheric pressure. Next, they passed through ten
planes of multiwire proportional chambers which provid-
ed information about the trajectories of the scattered par-

TABLE II. Solid target dimensions. All materials had natural isotopic abundance. The quoted ma-
terial purity is as stated by the manufacturer; they were not measured.

Material

Be
C
C
Al
Al
Al
Ca
Fe
Fe
Fe
Ag
Au
Au

9.0122
12.0111
12.0111
26.9815
26.9815
26.9815
40.0800
SS.8470
55.8470
55.8470

107.8700
196.9670
196.9670

4
6
6

13
13
13
20
26
26
26
47
79
79

Density

(g/cm')

1.848
2.1917
1.8467
2.6989
2.6989
2.6989
1.5S
7.874
7.874
7.874

10.50
19.32
19.32

Thickness

(g/cm )k(%)

1.3815+0.5
0.8933+0.5
2.5914+0.5
0.5117+0.5
1.4399+0.5
2.8807+0.5
0.9822+0.7
0.2896+1.4
0.8461+0.5
1.6517+0.5
0.5350+1.0
0.3951+2.3
0.7784+1.3

0.0212
0.0211
0.0607
0.0213
0.0600
0.1200
O.Q6Q8

0.0209
0.0611
0.1194
0.0596
0.0612
0.1205

Purity

(%)

99.9
99.9
99.9
99.999
99.999
99.999
99.9
99.9
99.9
99.9
99.9
99.9
99.9
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FlG. 4. 81„+C8-GeV/c spectrometer. The spectrometer consists of three quadrupoles (Q81, Q82, and Q83) and two bending
magnets (g8l and +82). particles scattered into the spectrometer aperture were focused onto a series of detectors located in a shield-
ed enclosure. Concrete shielding, not shown, was placed on top of Q82, 881, 882, and Q83 to minimize the muon background com-
ing straight from the target into the detector enclosure.

ticles and hence allowed their kinematic reconstruction.
Finally, the scattered particles entered a 20-r.l.-thick elec-
tromagnetic calorimeter whose main purpose was to
differentiate electrons from background.

1. Cerenkov counter

The threshold Cerenkov counter was 2.79 m long with
0.04-cm-thick aluminum windows at each end. It was
placed forward of all other detectors to minimize the
amount of material before the counter and hence reduce
the probability that knock-on electrons produced by ~
mesons would fire the counter.

Cerenkov light produced by a charged particle with
momentum above threshold was focused by a four-
segment front-face mirror directly onto a S-in.-diam Am-
perex XP2041 photomultiplier. The photomultiplier

Gas Cerenkov Counter Wire Chambers

Scintillato

Shower Counter

PR

TA

~ I I
a ~

I

1 meter

FIG. 5. 8-GeV/c spectrometer particle detection system.
Particles entered from the left. The threshold Cerenkov counter
and the segmented lead-glass electromagnetic calorimeter
(shower counter) provided particle identification and triggering.
Ten planes of wire chambers were used to find the trajectories of
the scattered particles and hence allowed their kinematic recon-
struction.

front face was coated with a wavelength shifter [28] to in-
crease the photomultiplier detection efficiency in the ul-
traviolet.

The counter contained nitrogen gas at an average pres-
sure of 590 mmHg, which corresponds to momentum
thresholds of about 0.024 and 6.5 GeV/c for electrons
and pions, respectively. This operating pressure resulted
in an efficiency for electrons of 99.5%, with an efficiency
of less than 1% for pions with momentum less than 6.5
GeV/c.

2. Multimire proportional chambers

A set of ten planes of multiwire proportional chambers
[29] was used to reconstruct the trajectories of the scat-
tered particles in the region of the spectrometer focal
planes. These chambers replaced the hodoscope system
[21] used with the 8-GeV/c spectrometer by previous ex-
periments. They increased the maximum detectable
momentum bite of the spectrometer to about k4% from
the previous value of +2%. With ten chambers, the
track reconstruction efficiency was found to be 99.8%
with negligible background of false tracks due to spurious
hits. Five I' chambers with horizontal wires measured
momentum and azimuthal angle. Five T chambers with
wires alternately +30' to the vertical were used to mea-
sure the horizontal scattering angle. The anode wires
were connected to amplifiers, followed by two one-shot
delays, each timed to about 450 nsec. The first one-shot
delay determines the dead time of each wire. %&en the
main experimental trigger ffred, a common gate (100 nsec
wide) latched the delayed signals for subsequent readout
by CAMAC.

3. Lead-glass electromagnetic calorimeter

A lead-glass electromagnetic calorimeter [30] was used
to separate electrons from background (predominantly m



49 MEASUREMENT OF THE A DEPENDENCE OF DEEP-. . . 4353

mesons). This counter, made of F2 lead glass, was seg-
mented longitudinally in two sections: (1) a preradiator
(PR) consisting of six blocks that are 10.4-cm thick (3.23
r.l.), 15.8 cm wide, and 32 cm tall, each with a S-in. -diam
Amperex XP2041 tube, followed by (2) a total absorber
(TA} composed of four blocks that are 54 cm thick (16.77
r.l.), 25 cm wide, and 36 cm tall, each viewed by a 9-in. -

diam Amperex 60DVP tube (see Fig. 5). The PR and TA
were treated as two separate counters for the purpose of
generating an event trigger. The counter was built for a
previous experiment [31]; it was refurbished to im rove
the counter resolution from about o =12%/ E to
8%/"t/E. The discriminator thresholds on the signals for
both counters were set high enough to reject most pions,
but low enough to be very efficient for electrons. The
TA, because of its long length and its position at shower
maximum, had a measured efficiency for electrons of
99.9%. The PR, because of its short length and its posi-
tion at the beginning of the shower, had a measured
efficiency of 98.5%.

4. Electronics and data acquisition system

The electron trigger was designed to be close to 100%
efficient for electron events, while being as insensitive as
possible to background. It was formed by a coincidence
between the TA and either the PR or the Cerenkov (CK}
counters. The TA combined high efficiency for electrons
and low efficiency for other particles. The combined PR
and CK also had extremely high electron efficiency.

Analogue signals from the Cerenkov counter and the
electromagnetic calorimeter were split by linear fan-out
units (1) to measure the energy, using a charge-
integrating analogue-to-digital converter (ADC), (2) to
measure time and number, using a dead-timeless discrim-
inator whose outputs went to a time-to-digital converter
(TDC), a latch, and a sealer, and (3) to construct the
trigger using linear sums QPR and gTA that went to
discriminators. The QPR selected particles that had de-

posited greater than minimum ionization. The gTA
discriminator selected particles that had made large elec-
tromagnetic showers. The discriminated QPR and CK
signals were ORed together and went to the electron
trigger coincidence. A low rate "random" trigger was
used to monitor backgrounds and measure pedestals.

All discriminators were of the "burst guard" type to
minimize dead time and were set for an output pulse 15
nsec wide. The width of the electron coincidence was set
to 20 nsec. Additional electron coincidences with output
widths of 40 and 60 nsec were scaled and used to estimate
electronic trigger dead time. A straight line parametriza-
tion of the sealer values of these three coincidences was
done to find the number of events that would have been
obtained if the event coincidence had an output pulse
width of zero nanoseconds (no dead time). Corrections of
up to 0.8%%uo were applied, with more typical corrections
being on the order of 0.1%—0.3%. These corrections
were consistent with the number of two-electron track
events in the wire chambers, as discussed below.

The data acquisition system could handle, at most, one
event per beam pulse. Additional events were counted,

but not recorded. The over one-event-per-beam-pulse
corrections to the experimental data were evaluated by
taking the ratio of total events recorded in scalers to the
number of events recorded on tape. The over one-event-
per-beam-pulse correction factor ranged in value from 1.0
to about 1.30. On average, the value of this correction
was less than about 1.12, with essentially no error.

The data acquisition system [32] consisted of a dedicat-
ed DEC PDP-11/04 computer connected as the termina-
tor for the UNIBUS of a Vax 11/780. The PDP read the
event data and wrote it to shared memory space in the
Vax, and then the Vax logged the data on magnetic tape.
The Vax also read, controlled, and recorded the status of
the target, magnets, high voltages, and beam. It analyzed
a sample of the events on line and calculated cross sec-
tions and ratios of cross sections, which were used to
guide the course of the experiment.

III. DATA ANALYSIS

The principal steps in the analysis to convert the raw
data logged on magnetic tape into differential cross sec-
tions and cross sections ratios were (A) event
identification, (B) calculation of spectrometer acceptance
function, (C} determination of calculated and measured
corrections, and (D} calculation of cross sections and
cross-section ratios. The first three points are discussed
below, while discussion of cross sections and cross-
section ratios is presented in Sec. IV.

A. Event identiScation

Event identification is comprised of (1) electron
identification and separation from the predominantly
pion background, using the segmented lead-glass elec-
tromagnetic calorimeter and the threshold Cerenkov
counter, (2) reconstruction of particle tracks from wire
chamber data, and (3) reconstruction of the event kine-
matics at the target with a model of the 8-GeV/c spec-
trometer.

I Event identi. jfcation by energy deposition

Electrons will produce an electromagnetic cascade and
deposit all their energy within the electromagnetic
calorimeter. The vast majority of hadrons and all masons

will either have minimum ionizing energy ( -0.4 GeV) or
a hadronic shower near the end of the counter, and de-
posit only a small portion of their energy. We calculated
the ratios R'" of the energy deposited by the detected
particle in the shower (sh) counter to the particle momen-
tum P, reconstructed from the magnetic spectrometer in-
formation. Thus R'"-1 for an electron and «1 for
most other particles. The energy deposited by a given
track in the electromagnetic calorimeter was calculated
using only those PR and TA blocks located within 1 r.l.
of the track. To avoid loss of resolution due to shower
leakage, particles hitting the counter within 1.35 r.l. from
the counter's periphery were discarded. This cut limited
the solid angle of the spectrometer.

The lead glass was calibrated using the measured elec-
tron energy from the spectrometer. To account for the
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FIG. 6. Typical electromagnetic calorimeter normalized en-

ergy R'" spectra: (a) all events, (b) no Cerenkov signal required
(pions), and (c) Cerenkov signal over discriminator threshold re-
quired (mostly electrons). The long-dashed lines indicate the
cut at R'"=0.3, while the short-dashed lines indicate the cut of
R'"=0.74 used to separate electrons from background. Also
shown in (c) as the short-dashed curve is the normalized pion
spectra used for background subtraction.

position dependence of the light collection, each PR
block was partitioned into 8 segments (2 vertical columns
by 4 rows), while each TA block was partitioned into 12
segments (3 vertical columns by 4 rows). Calibration
coemcients related the pulse heights measured in the
ADC's to the energies deposited in a particular segment.
They were determined by optimizing the electron energy
resolution using a linear least-squares fitting technique.
The calibration coeScients were found to be independent
of central spectrometer momentum I'o, as expected.

Figure 6 shows logarithmic plots of R '" for a m. /e ratio
-80 and E'=3.125 (worst case). The total spectra is
shown in (a), while (b) requires no Cerenkov signal (pions)
and (c) requires a Cerenkov signal (electrons). In Fig.
6(c), the electron signal at R'"=1 is more than two or-
ders of magnitude larger than the background. The
minimum ionizing peak from muons and noninteracting
hadrons that should appear at -0.1 is cut off at =0.2 by
the trigger discriminator threshold. The background
subtraction is described in Sec. III A 3.

An electron candidate had to have R '"~ 0.74. The cut
was chosen to have at least 99.9% efficiency for electrons,
while excluding as many pions as possible, as shown in
Fig. 6. The cut was kept fixed, since even though the
electron peak becomes narrower at higher scattered elec-
tron energy, the m/e ratio is smaller, and additional pion
rejection is not needed. No individual cuts in the energy
deposited by an event in the PR or TA sections of the
counter were found necessary to separate electrons from
background.

V'

2. Cerenkov counter e+ciency
V'

Figure 7 shows several Cerenkov ADC spectra ob-
tained from the deuterium target. Figure 7(a) corre-
sponds to data taken at the worst-case kinematics

0 100 200 300
ADC Channel

FIG. 7. Typical Cerenkov ADC spectra obtained from the
deuterium target at two different kinematic points in this experi-
ment. The arrow indicates the location of the cut imposed on
the Cerenkov ADC by requiring events to have a signal above
discriminator threshold. The various histograms are discussed
in the text.

(tr/e-80). Figure 7(b) corresponds to data taken at
E'=7.878 GeV that is above pion momentum threshold
(6.5 GeV/c) in the Cerenkov counter. Two histograms
are shown for each kinematic point. Events shown in his-
tograms labeled 1 (dotted line) were required to have a
single track within the spectrometer acceptance. Events
shown in histograms labeled 2 (solid line) were required
to meet the additional criterion of R '" & 0.74.

In Fig. 7(a), the large pedestal signal corresponds to
pions with momenta below the threshold of the Cerenkov
counter. Events to the left of the vertical arrows are
below the Cerenkov discriminator threshold and come
only from the PR-TA coincidence in the trigger. The
small peak located around channels 30-35 originates
when the Cerenkov counter starts contributing to the
trigger in a high tr/e environment. An incoming pion
has a probability of —1% of triggering the Cerenkov
counter through the production of low-energy knock-on
electrons or scintillation in the gas. Events of this type
will be characterized by a relatively small signal in both
Cerenkov and shower counters. The removal of these
events by the R '"~ 0.74 cut is the reason for the observed
reduction at the low side of the Cerenkov ADC spectrum
when comparing histograms 1 and 2 in Fig. 7(a). The
difference between histograms 1 and 2 in Fig. 7(b) is due
to the smaller amount of Cerenkov light produced by
pions just above threshold. From the observed width of
these spectra, we concluded that, on average, five photo-
electrons were produced by an electron passing through
the counter.

Electron events were required to have produced a sig-
nal in the Cerenkov counter above discriminator thresh-
old (arrow in Fig. 7). The electron efficiency of this cut
was measured with data from kinematic points with low
m/e ratio and required a single track in the chambers and
a high cut on shower energy (1.0~R'"~1.3). The
Cerenkov measured efBciency for electrons was 99.5%,
with no statistically significant variation with track posi-
tion. This is consistent with the mean of five photoelec-
trons and the cut, including the one photoelectron signal.
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3. Euettt misidetttijfcation

For those kinematics points with high m/e ratio or
central spectrometer momentum above the Cerenkov
momentum threshold for pion s, there was some
misidentification of background events as electrons.
These pions fired the Cerenkov counter through the pro-
duction of knock-on electrons, scintillation of the nitro-
gen gas, or because they had momentum above the pion
threshold and also, in an uncorrelated manner, produced
a large hadron shower in the shower counter. Figure 6(b)
shows the normalized electromagnetic calorimeter spec-
trum R'" for events which did not have a Cerenkov sig-
nal (pions), while Fig. 6(c) shows the same spectruin for
events with a Cerenkov signal above threshold (mostly
electrons) for the kinematic point with the highest n/e
ratio. The shape of the R'" pion spectrum is independent
of the Cerenkov signal, and thus the properly normalized
pion spectra from Fig. 6(b} can be subtracted from Fig.
6(c) to yield the pure electron spectrum. In order to
determine the normalization, two regions were defined in
each spectrum by the cuts shown in Fig. 6. The
minimum normalized energy required for an electron
event defined regions 2 and 4 (R '"~ 0.74). The
background-dominated regions 1 and 3 were defined by a
cut in R'" at 0.3. This cut was chosen to be as low as
possible and yet be free from efFects due to trigger thresh-
olds. The expected number of background events under
the electron peak (N4) was given by N4=(N, /N, )N2,
where N; represents the number of events in the ith re-
gion. The dashed curve in Fig. 6(c) shows the shape of
the normalized pion spectra when the Cerenkov signal
was required. Corrections ranged from negligible (below
O. l%%uo) to about 0.3%%uo at the point with the highest m. /e
ratio.

4. Tracking

The basic task of the track-finding algorithm was to
eSciently find the electron track associated with an event
without finding spurious tracks. The detector environ-
ment often had large amounts of soft room background
that generated single random hits. Also, under some con-
ditions, there could be two or more real particle tracks

(either two electrons, or an electron and a pion} for a
single-event trigger. The tracking procedure has been de-
scribed elsewhere [29]; hence, we only present a brief
description here.

Because of the high ef5ciency of individual chambers
(-95%%uo), 99 O'P.o of the electrons had hits on at least
seven of the ten wire chambers. To minimize the time re-
quired to find a track, a search was done first for tracks
with a minimum of three P type, three T type, and at
least a total of seven chambers. If no tracks were found,
the minimum requirements were lowered to two
chambers of each type and a total of six chambers. Final-
ly, if a third search was necessary, the total number of
chambers required on a track was reduced from six to
five. If the last search was unsuccessful, the event was
classified as a no-track event. Tracks were first searched
for in the vertical direction using the P-type chambers
only. Next, this information was used to find the hor-
izontal component of a track in the T-type chambers.
Electron tracks were required to intersect the electromag-
netic calorimeter at least 1.35 r.l. from its periphery and
to deposit a large amount of energy near the intersection
point.

In general, tracking performance depended on the ratio
of background to electrons, true event rate, and beam
tuning (which affects the random single rates).

Examples of the performance of individual wire
chambers and of the tracking are presented in Tables III
and IV. Data from two separate kinematic points are
shown for the deuterium target. Data set 1 is from the
kinematic point with x=0.4, Q =5.0 (GeV/c), and
a=0.723. This run was characterized by a noisy environ-
ment. The over one-event-per-beam-pulse correction was
about 1.30, one of the highest in the experiment. Data
set 2 is from the kinematic point with x =0.089, Q =2.0
(GeV/c), and a=0.391. This point is characterized by a
n/e ratio of about 80, the largest in the experiment. In
Table III we observe that the individual wire chamber
inefficiencies never exceeded 10%. The average chamber
inefficiency over all chambers was less than 5%. Table
IV shows that the tracking inefficiency (as indicated by
the percentage of total number of electron events with no
tracks} starts increasing when tracks are required to have

TABLE III. Individual wire chamber performance. The wire chamber notation used indicates the type of chamber, wire orienta-
tion, and position along the incident particle trajectory. For example, a T-type chamber with wire orientation at —30 in the fifth po-
sition along the incident particle trajectory is indicated as —T5. The "groups/chamber'* rows represent the average number of hits
per event that a given chamber had, while the "wires/group" rows represent the average number of wires that went off per hit.

Chamber

Quantity P2 +T3 P4 —T5 P6 + T7 PS —T9 P10

InefBciency (%)
Groups/chamber
Wires/group

3.8
1.63
1.18

6.9
1.68
1.26

3.7
1.53
1.16

2.9
1.64
1.32

2.6
1.56
1.17

Data set 1

4.1 4.4
1.55 1.43
1.29 1.16

1.8
1.48
1.27

7.1

1.47
1.20

6.2
1.47
1.17

4.3
1.54
1.22

IneiRciency (%)
Groups/chamber
Wires/group

5.3
1.16
1.08

9.8
1.14
1.09

1.3
1.12
1.05

1.2
1.15
1.12

2.4
1.17
1.09

Data set 2
7.1 7.2
1.16 1 ~ 14
1.13 1.07

1.2
1.16
1.13

4.9
1.19
1.10

7.4
1.15
1.08

4.8
1.15
1.09



4356 J. GOMEZ et al.

TABLE IV. Tracking performance. Quantities are the percentage of total number of electron events which have the indicated
number of tracks (shown in left column). Entries in different columns are for the specified minimum number of chambers with hits
that were required for the tracking algorithm.

Minimum number of chambers required on track

Tracks
found

Data Set 1

10

Data Set 2

0.4
95.8
3.5
0.3

0.5
95.7
3.5
0.3

0.6
95.6
3.5
0.3

1.1
95 ~ 1

3.5
0.3

4.1

92.7
3.0
0.2

22.9
75.3
1.7
0.1

0.4
94.1

5.3
0.2

04
94.1

5.3
0.2

0.6
93.9
5.3
0.2

0.8
93.6
5.3
0.2

2.8
92.5
4.7
0.1

18.9
78.7
2.4
0.0

more than about seven chambers. At least 99.4% of all
tracks had seven or more chambers with hits, with typi-
cally -0.1% five- and six-chamber tracks.

Most of the &0.5% of the otherwise good electron
events which failed to have a track were observed to be
just scraping the upper edges of the chambers and thus
were outside the acceptance. The remaining inefBciency
of &0.2% was apparently related to a minor hardware
problem with the chamber readout nodule.

High counting rates could cause multiple particles
(tracks) in an event As . seen in Table IV, two-track
events were less than 6% of total number of events and
three-track events were less than 0.3%. Most multitrack
events consisted of an electron and a pion. If the tracks
pointed to distinct blocks of the shower counter, corn-
plete identification of all tracks as pions or electrons was
possible. If two or more tracks pointed to the same block
or were close together in adjacent blocks, the total nor-
rnalized energy in the shower counter was used to deter-
mine the number of electron and pion tracks. Individual
track identification was not possible, and a statistical pro-
cedure was used to include these events. The number of
rnultielectron events from the tracking agreed with the
values expected from the trigger electronics dead time
(see Sec. II C4) to better than 0.1%.

5. Event kinematics reconstruction

Kinematic quantities at the target were reconstructed
for each detected event using the optical properties of the
8-GeV/c spectrometer. For each of those events deter-
mined to be an electron, reconstructed kinematic quanti-
ties were individually stored so that we could (a) obtain
the 8-GeV/c spectrometer acceptance function and (b)
divide the spectrometer momentum-angle bite for each
kinematic point into various regions and evaluate cross-
section ratios for each of those regions.

An optical model of the 8-GeV/c spectrometer, de-
rived from measurements performed circa 1967 with a 6-
GeV SLAC electron beam [25,33], was used to transform
tracks measured in the chambers into kinematic quanti-
ties at the target, measured with respect to the spectrom-
eter central ray: the horizontal angle 8„the vertical an-
gle P„and5„the fractional deviation of the momentum
from the central value Po. These quantities are related to
the production azimuthal angle (8), the polar angle (P),
and the momentum P by tang =tang, /sin(80+ 8, ),

cos8=cos(80+8, )cosg„and P=PO(1+5, ), where 80 is
the spectrometer central azimuthal angle. We found [34]
it necessary to correct the 5, and 8, values obtained from
the 6-GeV/c reconstruction matrix by

5, =5,(1+0.00715,),
8, =8,(1—0.00068, ),

(3)

where 5, and 8, are the 6-GeV/c optical model momen-
tum deviation and spectrometer horizontal angle, respec-
tively, and 5, and 8, represent the values that these quan-
tities should actually have. This correction is equivalent
to adjusting some of the second-order terms of the trans-
formation. These terms recently [27] have been more ac-
curately measured by using a floating wire technique.
The difference between the acceptance derived from the
floating wire measurement and the previously used value

[34] is within the errors of the measurement, and no
correction has been applied.

B. Spectrometer acceptance

Thin-target acceptance

The thin-target spectrometer acceptance was deter-
mined directly from the experimental data and the opti-
cal properties of the spectrometer. A fiducial region of
size —1.5 &5, (%}& 1.5, —3.0& 8, (mrad) & 3.0, and
—15.0&/, (mrad) &15.0 is free from the effect of any
spectrometer aperture. The acceptance of this region de-
pends only on the accuracy of our optical model. The ac-
ceptance outside the fiducial region was obtained by ex-
trapolating the cross section in the fiducial region using
renormalized models of the structure functions, corrected
for preliminary values of the EMC effect. The systematic
error in this procedure was negligible because (1) the
structure functions vary slowly with kinematics inside the

The spectrometer acceptance is determined by the vari-
ous spectrometer apertures and by the detector geometry.
The usable spectrometer solid angle is within the region—4&5,(%)&3.5, —8&8,(mrad) 8, and —30
& P, (mrad) & 30. The spectrometer acceptance is also a
function of target length, being different for extended tar-
gets (deuterium and helium} than for the thin solid tar-
gets. In the case of extended targets, the acceptance
changes with spectrometer angle.
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small angular and momentum acceptance of the spec-
trometer and (2) we averaged over many kinematic set-
tings.

The electron events were accumulated in a three-
dimensional histogram in 8„$„and5, . The notation
b,Q 65—:b, 8,b,g, h5, is used for the acceptance of a bin.
The unnormalized fractional acceptance of the ith bin
was then given by

1.02
I

+ ~.00 —
~

I
l

I
~

I

(a)

NexPt
ik

(SQSS)U= "
ik

k

(5)
0.98 I l I ( I

(b)

where the summation over k includes all thin targets and
kinematic points, Ngi" is the number of events that fall
in the ith bin during the experiment, and N;k~" is the
corresponding number of events predicted from the mod-
el.

This unnormalized acceptance was normalized to the
fiducial region using

(EQ 55)sq
(aQ SS), =(SQ aa),'

g (EQ b5),.
fidj

where (EQ 65); is the normalized acceptance of the ith
bin and gfiQj(b Q 55) is the unnormalized acceptance of
the fiducial region as calculated from Eq. (5), while
(b,Q 65)„~is the acceptance of the fiducial region as cal-
culated from its chosen dimensions [(EQ65)„&=0.54
msr% in our case].

The inelastic model cross sections used in the calcula-
tion of the thin-target acceptance functional were
checked for each of the kinematic points. The measured
value of the unrenormalized fractional acceptance of each
bin in the fiducial region [from Eq. (5) without the sum
over kinematic points] was compared with its expected
value. Agreement was within +2% with statistical errors
of +1.5%. Averaged over all kinematics the agreement
was 0.5%. This implies that the acceptance shape over
the spectrometer momentum-angle bite is probably
correct to +0.5%.

Two experimental thin-target acceptance functions had
to be calculated from the data due to a change in the vac-
uum pipe in one of the magnets. The values of the total
acceptance obtained in these two cases were 4.344+0.020
and 4.542+0.014 msr % (statistical error only).

2. Deuterium and helium targets acceptance

The spectrometer acceptance for an extended target is
a function of both the target length and spectrometer an-
gle. It was not possible to obtain the acceptance of the
deuterium and helium targets directly from the data, as
in the case of the solid targets, since each of the kinemat-
ic points available in this experiment had a different spec-
trometer angle, and no kinematic point by itself had data
with enough statistical precision. A Monte Carlo model
of the 8-GeV/c spectrometer was used to obtain the ra-
tios of the deuterium and helium targets acceptance to
the acceptance of a thin target. It included all spectrom-
eter apertures and represented each magnetic element by

+ 1.00 = 'tI

0.98 I

10
I i I

15 20
80 (degrees)

I

25

FIG. 8. Ratio of the (a) deuterium and (b) He targets accep-
tance to the thin-target acceptance as a function of angle. The
ratios shown are from a Monte Carlo model of the 8-GeV/c
spectrometer (see main text). The solid lines represent the pa-
rametrization of those ratios. A11 data in this experiment were

taken between 11' and 23'.

C. Corrections to experimental data

1. Deuterium and helium target densities

The average heating of the entire deuterium and heli-
um target by the beam was measured by the resistors and
vapor pressure bulbs. However, because of the high in-
stantaneous beam currents used in this experiment, local
hot spots could occur along the beam line that would not
be measured by our instrumentation. This possibility was
investigated with high statistics studies of both the deu-
terium and helium targets at most of the beam energies
used in the experiment, by measuring cross sections at a
variety of beam peak currents, repetition rates, and spot
size at the target.

Transport [35] coefficients. Simulated electrons that
passed all apertures and hit the detector were recon-
structed back to the target using the same method as in
the data analysis.

Figure 8 shows the results of these simulations. The
Monte Carlo predictions for the ratios of the long-target
acceptance to the thin-target acceptance were
parametrized in terms of spectrometer angle 80 (in de-

grees) and target length L (in cm) as

(b Q 55)i,
„ =1—1.5X10 L '

80 .
thin

All data in this experiment were taken between 11' and
23'. The maximum corrections applied to the thin-target
acceptance were approximately 0.3% and 0.1% for heli-
um and deuterium, respectively.
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FIG. 9. Beam-induced helium density change as a function of
average beam current shown for two beam energies. Linear fits
to the data are shown as the solid (E=17.3 GeVj and dashed
(E=21.1 GeV) lines.

2. Empty cell subtraction

The contributions from the aluminum end caps of the
long targets were subtracted from the measured full-
target cross sections using cross sections measured in an
identical geometry with the empty cells. The contribu-
tions were about 1.7% in the case of deuterium and
10.0% in the case of helium.

3. Frame correction

Solid targets were held in a thick frame from which
beam halo could scatter. To measure the event yield
from this source of background, an empty frame target
was used. The contributions from the frame were either
negligible (below 0.1%) or amounted to a few tenths of
1% for most of the kinematic points and solid targets.
However, a correction as high as 1.7% was applied for
iron at the kinematic point, with x =0.3, Q = 5

(GeV/c), and @=0.473. Data for this kinematic point

The density changes were found to depend only on
average beam current ( ~ repetition rate X peak current)
and were independent of the beam time structure. For
each incident beam energy, the electron cross section for
the helium and deuterium targets was parametrized as a
linear function of beam power. Figure 9 shows the
beam-induced density changes in helium along with the
parametrization for two beam energies. The density
changes observed had a slope of approximately 2% per
pA and were approximately independent of beam energy.
Similar studies and parametrization were done in the case
of deuterium.

As an additional check on density corrections, deuteri-
um and helium cross-section data were obtained at each
kinematic point, with at least two beam pulse repetition
rates. A linear parametrization with the slope con-
strained to be the observed 2% per pA (for He) fitted the
cross section very well, and it was used to obtain the
cross sections at zero beam current. Corrections for He
ranged from 0.2%%uo to 6.7% and were typically 3%.
Corrections for deuterium ranged from 0.1% to 0.9%.
We estimate the error to the correction to be about one-
third of its value.

were taken early in the experiment, when the accelerator
had difficulties delivering a stable beam.

4. Charge symmetric processes

Contributions to the scattered electron flux from pro-
cesses other than electron scattering were a potential
source of background. The only significant sources are
charge symmetric processes such as neutral pion elec-
troproduction followed by the decay m ~y+e++e
and m ~y+y followed by y+ nucleus ~e++e . A
previous experiment [36] showed that positron yields
with incident electrons and electron yields with incident
positrons were equal within the experimental accuracy of
a few percent. This implies that charge symmetric pro-
cesses account for at least 95% of the possible back-
ground. The electron background flux was determined
by reversing the spectrometer polarity and detecting the
positrons at the same values of 8 and IPOI as for elec-
trons. The charge symmetric background was largest at
low values of x —a maximum of 10% for deuterium at
the point with x =0.089 and Q =2.0 (GeV/c) —and it
was negligible (below 0.1%) at most other kinematic
points. The errors on the charge symmetric measure-
ment are primarily statistical. A residual systematic un-
certainty estimated to be typically +0.2% cancels in the
ratio of cross sections of different targets.

5. Radiatiue corrections

Cross sections measured in electron scattering have
large contributions from processes other than the one-
photon-exchange Born diagram. The higher-order con-
tributions include internal and external bremsstrahlung
from either the incoming or outgoing electron or from
the struck quark, vacuum polarization of the exchanged
photon, photon exchange between the incoming and out-
going electrons, and two-photon exchange with the
struck quark, as well as multiple-photon emission. These
are mostly, in principle, calculable in QED. External ra-
diative effects are the energy loss in the target by the in-
cident electron through bremsstrahlung before and after
scattering. Internal radiative effects are all the possible
processes at the struck nucleus aside from the Born dia-
gram. The measured cross sections were radiatively
corrected using the exact method of Bardin and co-
workers [37] for the internal corrections and the method
of Mo and Tsai [38] for the external corrections, in a
manner recently developed [39] for SLAC experiments.
The internal corrections included vacuum polarization
due to electron, muon, ~, and quark loops, as well as
higher-order electromagnetic corrections and the effects
of weak interactions. The results of the method of Bar-
din and co-workers were compared to an updated version
[39] of the exact internal corrections of Mo and Tsai.
The agreement was better than 1%.

The external corrections were performed using the ex-
act integrals of Mo and Tsai over the energy loss and
internally corrected cross section. To make the calcula-
tions feasible, the internal corrections in the triple in-
tegral were approximated using the Mo-Tsai (MT)
equivalent radiator and angle peaking approximation (but
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These external corrections were tested by comparing the
final radiatively corrected cross sections using targets of
2%, 6%, and 12% radiation-length thicknesses. The ra-
tios of cross sections obtained, shown in Fig. 10, are con-
sistant with unity within the errors of a couple of percent,
indicating the external corrections are also accurate to
within 1%.

The external radiative corrections depend on the ma-
terial that the incident and final electrons traverse. The
deuterium, helium, and empty cells thicknesses are given
in Table I, while the thickness of the solid targets are
given in Table II. In addition to the targets, the incident
beam traversed two planes of wire arrays (each equivalent
to being 0.00036 r.l. thick) and an aluminum 6061 win-
dow, 0.0028 cm thick (0.00032 r.l.), which separated the
scattering chamber vacuum from the beam line vacuum.
A scattered particle, on its way toward the 8-GeV/c spec-
trometer, traversed the scattering chamber window
[aluminum 6061, 0.0313 cm thick (0.003 61 r.l.)], a 31-cm
air gap (0.002 59 r.l.), and the 8-GeV/c spectrometer en-
trance window [aluminum 6061, 0.0254 cm thick
(0.002 93 r.l.)].

1.05—
1nn~ %sf M

0.95—

~ ~6%/g2% O g12%/g8/o

I

'
I

1.05 —
t1.00 ——

0.95—
~~

1.05—
1.00
0.95—

Al

I

Fe
I i I

t
A~ $ 0 ' ~L

t
i I i I i I

not the energy peaking approximation). The efFects of
this approximation were canceled by normalizing the
internal plus external corrections using the equivalent ra-
diator method to the internal corrections calculated using
both the exact and approximate methods according to

' internal

internal+ exact
0MT

+MT

Three distinct reactions contribute to the radiative
corrections: (a) the radiative tail from elastic electron-
nucleus scattering, (b) the radiative tail from quasielastic
electron-nucleon scattering, and (c) processes in the in-
elastic continuum.

To calculate the inelastic radiative corrections,
knowledge of the cross sections for all kinematically al-
lowed lower values of incident energy E and all kinemati-
cally allowed higher values of E' is required. For the in-
elastic deuterium cross section, we used a global parame-
trization [21] of previous measurements at SLAC. This
model is within a few percent of the best model [40-42]
recently available, and the deviations contribute negligi-
bly to the radiative corrections. Inelastic model cross
sections for heavier nuclei were obtained as the product
of the deuterium model times a factor that accounted for
differences in the number of nucleons, nonisoscalar tar-
gets, and the EMC effect.

For quasielastic scattering, we have used the elastic nu-
cleon scattering cross-section model of Gari and Krum-
pelmann [43] for the magnitude and y scaling [44] for the
shape. For the elastic electron nucleus cross sections, we
have used the models given in Stein et al. [15].

The Z-dependent correction for the nuclear Coulomb
field was not applied, but has been calculated [45,46] to
be less than 1.5% for Au over our kinematic range.

The radiative corrections were nearly identical for
difFerent targets of the same thickness in radiation
lengths, except for the deuterium and helium targets,
where geometrical effects introduced differences of up to
3%. The contributions from the radiative quasielastic
tails to the cross sections are typically a few percent, but
rise up to a maximum of 10% for the 2%%uo-radiation-

length-thick targets at x=0.089 and Q =2 (GeV/c) .
The contributions from the radiative elastic tails to the
cross sections are typically less than 0.1% of the cross
sections, but rise up to a maximum of 10% at the same
kinematic point.

We estimate an uncertainty of 1% due to radiative
corrections. It is likely that this uncertainty is somewhat
correlated for neighboring kinematic points. Neverthe-
less, it is included in the point-to-point systematic errors
for the cross section. Since these corrections are very
similar for diff'erent targets, an overall normalization of
0.5% was assigned for the target ratios and 0.4% for
target-to-target cross sections.

IV. RESULTS AND COMPARISONS TO MODELS
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A. Cross sections

DifFerential cross sections per nucleon (cross section
per nucleus divided by atomic number A) were calculated
[in picobarns/(srGeV)] for each target in a kinematic
point according to

FIG. 10. Ratios of cross sections obtained from 6%- to 2%-
r.l.-thick targets of C, Al, and Fe and for 12%- to 6%-r.l.-thick
targets of Al, Fe, and Au. Data at the same value of the Bjork-
en x have been displaced slightly in x for easier viewing. Only
statistical errors are shown. The results are consistent with uni-
ty.

XE,C
dQdE' 0.6023Qp(EQKE') ' (8)

where N is the number of electrons scattered into the ac-
ceptance region b Q hE' (in msr GeV), Q is the number of
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incident electrons (in units of 10"), and p is the target
thickness (in g/cm ). The constant 0.6023 accounts for
Avogadro's number and the various units used. C is the
product of corrections for radiative eFects, over one per

pulse, electronic dead time, and detector eSciencies, as
discussed in Sec. III. The factor F, corrects for the non-
linear kinematic variation of the cross section across the
asymmetric spectrometer acceptance. It is given by

TABLE V. Cross sections per nucleon (cross section per nucleus divided by atomic number A}. Values shown should be multi-

plied by 10 where a is listed for each kinematic point. Errors (5 ) are point-to-point systematic added in quadrature with statisti-
cal errors. The point-to-point errors included a 1% contribution from the radiative corrections. The systematic error shown as 6 is
the target-to-target systematic error dominated by target thickness and including a 0.4% radiative correction uncertainty. The
overall systematic error is 2.1% dominated by the spectrometer acceptance.

H
(b, =+1.0%)

12C

(6=+0.6%%uo)

4He

(4=+2.1%)

[cr+6'" ] X 10 [pb/(sr GeV)]
'Be

(4=+0.6%%uo )

Al
(6=+0.6%)

0.089
0.130
0.140
0.220
0.220
0.300
0.300
0.300
0.300
0.400
0.400
0.400
0.500
0.500
0.500
0.500
0.600
0.600
0.600
0.700
0.700
0.700
0.800

0.089
0.130
0.140
0.220
0.220
0.300
0.300
0.300
0.300
0.400
0.400
0.400
0.500
0.500
0.500
0.500
0.600
0.600
0.600
0.700
0.700
0.700
0.800

2.00
2.00
5.00
2.00
5.00
2.00
5.00
5.00
10.00
2.00
5.00
10.00
2.00
5.00
5.00
10.00
5.00
10.00
15.00
5.00
5.00
10.00
10.00

Q2

2.00
2.00
5.00
2.00
5.00
2.00
5.00
5.00
10.00
2.00
5.00
10.00
2.00
5.00
5.00
10.00
5.00
10.00
15.00
5.00
5.00
10.00
10.00

0.391
0.574
0.420
0.785
0.539
0.828
0.473
0.688
0.500
0.903
0.723
0.637
0.934
0.711
0.828
0.646
0.881
0.763
0.629
0.769
0.910
0.76S
0.821

0.391
0.574
0.420
0.785
0.539
0.828
0.473
0.688
0.500
0.903
0.723
0.637
0.934
0.711
0.828
0.646
0.881
0.763
0.629
0.769
0.910
0.765
0.821

1.195+0.020
1.895+0.031
3.568+0.086
3.559+0.056
3.632+0.056
3.325+0.052
1.731+0.027
4.717+0.073
9.171+0.155
4.821+0.074
3.393+0.046
9.315+0.139
5.283+0.080
1.850+0.028
3.916+0.052
5.185+0.090
3.523+0.048
4.859+0.077
1.334+0.022
7.627+0.122
2.653+0.043
2.142+0.040
1.184+0.025

"Ca
(6=+0.8%)

3.675+0.059

4.825+0.074

3.302+0.044

3.663+0.048

3.187+0.045
4.337+0.071

2.344+0.038

1.965+0.043

3.582+0.077
3.585+0.077
3.386+0.070

4.660+0.101

4.724+0.100
3.330+0.070
8.934+0.204
4.981+0.106
1.780+0.039
3.710+0.075
4.907+0.120
3.319+0.066
4.559+0.104
1.245+0.031

2.441+0.057
2.030+0.055
1.126+0.031

56Fe

(4=+1.0% )

1 ~ 191+0.024
1.966+0.027
3.753+0.084
3.589+0.OS 1

3.649+0.047
3.293+0.048
1.682+0.030
4.704+0.066
8.553+0.191
4.502+0.063
3.236+0.038
8.593+0.124
4.695+0.059
1.649+0.023
3.540%0.044
4.529+0.075
3.035+0.038
4.049+0.061
1.130+0.018
6.302+0.114
2.192+0.033
1.802+0.032
1.091+0.021

1.948+0.031

3.527+0.054
3.593+0.055
3.308+0.051

4.611+0.069

4.534+0.068
3.231+0.042
8.749+0.133
4.911+0.074

3.661+0.048
4.750+0.084
3.199+0.044
4.317+0.068
1.160+0.020

2.313+0.037
1.909+0.036
1.079+0.023

108Ag

(6=+1.1%)

3.595+0.063

4.695+0.077

3.231+0.045

3.463+0.048

2.972+0.044
4.009+0.069

2.136+0.036

3.629+0.048

4.760+0.074

3.31220.040

3.698+0.049

3.206+0.041
4.373+0.071

2.356+0.036

'"Au
(b, =+2.3%)

1.953+0.029

3.477+0.061
3.530+0.051
3 ~ 162+0.056

4.620+0.080

4.414+0.075
3.051+0.038
8.376+0.148
4.556+0.063
1.599+0.027
3.405+0.049
4.203+0.093
2.817+0.038
3.786+0.069
1.068+0.023

2.036+0.031
1.645+0.038
0.982+0.024

1.954+0.027

3.577+0.054
3.638+0.046
3.323+0.051

4.700+0.070

4.636+0.069
3.283+0.038
8.922+0.137
4.861+0.059

3.605+0.047
4.820+0.087
3.149+0.039
4.265+0.068
1.213+0.021

2.314+0.034
1.876+0.035
1.134+0.024
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CR models(gQ gE~)

F, =
QC rJ "{b,QEE')

where n; ' " is the model cross section, (b,Q bE' }; is the
acceptance, and C, is the value of the radiative correc-
tions, all calculated at the center of the ith bin. The fac-
tors oo "and Co represent the value of the model cross
section and radiative corrections evaluated at the values
of E' and 8 at which the cross sections are reported.
Corrections ranged from 0.2% at Q =2 (GeV/c),
x =0.089 (where the structure function is relatively con-
stant) versus x to 8.9% at Q =5 (GeV/c), x=0.7
(where the cross section is varying rapidly with kinemat-
ics).

The measured cross sections per nucleon for the vari-
ous targets are listed in Table V. The sources of sys-
tematic uncertainty and their typical magnitudes are list-
ed in Table VI and were discussed in detail in Secs. II and
III. The uncertainties that are not correlated to kinemat-
ic setting {point-to-point errors) are listed at the top of
the table. The largest uncertainties are associated with
the beam energy and angle. These point-to-point errors
have been added in quadrature with the statistical errors
to form the random error (5'"d) shown in Table V. There
is an overall systematic error of 2.1% dominated by the
spectrometer acceptance. Target length uncertainties (5)
are common to cross sections measured from the same
target, but uncorrelated from target to target. The uncer-
tainties due to radiative corrections are probably corre-
lated for neighboring kinematic points. The ratio of the
deuterium cross sections to a recent [40] parametrization
of all SI.AC deep-inelastic results, which were normal-

I
l

)
l

I
l

I

Q2(Gey/c}2 o 2 0 5
~ )0 a)5

O

'g 1.0 —,; —,
—+kg

—(I-$—g —)————

0.9 I i I

0.2 0.4
l

0.6 0.8

FIG. 11. Comparison of the deuterium cross sections mea-

sured in this experiment to those obtained from a recent param-
etrization [40] of all SLAG deep-inelastic data. Data at the

same value of the Bjorken x have been displaced slightly in x for
easier viewing. The combined statistical and point-to-point sys-

tematic errors are shown. In addition, there is an overall nor-
malization of 2.5%.

ized to SLAC experiment E140 [47], is shown in Fig. 11.
The normalization factor of this experiment compared to
E140 is (1.008+0.004) XE139=E140.

B. Cross-section ratios

Cross sections per average isoscalar nucleon (tr"),,
were obtained from the cross sections per nucleon given

by Eq. (8) according to (rr ");,=0 "F;,. The factor F;, ad-

justed the cross sections to compensate for neutron excess
such that (o "};,represents the cross section per nucleon
of a hypothetical nucleus with equal number (A/2} of
protons and neutrons. We have used the ratio of neutron
to proton cross sections [21], o „=o(1—0.8x ), to calcu-
late F;,. Cross sections were adjusted by amounts which

TABLE VI. Sources and typical magnitude of the systematic uncertainties, as well as their effects on
the cross sections and cross-section ratios. The upper half of the table lists the point-to-point systemat-
ic uncertainties. These are added in quadrature with the statistical error to form the random error
(5 ). The lower half shows the systematic errors which are partly (radiative corrections) or complete-

ly correlated between kinematic points.

Source

Absolute beam energy
Fluctuations in beam energy
Beam angle
Beam current (fluctuations)
Scattered energy
Spectrometer angle
Acceptance versus p
Acceptance versus 8 (long targets)
Detector eKciency
e+ /e background
Neutron excess (gold)
Radiative corrections
Total point-to-point systematic

Radiative corrections
Beam current (absolute)
Target length deuterium (5)
Solid targets (h, )

Acceptance
Total absolute errors

Uncertainty (4)
&0.10%
0.10%

0.2 mrad
0.2%
0.05%

0.10 mrad
0.1%

&0.3%
0.1%
0.2%

&0.7%
1.0%

0.5%
0.9%

0.5-2.3 %
2.0%

Acr (+%)

&0.1-0.5
0.1-0.5
0.3-1.5

0.2
0.1

0.1
0.1

&0.3
0.1

0.2%

1.0%
1.2-2.0

0.4
0.5
0.9

0.5-2.3
2.0

2.1-3.1

4(o'/a ) (+%)

0.1-0.5
0.2-1.0

0.1
0.1

0.1

&0.7

0.3-1.3
0.5

0.9
0.5-2.3

1.0-2.5
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ranged from negligible (below 0.1%) up to about 10% in
the case of Au at x =0.8. We have assigned relative sys-
tematic uncertainties to the cross-section ratios due to
uncertainties in the values of o„/o~ at high x which
ranged from below O. l%%uo up to +0.7%%uo.

The ratios of cross sections per average isoscalar nu-
cleon for heavy targets compared to deuterium,
(o "/o );„aregiven in Table VII. The systematic errors
are itemized in Table VI. Since

&& Be & Fe(E140) ~ Fe(E139/BCDMS) o Au
o Al & Fe & Ca{E139/NMC)

0.01—

')'~(

0 f 1 ()

o'I, /o r =
I (Ft /2xF i )[( I +4M x ) /Q ] I

—1

has been measured [47] to be independent of atomic
weight, the ratio of cross sections, o "/crd, is the same as
the ratio of structure functions, F2" /F2 and F,"/F, .

I I I I I I I ' I

1.0 ~ —"—"—"—"- «L ~ ~ «« ~ ««« ~ ~ ~ ~ « ~ ~ IA 0 « ~ \ ~ ~ « ~ ~ «« ~ ~ ~ ~ $4

1. Q~ dependence

These ratios (cr "/o");, are shown in Fig. 12 as a func-
tion of Qs for Fe and Au. Also shown are data from the
BCDMS experiment [3]. There appears to be no
significant Q dependence across the entire kinematic
range. For each value of x, the SLAC data were fit with
the linear form C, (1+C& Q ). Figure 13 shows C& as a
function of x and indicates quantitatively that there is no
significant Q dependence. Also shown for Fe and Ca is
the slope obtained combining our data with that of
BCDMS [3] and the New Muon Collaboration (NMC)
[6], respectively, which also show no Q dependence.

—0.01—
I

0«2

I

0.4
I

0«6

I

0«8

FIG. 13. Q dependence of (rr "/od);, at various values of x.
The slope parameter d(o "/cr~)/dQ~ is shown for the data for
this experiment for Be, Al, Fe, and Au. Also shown for Fe is
the slope from the SLAC E140 data [47] and the slope from the
data from this experiment (E139) and from BCDMS [3] com-
bined. For Ca the E139 and NMC [6] results have been com-
bined. Points at the same value of x have been slightly offset for
clarity.

2. x dependence

The cross-section ratios (o "/o );„averaged over Q,
are shown as a function of x in Fig. 14, where each point
corresponds to one spectrometer setting. The spectrome-
ter momentum-angle bite at each kinematic point was
also partitioned to obtain the ratios of cross sections per
nucleon in smaller ("fine") x bins. These ratios, averaged
over Q, are shown in Fig. 15 and Table VIII as functions

0.500
I ««««« ~ ~ ««« ~ « ~ ~ «« ~ ~

« ~ %F

0.9—
x=0.220

I i I

0

0.300 0.400
I 1 I i I 1 I

0.600 0.700

I
I

I
I

)
I

— He — Be

1 0 ---yM------------+~----------
~ ~

09 as~ ———I

0.8—
I i I

0.220
~kate ~ a«s«e«~ «~

0.300
~Lh« ~ « ~ ~ ««« ~ ~

I i I I I

0.400

0.8

1.0

I i I

I i I

I i I

Al 'o
I i I

0.9
0.8

0
I i I

0.500

0 9

~ \ ««« ~ J ««« ~ \ ~ ~ ~ ««««10~ ~
0.600

I i I 1 I

0.700

0.8

— Ca ~ .
I ) I

— Fe
I ) I

0.8—
I I I

+
I i I 1 I

0 20 40 0 20 40 0 20 40

Q (GeV/c )

FIG. 12. Solid circles show (cr "/o ~);, as a function of Q for
different x values for Fe and Au targets for this experiment.
The errors are statistical and point-to-point systematic added in
quadrature. The ratio is for a hypothetical isoscalar nucleus
with the same atomic number. The horizontal broken lines
represent the Q -averaged ratios. Also shown at large Q are
data from the BCDMS Collaboration [3] with total errors (open
circles).

1.0

0.8
0

—
Ag

I i I

— Au

0.4 0.8 0
I )

~
I

0.4 0.8
X

FIG. 14. Q~-averaged (cr "/o );, ratios for isoscalar nuclei as
a function of x. Data have been binned by single momentum-
angle bite of the spectrometer. The errors shown are the com-
bined statistical and point-to-point systematic errors. In addi-
tion, there is a target-to-target systematic error shown in Table
VII and an overall normalization of 1% dominated by the deu-
terium density.
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FIG. 15. Qt-averaged (o"/o ~);, ratios for isoscalar nuclei as
a function of x. The data have been binned in fine x bins. Er-
rors are the same as in Fig. 14.

of x. Regardless of binning, several trends can immedi-
ately be seen. For x -0.15, the ratios are a few percent
larger than unity for the heavier targets. In the region
0.3&x &0.7, the ratios are less than unity. The devia-
tion from unity is largest for x -0.7, and it is larger for

~ E139(Be,C, AI, Ag, Au) p E87(AI, Fe)
+ BCOMS (N, Fe) & E140(Fe, Au)
& E61 (Be, AI, Cu, Au) & EMC- NA2'(C, Cu)
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FIG. 16. Comparison of this measurement of (o "/cr );, for
isoscalar nuclei to other SLAC experiments and to CERN data
at moderate values of x. The errors shown for this experiment
are the combined statistical and point-to-point systematic. Data
for (o "/o. );, are shown from SLAC for Be, C, Al, Fe, and Au
measured in this experiment (E139), for Be, Al, Cu, and Au re-
ported by Stein et al. (E61) [15], for Al and Fe reported by
Bodek et al. (E87) [7,8], and o "/o for Fe and Au reported by
Dasu et al. (E140) [47). Shown from CERN are the (F2 /F& )
ratios for nitrogen and Fe measured by the BCDMS Collabora-
tion [2,3] and C and Cu measured by the EMC Collaboration
(NA2') [4].

the heavier elements. Except for x & 0.7, the trend of the
data is opposite to that expected from Fermi motion
effects [13]. The EMC effect already exists in a nucleus of
atomic weight as low as helium.

Figure 16 compares the results from this experiment to
previous SLAC data (systematic error indicated by 6)
from Stein et al. [15] for Be (b, =+3.2% ), Al
(b, =+3.2%), Cu (5=+4.2%), and Au (b, =+10%)and
to data from Bodek et al. [7,8] for Al (b, =+2.3%}and
Fe (6=+1.1%). More recent results from Dasu et al.
[47] are shown for Fe (b, =+1.1%} and Au
(b, =+ l. 1%). Also shown are the mediutn x results from
CERN by the BCD MS Collaboration [2,3] on N
(6-+1.3%) and Fe (b, -+1.6%) and by the EMC-
NA2' Collaboration [4] on C (b, -+0.9%) and Cu
(5-+0.9). Figure 17 compares this experiment to data
taken at CERN by the NMC [6] on He, C, and Ca
(6-+0.9%) and that taken by the EMC-NA28 Colla-
boration [5] on C and Ca (b, —k7% ). We agree to within
errors with all other experiments shown. In most cases,
our errors are the smallest and define the x dependence of
the EMC effect for x & 0.1.

~ E139 + EMC —NA28 o NMC
I I I IIII I I I I I IIII I I I I I I I I

k, I1.0 —-------;-t5-~~p-~ ~~- —— -r-
a p

0.8—

06 I I I I I IIII I I I I I I I I

1 Q
0
e 0.8
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Q6 I I IIIII I I I I I IIII I I I I I I I I

— Ca
cl g1.0 o y

o.s

06 I I I IIII I I I I I IIII I I I I I I I I

0.01 10.1

FIG. 17. Comparison of this measurement of (o "/o );, for
isoscalar nuclei to measurements from CERN at low values of
x. Shown are the (o."/o.");, ratios for He, C, and Ca, measured

in this experiment aud by the NMC Collaboration [6]. Also
shown are the C and Ca results of EMC-NA28 [5].

3. A dependence

Figure 18 shows the ratio (o "/cr );, as a function of
atomic weight A for two different values of x. The ratio
decreases approximately logarithmically up to the highest
values of A, showing no saturation effects. Since the ra-
tio is close to unity, ln(o "/o )-0.43(o "/o —1), and
thus the data can be parametrized by
(o "/o );,=C(x)A '"', as shown by the solid line in the
figure. The deuterium point was included in the fit with
an error corresponding to the cross-section error. The
parametrization does not work well at the deuteron
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1.0

I I I I I IIII I I I I lllll

x = 0.22

z Ab

( A =2}. The values of a(x) and C(x) are listed in Table
IX, and the former is plotted in Fig. 19. The y per de-
gree of freedom is (1. Also shown in Fig. 19 is the
empirical parametrization

o 0.9

1.0
(b)

I I IIIII I IIIIII

0.60

a(x)= —0.070+2. 189x —24. 667x + 145.291x

—497.237x + 1013.129x —1208.393x

+775.767x —205.872x (9)

0.9—
The fit values of C are close to unity everywhere and a
good empirical parametrization is

lnC(x}=0.017+0.018 lnx+0. 005(lnx ) (10)

0.8 I I I I I III I I I I I III

10 100
Nuclear Weight A

FIG. 18. Ratios (o "/0");, versus atomic weight A at (a)
x =0.220 and (b) x =0.600. The solid lines are a parametriza-
tion of the data in terms of (cr "/cr );,=C(x)A '"'. The errors
shown include statistical, point-to-point systematic, and target-
to-target errors. The overall uncertainty due to the deuterium
target is included only at the A =2 point.

These parametrizations also characterize the NMC data
on He, C, and Ca [6] and are only valid in the range
0.01(x &0.88.

The cross-section ratios can also be examined as a
function of nuclear density p as in Fig. 20 and Table IX.
Some models, described below, predict that the probabili-
ty of overlap of nucleons within the nucleus (which is
proportional to nuclear density) is related to the EMC
efFect. The Qs-averaged ratios (rr "1'o );, were
parametrized in terms of average nuclear density by

TABLE IX. Fit coeScients versus x. The coefBcients are from the fits (0 "/cr );,=C(x) A '"' and
(o "iver d);, =d(x) [1+p(x)p( A )] are shown for both coarse and fine x bins. The fits include A =2.

0.130
0.220
0.300
0.400
0.500
0.600
0.700
0.800

C(x)*6C(x)

0.997+0.009
0.998+0.007
1.001+0.008
0.99920.007
1.009+0.007
1.008+0.006
1.010+0.007
1.008%0.010

a(x)+5a(x)

Coarse x bins

0.010820.0034
0.0020%0.0025
0.000420.0026

—0.0092+0.0022
—0.0234+0.0022
—0.0340+0.0020
—0.0411+0.0022
—0.0149+0.0041

d(x) +Sd(x)

0.994+0.011
0.998+0.010
1.001+0.011
1.002+0.010
1.016+0.010
1.019+0.009
1.022+0.010
1.011+0.011

p(x) &5p(x)

0.397+0.144
0.064+0.115
0.013+0.118

—0.325+0.100
—0.814+0.093
—1.148+0.086
—1.356+0.086
—0.509+0.146

0.125
0.145
0.205
0.235
0.265
0.295
0.325
0.360
0.400
0.440
0.480
0.520
0.560
0.600
0.640
0.680
0.720
0.760
0.800
0.840
0.880

0.99220.009
1.002+0.010
0.997+0.008
1.000+0.009
1.007+0.010
0.999+0.008
1.002+0.009
1.004+0.009
0.998+0.007
1.008+0.008
1.006+0.008
1.012+0.008
1.011+0.007
1.010+0.007
1.016%0.008
1.017+0.008
1.017+0.009
1.02720.010
1.011%0.010
0.994%0.011
0.970+0.014

Fine x bins

0.0140+0.0036
0.0049+0.0047
0.0050+0.0029

—0.0013+0.0031
—0.002820.0042

0.0023+0.0028
—0.0044+0.0037
—0.0047+0.0030
—0.010520.0024
—0.0147+0.0029
—0.0205+0.0025
—0.0276+0.0025
—0.0289+0.0025
—0.0346+0.0023
—0.0400+0.0025
—0.0442%0.0027
—0.0465+0.0030
—0.0454+0.0036
—0.0219+0.0048

0.0090+0.0079
0.0441+0.0147

0.988+0.011
0.999+0.012
0.997%0.011
1.000+0.011
1.004+0.012
0.999+0.011
1.004+0.011
1.005+0.011
1.001+0.010
1.013+0.011
1.013+0.010
1.020+0.010
1.020+0.010
1.021+0.010
1.025+0.010
1.027+0.010
1.026+0.011
1.034+0.011
1.015+0.012
0.995+0.014
0.964+0.019

0.507+0.152
0.204+0.189
0.172+0.131

—0.044+0.131
—0.041+0.166

0.069+0.125
—0.160+0.143
—0.171+0.122
—0.367+0.103
—0.530+0.114
—0.714+0.103
—0.937+0.099
—0.984+0.097
—1.171+0.092
—1.302+0.093
—1.427+0.097
—1.479%0.101
—1.430+0.115
—0.734%0.163

0.255%0.304
1.551+0.684
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0.04—

0

I I I I I I I deuterium, 0.089 for He, 0.062 for Be, 0.089 for C, 0.106
for Al, 0.105 for Ca, 0.117 for Fe, 0.126 for Ag, and 0.147
for Au. As seen in Fig. 20, the ratio (o' "/o );, is linearly

dependent on the density over the entire region mea-
sured. The values of P(x) and d(x) are given in Table
IX. The average y per degree of freedom is about 0.8.

E).04—

0.04
I l I & I

&.04

0.2 0.4 0.6 0.8 1.0

FIG. 19. Atomic weight fit coef6cients as a function of x.
The a(x) coeScients from the parametrization
(cr "/cr~) =C(x)3 '"' are shown for (a) coarse x bins, and (b)1S

fine x bins. The fits include A =2. The curve is a nine-term po-
lynomial fit; see Eq. (9).

(a) x = 0.220

1.0

(tr "/tr ),,=d(x)[1+p(x}p(A)]. The average nuclear

density was given by p( A )=3 & /4~&„
&, =5(r )/3. The quantity (r ) is the rms electron

scattering radius of the nucleus [48]. The values of p( & )

(in units of nucleons/fm ) used in the fits were 0.024 for

4. Effect in deuterium

Since the EMC effect is seen in cr '/0, it is possible
that even deuterium has nuclear effects beyond those ex-
pected from Fermi momentum. Frankfurt and Strikman
[49] suggested that the structure functions for nuclei di-
vided by that for nucleons differed from unity by an
amount proportional to the nuclear density. This implies

(F2/F2 ) —1 p~
(11}

(FA/FN) 1
A

A dwhere F2 =(FR+F2 )/2 for free nucleons and Ft and Ft
are per isoscalar nucleon. This leads to

F2 (F2" /F2 ) —1
(12)—1+

FN ( A/ 8)

The value of F~z/Fz averaged over all our measured A at
each value of x is plotted in Fig. 21 and listed in Table X.
Within the framework of this model, deuterium has a
significant EMC effect, especially in the region near
x -0.6. At the highest value of x, Fermi motion causes
Ft/Fz to increase, as expected. Within the context of
this model, the free neutron structure function can be ex-
tracted [49] from measurements on deuterium, hydrogen,
and heavy nuclei without resorting to Fermi smearing
models.

The free neutron cross section might also be extracted
by extending the nuclear density model and using only
heavy nuclear targets. The results using our data from
Be and C [50] are consistent with the other methods, but
have larger statistical errors.

In conclusion, the data are described equally well by a
parametrization in terms of nuclear weight or in terms of

0 0.9
0

1.0

0.9

(b) 0.600

1.04—

1.02—
Zo!

~.00—
ON
U

0.98—

I
l I

0.8
0.05 0.10

Nuclear Density

0.15
0.96—

I i I

0.2 0.4
I

0.6
I

0.8 1.0
FIG. 20. Ratios (cr"/cr )- versus nuclear density at (a)

x =0.220 and (b) x =0.600. The solid lines represent the pa-
rametrization (cr"/od) =d( )[1xP(+)p(xA)]. The errors
shown include statistical, point-to-point systematic, and target-
to-target errors. The overall uncertainty due to the deuterium
target is included only at the A =2 point.

FIG. 21. Model-dependent value of F2/F2 extracted from
averaging over all measured targets assuming the validity of Eq.
(12). F& is the average of the free proton and neutron structure
functions. The combined statistical and systematic errors are
shown.
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TABLE X. Value of F2/Fz obtained from averaging over all
measured A using Eq. (12). Fz is the average of the free proton
and neutron structure function. The combined statistical and
systematic errors are shown.

Fd/F Error

0.089
0.130
0.140
0.220
0.300
0.400
0.500
0.600
0.700
0.800

1.000
1.012
1.014
1.001
1.001
0.990
0.979
0.969
0.962
0.986

0.013
0.006
0.015
0.004
0.004
0.004
0.004
0.003
0.003
0.006

C. Theoretical models

nuclear density. The data do not directly correlate with
binding energy per nucleon, which peaks around Fe,
since the measured (o "/o );, ratios continue to decrease
in the region 0.3&x &0.7 for elements with atomic
weight greater than Fe. Although helium has an anoma-
lous binding energy and nuclear density, it appears to be
well parametrized by the above two fits.

which is contrary to the experimental results. An at-
tempt to improve this situation was made by Akulinichev
et ol. [55,56], who studied the effects of nucleon Fermi
motion and its average removal energy in a Fermi gas
model of the nucleus, with no nucleon-nucleon correla-
tion (single-particle model). The values of the removal
energies used in these calculations were those obtained
from early (e, e'p) experiments, using a Hartree-Fock
description of the nucleus. They found that the experi-
mental results on the EMC effect could be reproduced by
their model and that this effect was essentially governed
by the average nucleon-removal energy. However, this
model has been criticized [49,62] on the grounds of im-

proper normalization of the spectral function. Inclusion
of the proper normalization factor, the so-called Aux fac-
tor, strongly suppresses the EMC effect predicted by this
model [63].

More recently, Ciofi degli Atti and Liuti [59,60] have
shown that nucleon-nucleon correlations induced by real-
istic interactions strongly increase the average value of
the nucleon-removal energy over those found using a
single-particle approach (by approximately a factor of 2),
again making this class of models a viable explanation of
the EMC effect. Figure 22 shows the results of the
present experiment compared to this model (dot-dashed
line). This model fails to reproduce the antishadowing
near x -0.15, as well as the magnitude of the effect at
large x.

The EMC effect has been the subject of a large theoret-
ical effort, with many avenues being explored. We limit
ourselves here to a brief discussion of representative ideas
and compare them to the results of this experiment. The
reader is referred to any of the excellent review articles
[49,51—54] available in the literature for more detailed
discussions and lists of references. Based on their main
features, we have grouped the models into three broad
categories: (a) binding and x rescaling, (b) pion and
5(1236) enhancement, and (c) quark confinement models.

1. Binding and x rescaling

The aim of this class of models [55—61] is to explain
the EMC effect in terms of nucleon-removal energy, rela-
tivistic treatment of Fermi motion, and nucleon-nucleon
correlations. Most of the models in this category start
from the assumption that the structure function of a
bound nucleon (Fz" ) is given by the convolution

0.8

0.8

1.0

0.8

He

—
Ca

I
I

I

Be
I I I

Al
I

I I I

'h

I

+z" (x, Q')= f f~(z, e)F, —,Q' dz, (13)

where I'z represents the free nucleon structure function
and f~(z, e) is the spectral function that accounts for the
momentum distribution of the nucleon in the nucleus in
terms of the fractions of the light-front momentum car-
ried by the nucleon z and its removal energy e. Some fur-
ther assumptions have to be made about the behavior of
F2 and fz, since the nucleons are off mass shell.

Treatment of the nucleon dynamics by simply taking
into consideration the nucleon momentum distribution
(Fermi motion) produces, for x ~0.6, only a few percent
deviation of (o "/o );, or (Fz" /Fz );, from unity [13],

0.8
0.4 0.8 0 0.4 0.8

FIG. 22. Comparison of the (o. /cr );, ratios for isoscalar
targets measured in this experiment to the predictions of vari-

ous models: Ciofi degli Atti and Liuti (dot-dashed line) [59,60],
Berger, Coester, and Wiringa (dotted line) [64,65], Close er al.
(dashed line) [66,67], and Chemtob and Peschanski (solid line)

[68,69]. The errors shown are the combined statistical and

point-to-point systematic errors. Target-to-target errors (/! ) are
listed in Table VII, and the overall normalization is 1%, dom-

inated by the deuterium density.
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2. Pion enhancement models

In this approach, the EMC efFect is due to an enhance-
ment in the nucleus of the pion field associated with the
nucleon-nucleon interaction [64,65,70—73]. The struc-
ture function of a nucleon bound in a nucleus of atomic
weight A is written as

F2"= N s F2 —, dz+ p F2 —, dp,

3. Quark cortftttemettt models

The EMC effect appears to indicate a softening of the
valence quark momentum distributions in nuclei relative
to deuterium. Using the uncertainty principle, this would
suggest that quarks in nuclei have a sizable probability of
being confined in a volume larger than that of a free nu-
cleon.

In the QCD-inspired model proposed by Close and co-
workers [66,67,77], the structure function per nucleon of
a nucleus of atomic weight A and deuterium are related
by a shift in Q .

F2"(»Q') =F2 Ix Q'C~(Q')] (15)

where g„(Q ) & 1 is the so-called Q rescaling parameter.
Equation (15} has been interpreted as an indication of
more eScient gluon radiation for a quark in a bound nu-
cleon than in a free one. The Q dependence of the re-
scaling parameter is given by

k~«')=k~(Qo) ' (16)

(14}

where the first integral represents the convolution of the
free nucleon structure function Fz with its distribution
function ftt inside the nucleus. Similar meaning applies
to the second integral except that pions are considered in-
stead of nucleons. The removal energy e of Eq. (13}could
also be included. The presence of n" pions in a nucleus
A carrying, on average, a fraction e" of the nucleus
momentum per nucleon reduces the momentum fraction
carried by the nucleons EN=1 —e" and gives rise to the
EMC efFect at large x.

Figure 22 compares the ratios (F2" /F2 );, for Al, Fe,
and Au predicted by the model of Berger, Coester, and
Wiringa (dotted line) [64,65] to the results of the present
experiment. In this model, the A dependence of the
EMC effect arises from taking the pion density propor-
tional to nuclear density [74]. The agreement of the mod-
el with the data is substantially good for x &0.2. For
x &0.2, the ratio predicted by the model increases mono-
tonically above unity due to the enhancement in the num-
ber of pions per nucleon (2%, 9%, 10%, and 12% for
deuterium, Al, Fe, and Au} required by the model. This
enhancement, however, appears to be in contradiction
with the recent results of a Drell-Yan experiment [75].
Frankfurt and Strikman [76] have argued that if the pa-
rameters of the pion model are adjusted to be consistent
with the Drell-Yan process data [75], it would be able to
account for less than 20% of the EMC effect at x & 0.4.

where a, is the strong coupling constant and Qo
represents the cutoff for perturbative QCD evolution.
The authors then assume that g„(Qo)is related to the
quark confinement sizes in a bound (A,„)and unbound
(A,N }nucleon by

2

(17)
N

k~«o)=

F2" =f ftt(z)F2 —,Q' dz+g f f,(z)F; —dz,
x Z x

(18)

where F2 is the structure function of the clusters, f,
represents their distribution in the nucleus, and the sum
extends over all types of clusters included in the model.
In quark cluster models, there is considerable freedom in
choosing the clusters to be included (clusters of 6, 9, and
12 quarks have been considered), as well as their struc-
ture functions and probability distributions.

Figure 22 compares the results of this experiment to
the predictions of the six-quark cluster model proposed
by Chemtob and Peschanski (solid line) [68,69]. The
agreement is excellent. The clustering probability re-
quired to reproduce the data is roughly proportional to
A '~ and has values of 10% for Be, 20% for Fe, and 30%
for Au.

Fredrikson [85] has considered a model in which a nu-

Using a model for the bound nucleon overlap probabil-
ity, quark confinement sizes are obtained ranging from
A,d =1.015k,N to A,~„=1.196K,& with A,„,=1.153K,&. For
the same targets, the values obtained for the rescaling pa-
rameter g(Q =20) are gd =1.07, $„,=2.02, and

g~„=2.46. Figure 22 compares the predictions of the
model of Close et al. (dashed line) [66,67] for the ratios
F2" /F2 to the results of this experiment. The agreement
is good, although the data consistently cross unity at
slightly larger value of x than the model does. The cross-
ing point in the model is determined by the evolution of
the structure function. Because dF2/d lnQ gets larger
at low x, the model will not show any antishadowing at
small x.

One possible interpretation of the change in quark
confinement size calculated in this model is that the
bound nucleon size has increased relative to the free one.
This interpretation is usually referred to as nucleon swel-
ling. Frankfurt and Strikman [49,76] have argued that (a}
such a significant change ( —15% in the case of Fe)
should also manifest itself in a change of the elastic form
factors of a bound nucleon, especially the magnetic one,
and (b) that there is no experimental evidence for such a
large effect. Constraints on nucleon swelling have also
been provided by a recent experiment [78].

Another mechanism proposed to explain the EMC
effect is the formation of clusters with six or more quarks
[79—83,68,69]. Quark cluster models were introduced
[84] earlier in order to explain the form factors of light
nuclei and the production of fast backward particles. In
this class of models, the structure function of a bound nu-
cleon (F2" ) is written as
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cleon is mostly in a bound quark-diquark state, with the
diquark being a small spin-0 pair of u and d quarks. A
relation analogous to Eq. (15}is obtained, except that the
Q -rescaling parameter is given by the ratio of the di-
quark mean-square radius ((Re ) ) in a bound nucleon
( A ) to the one in a free nucleon (N):
g„=( R eq )

„

/( R ~q )tt. Clearly, values of g„similar to
those found in the Q -rescaling model described above
are required to fit the data.

Frankfurt and Strikman [76] have proposed a color
screening mechanism to explain the EMC effect. They
argue that one of the characteristics of QCD is the depen-
dence of the hadron-hadron interaction on the spatial size
of the quark-gluon configurations in the interacting had-
rons. Consequently, pointlike configurations (PLC's) of a
size much smaller than the typical nucleon size would
have reduced interactions. Frankfurt and Strikman then
argue that the configuration of three-valence quarks with
no pion field (which are generally assumed to dominate
the nucleon structure function F~ for x ~ 0.5) are
configurations of a small size that can be treated as
PLC's. They then show that pointlike configurations are
suppressed in a bound nucleon relative to a free one.
They estimate values of 0.7—0.8 for Fz" /F ~ at
x -0.5-0.6; the effect is proportional to average nuclear
density.

4. Summary

It is apparent from previous sections that many
theoretical ideas have been put forward to explain the
EMC effect. The number of specific implementations of
these ideas is quite large, with over 100 articles published
on the subject. There are, however, questions about the
formalism employed in some of these models that need to
be understood; for example, the applicability of the con-
volution expression used by several of the proposed mod-
els has been questioned [77].

Most of the models proposed are able to fit the data
from the first-generation experiments, including the re-

suits of this experiment on the A dependence, by proper
adjustment of the model parameters. It is up to the next
generations of experiments to determine the validity of
these models. Some examples are (1) the recent measure-
ment of the antiquark distributions in nuclei through the
Drell-Yan process [75] to determine if they are compati-
ble with the expectations of the pion model and (2)
measuring the nucleon structure functions at x & 1 to
determine if they are compatible with the quark cluster
models.

D. Conclusions

Measurements of the cross sections and their ratios for
nuclei ranging from deuterium to gold are reported.
These data cover the range of Bjorken x from 0.089 to
0.88 and Q from 2 to 15 (GeV/c)z. These measurements
provide the first systematic study of the A dependence of
the EMC effect. These results are consistent with those
of EMC, BCDMS, and NMC over the entire range of
overlap. For x between 0.3 and 0.7, the ratio (o "/o );, is
below unity for all targets studied, including He, and
(tr "/a );, decreases logarithmically with A with no satu-
ration. For x -0.15, our results rise above unity by few
percent. There is no significant Q dependence over the
entire x range.
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