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In this paper it is shown that particle lifetime measurements based on reconstruction of charged
decay products are subject to a bias arising from correlations of the tracking errors. The efI'ects of
correlated tracking errors on existing lifetime measurements of charm and bottom hadrons and the
7 lepton are examined. The bias can be significant in the case of the 7.

PACS number(s): 14.60.Jj, 13.35.+s, 14.20.Kp, 14.40.Jz

I. INTRODUCTION

Particle lifetimes in the range 10 —10 s are gener-
ally determined from spatial measurements of daughter
tracks, rather than from time measurements. In partic-
ular, the lifetimes of charm and bottom hadrons and the
r lepton are studied in this way [1]. In this paper I show
that tracking errors may introduce a bias on the mea-
sured lifetime. The bias can be significant in the case of
the w lepton.

The origin of the bias is described in Sec. II. In Sec. III,
the size of the efFect is estimated for various 7. lifetime
analysis methods. In Sec. IV, the implications of the
bias for existing measurements of w, charm, and bottom
lifetimes are discussed. Some guidelines are also given for
properly accounting for the bias in future measurements.
The conclusions are presented in Sec. V.

Measurements of the ~ lifetime have been made in
high-energy e+e collider experiments [2—17]. Because
of the particular relevance of the present results to the w,

the usual e+e coordinate system is employed, i.e. , with
the polar axis along the incoming beams. The signed dis-
tance of closest approach of a particle to the beam axis is
denoted d; the sign of d is taken to be that of the z compo-
nent of the particle angular momentum about the beam
axis. Azimuthal angles P are measured with respect to
the horizontal plane. The angle @ = Pa~~shte, —

Pp&&erat

is defined for each daughter track. (See Fig. 1.) Finally,
the acoplanarity &p—:p~ —p + vr is defined for r+r
events of 1-1 topology and for e+e —+ e+e and p+p
events.

surements of both azimuthal angle P and impact param-
eter d enter into the lifetime determination [18]. The
nonzero lifetime introduces a positive correlation between
d and Q (i.e. , between d and P) of the daughter tracks:

d = lsinosing,

where 8 and 0 are the displacement and polar angle of the
decaying particle. To some extent the lifetime is deter-
mined by measuring this correlation. However, the mea-
surements of d and P are subject to errors from many
sources, including detector resolution, Coulomb scatter-
ing, nuclear interactions, bremsstrahlung, detector align-
ment errors, and hit-track assignment errors [19]. All of
these sources inhuence the track measurement at some
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II. CORRELATION OF IMPACT PARAMETERS
AND AZIMUTHAL ANGLES

The various methods which have been devised for mea-
suring charm, bottom, and 7 lifetimes are based on mea-
surements of the daughter tracks. In most methods, mea-

*Present address: Dept. of Physics, University of Washing-
ton, Seattle, WA 98195.

FIG. 1. (a) A reconstructed charged track in the r /pro--
jection. (The positive z-axis points out of the page. ) The
geometric impact parameter d and the azimuthal angle P are
indicated. (b) The laboratory azimuthal decay angle v/r.
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distance from the interaction point. When the recon-
structed track is extrapolated back to the decay point,
the d and P errors have a positive correlation. This cor-
relation increases the apparent lifetime.

The case of a track scattering in the beam pipe of a
colliding-beam experiment is illustrated in Fig. 2. The
track direction error incurred at the beam pipe leads
to a positively correlated error on the impact parame-
ter when the track is extrapolated inward. The errors
on d and P are also correlated if a track is extrapolated
with incorrect curvature, e.g. , due to an energy loss by
bremsstrahlung in the detector material. In this case,
the induced lifetime bias depends on the strength of the
solenoidal magnetic field.

In this paper I concentrate on tracking in the r /plan-e.
It should however be noted that the "longitudinal" track
parameters 0 and z also contain lifetime information [20].
For example, three-prong w decay vertices may be fitted
in three dimensions. In such situations, a similar effect
involving correlations between the 0 and z measurement
errors is also present.

III. ESTIMATE OF BIAS IN THE MEASURED
DECAY LENGTH

The effect of Coulomb scattering, nuclear interactions,
etc. , on the track parameters and subsequently on the
measured lifetime depends on many details of detector
geometry and performance and of the reconstruction and
analysis programs, including tracking layer radii and res-
olutions, pattern recognition and track fitting algorithms,
event selection, the method used to extract the lifetime
from the event information, and the averaging or fitting
procedure. A detailed simulation is therefore required to
determine the size of the bias due to tracking errors in

FIG. 2. Correlated tracking errors caused by scattering in
the beam pipe (r /projection). The measurem-ent errors on
d and P are both greater than zero in (a), and less than zero
in (b).

any particular analysis. However, it is possible to esti-
mate the size of the effect as a function of the parame-
ter (bd bP), which characterizes the size and correlation
of the d and P measurement errors. The estimation is
straightforward for the case of the impact parameter dif-
ference method, which has been used to measure the w

lepton lifetime [13].

A. Impact parameter difFerence method

or

(bd bP), (2)

where p = E /M and P = p /E . Roughly speak-
ing, the relative lifetime bias is equal to the ratio of
the detector-induced d-P correlations and the lifetime-
induced d-P correlations.

Effects such as Coulomb scattering, nuclear interac-
tions, and bremsstrahlung in the detector material can
introduce large non-Gaussian errors in the track measure-
ments. The long tails in the error distributions can signif-
icantly increase (bdbg) and hence the lifetime bias. On
the other hand, the impact parameter smearing caused
by the uncertainty on the r production point (due to
the nonzero beam size) does not contribute to the bias
because there is no accompanying error on P.

As an example, I consider a hypothetical tracking sys-
tem with modest performance: o.g —— 150pm, 0.

@
1.4rnrad, (hdbp) = 0.9o'decry = 0.19pm. For w = 295 fs,
Eq. (2) then predicts wr/r +0.6% at ~s = 10GeV
and +5%%uo at 91.2 GeV.

Although it is clear that the fit of (Y') vs X employed
in the impact parameter difference method is sensitive
to detector-induced d-P correlations, it is perhaps not
as clear that these correlations also introduce a lifetime
bias in other methods. A Monte Carlo simulation has
been used to demonstrate that this is indeed the case for
the classical impact parameter and decay length meth-

In this method, the lifetime is determined from a sarn-

ple of 1-1 topology v.+7 events. The mean decay length
E is given by the slope of (Y) vs X, where Y, = d+ —d
and X, = wP sin 0 are measured for each event i. A
least-squares linear fit gives the slope [1]

S,S~y —S~Sy
Sg Sgg —S~~

where Sq is the weighted sum of Q, over all events. When
small errors bX, , bY,. are introduced, the change in the
Gtted slope is given, to leading order, by [21]

(bX; bY; ) —((bX;) )
(X2) (X,'. )

In all practical situations the first term on the right-hand
side dominates. Considering 0 = m/2 for simplicity, one
obtains (bX, bY; ) = 2(bd hP), (X, ) 2(@ ) 2/p, and
hence
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ods applied to w decays; the results are described in the
following sections.

B. Impact parameter method

A number of Monte Carlo Z ~ &+7 events were gen-
erated [22] at ~s = 91.2 GeV. A sample of 10000 events
of l-l topology was selected, requiring p ) 1 GeV/c and
~cos0~ & 0.85 for both charged daughter tracks [23]. No
other selection criteria were imposed. In order to reduce
the statistical errors, many sets of v. decay lengths and
Gaussian tracking errors were generated for each event,
with the w momenta and decay angles being reused. The
tracking resolutions were assumed to be the same for all
tracks, namely, op ——150pm and 0@ ——1.4mrad. The
d and P errors were generated without and with corre-
lations ((bdbg) = 0 or 0.19pm) to determine the effect
of the correlations on the reconstructed lifetime. The
other track parameters were not used in the analysis.
The generated w lifetime was 295 fs and the beam size
was assumed to be zero.

In the impact parameter method, the lifetime-signed
impact parameter D is computed. for each daughter track
as follows: D =diff) O, and D= —diff &0, where
the reconstructed i/ angle is measured with respect to
the event thrust axis. Thus D & 0 if the apparent v

decay point lies in the same hemisphere as the 7 momen-
tum direction. In the absence of measurement errors D
is always greater than or equal to zero, whereas the d
distribution is symmetric about zero. The mean value of
D is roughly proportional to the lifetime.

In this study only 1-1 events were considered, and only
the two (reconstructed) charged tracks were used in the
thrust determination. In this situation, the signs of the
Q angles depend only on the sign of aP, i.e. , on the az-
imuthal angle between the two daughter tracks: if wP ) 0
then/+) Oandg &0;ifag&0theng+ &Oand) 0.

The sample mean of D was computed for the two
Monte Carlo samples, each consisting of 100 x 10000 =
10 events: D = 50.23 + 0.14 pm with correlated er-
rors and 47.76 + 0.14 pm without. The bias due to
the tracking error correlations is therefore (D
D~ithaut)/D~, tl o~t = (+5.2+0.4)%, to be compared with
the value +5%%uo obtained from Eq. (2).

How do the correlations of the d and P errors intro-
duce a bias on DY The bias arises from ~ decays in
which the daughter track momentum is nearly parallel
to (i.e. , within about oy of) the reconstructed thrust di-
rection. In these decays, the impact parameter error bd
(= d, , —dt, „,) tends to have the same sign as g
The apparent 7 decay point is therefore likely to lie in
the same hemisphere as the 7 momentum direction, re-
sulting in a lifetime-signed impact parameter D which is
greater than zero. (See Fig. 3.)

An attempt to eliminate the e8'ect by removing de-
cays with g = 0 would be futile: any cut on the re-
constructed @ would introduce a new bias on D. For
example, the above Monte Carlo analysis was repeated
with the requirement ~aP~ ) 0.5' (= 6a.y); the bias was
then ~~/7 = (+5.5+ 0.4)%.

FIG. 3. The true trajectory of a particle is represented by
the dashed line in this r Pprojec-tion. The tracking errors on
d and P tend to have the same sign, as indicated by the two
solid lines. In cases where the true trajectory nearly coincides
with the event thrust axis, the reconstructed track is more
likely to intersect that axis in the forward hemisphere, giving
a positive lifetime-signed impact parameter.

C. Decay length method

A similar Monte Carlo analysis was performed with the
decay length or vertex method for three-prong 7 decays.
A sample of 10 000 decays was selected in which all three
daughter tracks satisfied p ) 0.5 GeV/c and ]cos 0~

0.85. Gaussian tracking errors were simulated with the
same resolutions as before, again forming samples of 10
decays with and without correlations between the d and
P errors. A two-dimensional vertex fitter [24] was used.
The impact parameters d and azimuthal angles P were
allowed to vary in the fit, while the track curvatures were
assumed to be zero. The three-dimensional decay length
was computed from

E = (Ti cos P + y~ sin P ) csc 0,
where (xi, yv-) is the fitted vertex point and P, 0 de-
scribe the true w momentum direction. The sample mean
and weighted incan [25] of each of the two I distributions
were then computed. Maximum likelihood fits [26] were
also used to determine the means. The results are given
in Table I. The observed bias due to tracking error corre-
lations is (E~;th —l~;ti,~„t)/It, „,——(+3.2 + 0.6)% «r t»e
sample mean, indicating that the d-P error correlations
introduce an onset in the fitted vertex points. The ob-
served bias is about a factor of 2 smaller than the value
obtained from Eq. (2).

Decays in which the three daughter tracks are nearly
parallel in the r /projection are respon-sible for the pos-
itive bias. I stress that this bias is not simply caused
by pattern recognition or hit assignment errors as such
details were not simulated in this study. Tracking errors
of all types can contribute to the bias.

In a real experiment, the acceptance for decays with
small opening angles would undoubtedly be smaller than
in the present Monte Carlo study. However, this re-
duced acceptance does not necessarily imply a reduced
bias on the mean decay length. Any cut which rejects
the decays in question and which operates on the recon-
structed rather than the true g angles is likely to intro-
duce a new bias. In order to demonstrate this, I selected
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TABLE I. Sample mean, weighted mean, and fitted mean decay lengths from Monte Carlo
simulation of three-prong w decays. The generated mean decay length is 0.2240cm. The bias is
defined as (upwith Evrlthollt)/Etrlle.

8 (cm), with correlations
E (cm), without correlations
Bias

Sample mean
0.2317+ 0.0009
0.2246 + 0.0009
(+3.2 + 0.6) '%%uo

Weighted mean
0.2338 + 0.0004
0.2233 + 0.0004
(+4.7 + 0.3) '%%uo

Fitted mean
0.2290 + 0.0004
0.2238 + 0.0004
(+2.3 + 0.2)%%uo

Monte Carlo events with max(g, —g~) ) 0.01 radian (re-
constructed) and obtained ar/w = (+4.6 + 0.4)% (using
sample means).

The weighted mean of the decay length distribution is
commonly used instead of the sample mean because a
smaller statistical uncertainty can be obtained. The fol-
lowing biases may affect the weighted mean, in addition
to the vertex offset noted above.

(1) The effect of Coulomb scattering on the weighted
mean decay length is discussed in Ref. [9]. It was pointed
out that fluctuations to wider opening angles give rise
to larger event weights and tend to be associated with
longer decay lengths. In the present study, the bias due
to tracking error correlations (from Coulomb scattering
or any other source) is indeed larger, (+4.7+0.3)%, when
the weighted mean is used.

(2) A positive decay length bias may be introduced
if the track covariance matrices are swum to the fitted
vertex position and a second fit iteration is performed.
Tracks from long-lived 7's require a shorter extrapolation
from the measured points in the detector to the decay
vertex. The impact parameter errors therefore tend to
be smaller and the weights larger for long-lived w's [27].
In the Monte Carlo sample, the bias on the weighted
mean becomes (+11.5 + 0.3)% when two iterations are
performed in each vertex fit.

(3) The energy of a r is sometimes less than Eh,
due to initial- or final-state radiation. It is standard pro-
cedure to convert the measured mean decay length into
a lifetime by dividing by (Pp)c as determined from a
Monte Carlo simulation which includes radiative events.
However, low-energy w's tend to have wider opening an-
gles (hence larger weights) and shorter laboratory decay
lengths, so a negative lifetime bias is induced when the
unweighted mean (Pp) is used with the weighted mean
decay length. In the present study (at ~s = 91.2 GeV)
this bias is (—0.5 + 0.1)%. A larger bias is expected in
experiments operating below the Z resonance, due to
the larger relative energy loss via initial-state radiation.

A maximum likelihood fit is used in some experiments
to extract 8 from the decay length distribution. These
fits are also affected by the biases described above [28].

IV. IMPLICATIONS FOR PAST AND FUTURE
LIFETIME MEASUREMENTS

A. Implications for the v

I have shown that correlated tracking errors induce a
positive bias on w lifetime measurements made with the

impact parameter difFerence, impact parameter, and de-
cay length methods, and that the bias can be large for ex-
periments operating at high ~s without a high-resolution
tracking system. The Monte Carlo calculations described
in Sec. III were repeated with the w's boosted to vari-
ous energies and with various detector resolutions; the
parametrization of the bias given in Eqs. (1) and (2) was
shown to be correct within a factor of 2 for all three
methods.

It is of course possible to account for the bias in any
measurement of the ~ lifetime. However, the effect is ex-
plicitly mentioned and treated in few of the experimental
papers. It is therefore appropriate to consider whether
the bias has afFected the existing measurements.

Impact parameter method

A number of different procedures have been used to
extract the w lifetime from an observed impact parameter
distribution. Three of these procedures are outlined here.

A Monte Carlo sample, without detector simulation,
was used in Ref. [2] to determine the lifetime from the
measured D. A large positive shift in D, corresponding
to (9 6 5)% of the lifetime-induced D, was noted when
the tracking errors were included in the simulation; this
shift was accounted for in the systematic uncertainty but
no correction was applied to the measured lifetime.

A maximum likelihood fit was used in Ref. [11] to ex-
tract r from the D distribution. The likelihood function
was the convolution of a symmetric resolution function
and the unsmeared D distribution obtained kom a Monte
Carlo simulation. The systematic uncertainty included a
contribution based on a Monte Carlo check for bias in
the procedure.

In Ref. [4], the trimmed mean of the D distribution
was determined. Monte Carlo samples with full detector
simulation and with various generated 7 lifetimes were
used to determine ~, assuming 7. = aD+ b.

In the first two cases, the bias due to tracking errors
was not accounted for in the measured lifetime but it was
accounted for in the systematic uncertainty; in the third,
a correction for this bias was implicitly applied using the
Monte Carlo samples. Thus in all three experiments the
effect was treated in a reasonable way. However, the
assumption which is usually made when computing the
world average v lifetime is invalid: since the sign of the
bias is always positive, one should not assume that all of
the experimental errors are independent. In order to im-
prove this situation, the following points should be con-
sidered for future measurements with the impact param-
eter method.
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The result is
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(1) The mean lifetime-signed impact parameter de-
pends on the detector resolution.

(2) A maximum likelihood fit to the D distribution
will yield a biased lifetime measurement if the resolution
function for D is assumed to be symmetric about zero. A
full detector simulation should be used either to account
for the offset in the resolution function or to apply a
correction on the fitted lifetime [29].

(3) A correction based on a detailed simulation is also
required if the lifetime is to be determined from the mea-
sured D (rather than from a maximum likelihood fit). To
be rigorous, one should use w = aD + b, i.e., one should
not assume D = 0 for 7. = 0.

(4) The systematic uncertainty on the lifetime should
reBect possible differences between the real and simulated
tracking errors.

Finally, one additional point should be made concern-
ing the impact parameter method: the mean lifetime-
signed impact parameter is not expected to be zero for
events from e+e M e+e or p+p . It is necessary to
correct the measured 7 lifetime for the effect of these
background processes. Bhabha and. dimuon events may
also be used to check for systematic errors associated
with detector calibration and alignment.

It is evident from the discussion in Sec. IIIB that a
positive offset in D is present when the lifetime-signed
impact parameter is computed for Bhabha and dimuon
events. The size of the offset is readily calculated un-
der the assumptions that the two final state particles are
produced exactly back to back and that the tracking er-
rors on d and P are Gaussian, with the same covariance
matrix for all tracks:

With the parameters used in the numerical examples of
Sec. III (with d-P correlations) one finds D = 75 pm,
i.e. , the offset for Bhabha scattering events and dimuons
is larger than the mean impact parameter observed in
z decays. The bias is amplified because all of the fi-
nal state tracks are nearly parallel to the reconstructed
thrust direction (Sec. III B).

The e+e and p+ p events which satisfy ~ selec-
tion criteria are likely to contain large tracking errors or
initial- or final-state radiation. Radiative events can be
acoplanar and therefore subject to a smaller offset in D.
Nevertheless, it is incorrect to assume D = 0 for Bhabha
and dimuon backgrounds [2,11,16].

2. Decay length method

Reconstructed three-prong decay vertices provid. e a di-
rect measurement of the 7 decay length. For this reason,
a Monte Carlo simulation is often used only to check the
analysis procedure. The simulated v decays are analyzed
in the same way as the real data, and the reconstructed
lifetime is compared with the input value. In most exper-
iments, a correction is applied to the measured w lifetime
only if a statistically significant bias is found in the Monte
Carlo sample; i.e. , it is assumed that the bias is zero un-
less proven otherwise. In view of the various sources of
systematic bias which are possible (Sec. III C), even for
a perfectly understood detector, this assumption should
not be made.

Table II contains the results of the Monte Carlo checks
for all decay length method measurements published
since 1985. The tabulated biases correspond to the dif-
ference between the reconstructed and input v lifetimes
(7;„—w,„~„t)when a sample of w+r Monte Carlo events
is analyzed in the same way as the real data. These val-
ues re8ect the bias due to correlated tracking errors, as
well as any other possible biases which are produced by
simulated phenomena. The bias tends to be greater than

TABLE II. Bias observed in Monte Carlo simulations for various experiments using the decay
length method. The impact parameter resolution og for tracks in Bhabha and dimuon events is
given as an indication of the tracking system performance. The last column shows whether the
measured w lifetime was corrected by subtracting the bias observed in Monte Carlo events.

Experiment
CLEO (1987)
MAC (1987)
ARGUS (1987)
HRS (1987)
TASSO (1988)
MARK II (1988)
JADE (1989)
L3 (1991)
DELPHI (1991)
ALEPH (1992)
CLEO (1992)
ALEPH (1992)
DELPHI (1993)
OPAL (1993)

Refs.

[4]
[5,30]
[6,31]

[10,32]
[11,33]
[13,34]
[14,35]

[16,36]
[17]

ag (pm)
100
90
95
140
100
88
160
144
62
131
92
28
26

40, 18

Bias (fs)
+4+3

+20+3
+4+7

0+6
+2+5
+4 + 7

+50
+3+4
+2+4
+6+6
+7+ 2
—2+4
+1+2
—4+3

Subtracted' ?

no
yes
no

no
no
yes
no
no
no
yes
yes
no
yes
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zero, particularly for experiments with larger 0.~. It is ev-
ident that the systematic errors of the various published
measurements are not independent.

The following points should be considered for future
measurements with the decay length method.

(1) The reconstructed mean decay length depends on
the detector resolution. A full detector simulation is
therefore required to correct for the bias due to track-
ing errors.

(2) Weighted means and maximum likelihood fits are
subject to a bias related to the v energy distribution.

(3) One should not assume that the bias is zero. The
various lifetime measurements are more likely to be in-
dependent if a bias correction based on a Monte Carlo
simulation is always applied.

(4) The systematic uncertainty on the lifetime should
re8ect possible difFerences between the real and simulated
tracking errors.

8. Other' method8

A lifetime bias due to correlated tracking errors
was found in the impact parameter difference method
(Sec. III A). Other methods have been developed which
are also sensitive to d-P correlations [15,17]. However, in
each of these cases a Monte Carlo simulation was used
to "calibrate" the final result, so a correction for the bias
due to tracking errors was made.

B. Implications for charm

The lifetimes of weakly decaying charm hadrons have
been measured with the decay length method in e+e
annihilation and fixed-target experiments [1]. The most
precise results have been achieved in Axed-target exper-
iments equipped with silicon microstrip detectors. A
track position resolution in the xy plane (perpendicular
to the beam) on the order of 15 pm is obtained, with di-
rection errors of roughly 0.1 mrad. Assuming 100% corre-
lation of these errors, (hx bs ) (the fixed-target analogue
of (hdbP)) is equal to 1.5 x 10 cm. Equation (2) may
be used to estimate the systematic bias in the vertex
reconstruction expected due to the correlated tracking
errors. For D mesons with p = 100 GeV/c, one ob-
tains AL/L +0.06'%%uo, i.e. , the reconstructed vertices
are offset by a negligible amount. (Measurements of the
short-lived charm baryons would incur a somewhat larger
relative bias. ) More importantly, in most fixed-target ex-
periments the mean lifetime is extracted from the data in
a manner which is insensitive to the offset: a maximum
likelihood Gt is performed on a limited interval of the
proper decay time distribution. Since the average ver-
tex offset due to tracking errors is constant for all proper
decay times, the 6tted decay rate is unaffected.

Several charm lifetime measurements were made in
e e experiments without high-resolution tracking sys-
tems. For these results, the expected. bias induced by
tracking errors is not more than about 0.5%%uo [37]. More-

over, these measurements carry little weight in the world
averages.

C. Implications for bottom

The existing measurements of bottom hadron lifetimes
were made in e+e experiments at center-of-mass ener-
gies up to 91 GeV [1]. The impact parameter and decay
length methods (and variations thereof) were employed.
In many experiments, a maximum likelihood fit with a
symmetric resolution function is used to extract the mean
decay length or impact parameter. This is a valid pro-
cedure because the lifetime bias induced by the tracking
errors is not more than about 0.6%%uo [38]. The bias is
even smaller for experiments with high resolution vertex
detectors.

In a given experiment, the relative bias is much smaller
for B's than for w's because (1) the mean B decay length
is larger and (2) the B decay opening angles are wider.
In other words, the lifetime-induced d-P correlations are
larger for bottom than for the v.

V. CONCLUSIONS

I have studied the efFects of correlated tracking errors
on measurements of particle lifetimes. The correlations
were found to induce a positive lifetime bias. The size
of the bias in the impact parameter difference method
was computed [Eq. (2)]; the eff'ect was found to be larger
for higher parent energies and proportional to (hd hP),
which characterizes the size and correlation of the track
position and angle measurement errors. This dependence
was also observed for the traditional impact parameter
and decay length methods.

A Monte Carlo simulation which accurately reproduces
the tracking errors and their correlations may be used to
account for this bias in any lifetime measurement. The
bias was found to be negligible for the existing measure-
ments of charm and bottom hadron lifetimes. On the
other hand, a significant effect is expected in many ~ life-
time measurements, but in some experiments no correc-
tion for the bias is made. Some guidelines were given to
properly account for this effect in future measurements.

I have attempted to estimate the effect of uncorrected
biases on the world average 7 lifetime of Ref. [1], which
is based on Refs. [2—12]. Assuming that the Monte Carlo
simulations performed in each experiment accurately pre-
dict the tracking resolution in the real data, I find that
the average would be reduced by about 2fs if all bias
corrections were applied [39].
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