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Quantum-mechanical histories and the uncertainty principle: Information-theoretic inequalities
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This paper is generally concerned with understanding how the uncertainty principle arises in formula-
tions of quantum mechanics, such as the decoherent histories approach, whose central goal is the assign-
ment of probabilities to histories. We first consider histories characterized by position or momentum
projections at two moments of time. Both exact and approximate (Gaussian) projections are studied.
Shannon’s information is used as a measure of the uncertainty expressed in the probabilities for these
histories. We derive a number of inequalities in which the uncertainty principle is expressed as a lower
bound on the information of phase space distributions derived from the probabilities for two-time his-
tories. We go on to consider histories characterized by position samplings at » moments of time. We
derive a lower bound on the information of the joint probability for n position samplings. Similar
bounds are derived for histories characterized by samplings of other variables. All lower bounds on the
information of histories have the general form In(¥Vy/Vs), where Vg is a volume element of history
space, which we define, and Vj is the volume of that space probed by the projections. We thus obtain a
concise and general form of the uncertainty principle referring directly to the histories description of the
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system, and making no reference to notions of phase space.

PACS number(s): 03.65.Bz, 02.50.Cw, 05.20.—y

I. INTRODUCTION

A quantum-mechanical history is defined by an initial
quantum state at some time ¢, and by a sequence of pro-
positions at a succession of times ¢,?,,...,t,. The ini-
tial state is represented by a density matrix p. Each pro-
position is represented by a set of projection operators
P,. These are positive Hermitian operators that are both
exclusive and exhaustive:

(1.1)
(1.2)

P Ps=38,5P, ,

SP,.=1.

a

Evolution between each projection is described by the un-
itary evolution operator e ~ /% The probability for his-
tories described in this way is given by the expression

plaj,a,, ..., a,)
=Tr[P} (1,) Py (t))pPg (t;) - Py (1,)], (1.3)
where
P,O(tk(Ik)=eiH(tkfto)/ﬁpzke—iH(tk—to)/ﬁ ) (1.4)

Equation (1.3) is central to any formulation of quantum
mechanics whose aim is the assignment of probabilities to
histories. One particular such approach is the
decoherent histories approach [1-5]. In that approach
the central aim is to find, for a given Hamiltonian and in-
itial state, the sets of histories of closed quantum systems
for which the probabilities (1.3) satisfy the so-called
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“probability sum rules.” Loosely, these are the rules ob-
tained by demanding that the probability of a composite
history be the sum of the probabilities of the more ele-
mentary histories of which it is comprised. An example
of such a sum rule (of which there are many) is

Pl 10y )= P Qg )
a
k

(1.5)

Histories satisfying these rules are said to be “consistent”
or “decoherent,” and it is solely in terms of such histories
that predictions may be made. Quantum-mechanical in-
terference means that these rules are generally not
satisfied, and demonstrating consistency is typically non-
trivial.

Formula (1.3) also arises in a different context. It is a
concise summary of the Copenhagen approach to the
quantum mechanics of measured subsystems. It incorpo-
rates both the unitary evolution of states together with
the ““collapse of the wave function” incurred as a result of
measurement by an external agency, modeled by the pro-
jection operators [6,7].

Irrespective of which interpretational scheme one is
concerned with, the mathematical properties of the ex-
pression (1.3) are of interest. This paper is concerned
with exploring those properties.

Our particular concern is the question of how the un-
certainty principle arises in (1.3). The usual form

Ap AqZﬁ (1.6)

2

is a simple consequence of the Fourier transform of the
wave function of the system at a fixed moment of time.
However, in formulations that give a central role to (1.3),
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the state of the system at a fixed moment of time does not
enter in a fundamental way. Instead, all physically mean-
ingful notions must be expressed through the probabili-
ties (1.3). It therefore becomes an important issue to un-
derstand how these probabilities recognize the uncertain-
ty principle. It is not difficult to see that it will arise as a
limitation on the degree to which (1.3) may be peaked
about a particular history. This is because the probabili-
ty (1.3) is a distribution over quantities that are generally
noncommuting, and so one would not expect it to become
arbitrarily peaked. The aim of this paper is to establish
the detailed form this limitation takes.

As a measure of the degree to which (1.3) is peaked, we
shall use the Shannon information

I=— 3 pla,...

cay

(Zl,

,a,))np(a,...,a,) . (1.7)

This measure, for histories, is in many ways more natural
and easier to use than the variances, employed in (1.6).
We shall show that the uncertainty principle generally
arises as a lower bound on the information (1.7). In par-
ticular, for the case in which the alternatives ¢, are
discrete, the probabilities (1.3) have an upper bound p ...,
over all initial states p and over all possible values of the
alternatives. If there is a restriction on the degree to
which (1.3) is peaked, as one would expect when the pro-
jections do not commute, then p_ .. <1. The information
(1.7) then has a nontrivial lower bound

IZ1In

(1.8)

D max

We begin in Sec. II with a brief review of some proper-
ties of Shannon information. We then go on in Sec. III to
discuss information-theoretic measures of uncertainty in
quantum mechanics. We review earlier work on
information-theoretic versions of the uncertainty princi-
ple, expressed in terms of the state of the system at a fixed
moment of time.

In Secs. IV and V we discuss quantum-mechanical his-
tories of the form (1.3) characterized by position and/or
momentum projections at two moments of time. We con-
sider the case of both exact and approximate (Gaussian)
projection operators. The general idea is to use the two-
time histories to derive imprecise samplings of phase
space and then compute lower bounds on the information
of the quantum-mechanical phase space distributions. In
regimes where they are nontrivial, we find that all of the
bounds have the approximate form

27
Ox0

I(K,X)Z1In (1.9

where I(K,X) is the information of the phase space dis-
tributions and o, 0, is the volume of phase space probed
by the projections.

In Sec. VI we go on to study histories characterized by
position samplings at » moments of time. We show that
the uncertainty principle arises as a restriction on the in-
formation of the approximate form
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I(X,X,,...,X,)>1In (1.10)

2
Op—104,

in the regime where it is nontrivial. Here o, is the width
of the position sampling i and V;; ! is a “density of paths”
factor. We argue that V' thus has the interpretation as
the “fundamental volume of history space,” analogous to
the factor of 277 in (1.9). We derive a result identical in
form for histories characterized by other types of projec-
tions. We thus obtain a form of the uncertainty principle
which is both concise and general, and is phrased entirely
in the language of histories, without reference to phase
space. We summarize and discuss in Sec. VII.

Some words are in order concerning the use of Shan-
non information for the probabilities (1.3). Since the
quantities defined by (1.3) generally do not in fact satisfy
the probability sum rules, such as (1.5), they cannot
strictly be regarded as probabilities. Use of the Shannon
information (1.7) therefore requires some qualification.
Although they do not obey the probability sum rules, the
(candidate) probabilities (1.3) are non-negative and nor-
malized, and thus the information (1.7) is a well-defined
quantity and may be used as a measure of the degree of
spread of the candidate probability. The important point
is that at no stage are the probabilities sum rules as-
sumed, and thus no inconsistencies arise.

It is of course an interesting question, from the per-
spective of the decoherent histories approach, to extend
the considerations of the present paper to the case in
which the candidate probabilities (1.3) do obey the proba-
bility sum rules. Decoherence may be achieved, for ex-
ample, by coupling the system of interest to an environ-
ment. Modifications of the uncertainty relations (1.9) and
(1.10) due to environmentally induced (e.g., thermal) fluc-
tuations can then be expected. This is considered in Refs.
[8,9]. The information-theoretic inequalities considered
here then become conditions that such decohering proba-
bilities must satisfy in the limit that the coupling to the
environment goes to zero.

II. INFORMATION THEORY

In this section we briefly review some results from in-
formation theory. This section solely concerns generic
probability distributions and makes no reference to quan-
tum mechanics.

Let p; be the probabilities for a data set S consisting of
a discrete set of alternatives labeled by i, i =1,2,...,N.
One has 0<p, =<1 and 3; p;=1. The information of the
data set S is defined to be

N
1(S)=—73 p;np; .

i=1

(2.1)

Here In is the logarithm to base e. I(S) satisfies the ine-
qualities

0=I(S)=InN . (2.2)

It reaches its minimum if and only if p; =1 for one partic-
ular value of i, and so p; =0 for all the other values. It
reaches its maximum when p; =1/N for all i. The infor-



48 QUANTUM-MECHANICAL HISTORIES AND THE UNCERTAINTY ... 2741

mation of a probability distribution is therefore a mea-
sure of how strongly peaked it is about a given alterna-
tive. For this reason I (S) is sometimes referred to as un-
certainty, being large for spread out distributions and
small for concentrated ones. I(S) is sometimes also re-
ferred to as the entropy of the distribution, but we shall
not use that nomenclature here.

Base 2 is often used in the definition (2.1). In this case
I(S) has the interpretation as the average number of bits
required to specify an alternative given that alternative i
occurs with probability p;.

Information may also be defined for continuous proba-
bility distributions. Let X be a random variable with
probability density p (x). Then fdx p(x)=1. The infor-
mation of X is defined to be

1(X)=— [dx p(x)lnp(x) . (2.3)

Unlike the discrete case, I (X) is no longer positive, since
p(x) is not a probability, but a probability density, and so
may be greater than 1. However, it retains its utility as a
measure of uncertainty. This is exemplified by a Gauss-
ian distribution of variance Ax,

(x) L (x =xo )" (2.4)
xX)=— €x - . .
P 2m(Ax2]72 P | T2(ax)
It has the information

I(X)=In[27e (Ax)*]'/% . (2.5)

From this we see that I(X) may be unbounded from
below and, indeed, approaches — o as Ax —0 and p(x)
approaches a & function. I(X) is also unbounded from
above, as may be seen by taking the width Ax to be very
large. However, if the variance is fixed, then a straight-
forward variational calculation shows that I(X) is max-
imized by the Gaussian distribution (2.4). Equation (2.5)
therefore represents an upper bound on the information
of probability distributions with variance Ax:

I(X)<In[27e(Ax)?]'?, (2.6)

with equality if and only if p (x) is a Gaussian.

The literature contains a vast number of results about
information. We will record only one, since it will be
needed later. Suppose from a probability distribution
p(x) one constructs a “coarser-grained” probability dis-
tribution

q(x)= [dx f(%,x)p(x) 2.7)

for some smearing function f(X,x) satisfying
Jdx f(%,x)=1. Then, if we denote the information of

g(%) by I(X), it may be shown that

I(X)zI(X). (2.8)

This inequality expresses the intuitive idea that smearing
or coarse graining a probability distribution increases the
amount of uncertainty it expresses. A corresponding re-
sult also holds for the discrete case. The result, for both
the continuous and discrete case, follows readily from the
convexity of the function x Inx, and so we shall refer to

this result as the convexity property.
For further details on information theory, see Refs.
[10,11].

III. INFORMATION-THEORETIC
UNCERTAINTY RELATIONS

We now describe a number of information-theoretic ex-
pressions of the uncertainty principle. We begin by
describing the projection operators used to sample posi-
tion and momentum.

A. Samplings of position and momentum

Approximate samplings of position may be carried out
using projection operators. The projection operators
effect a partition of the real line into regions (or ‘‘bins”)
of size o,. Explicitly, they take the form

P§=fdx Y(x —x,)x){x|, (3.1)

where Y(x —Xx,) is a sampling function. The most ap-
propriate choice is to take it to be

—x 1 — b 1
x —X,t50, x+x,+50,

Y(x —x,)=06

Oy o,

(3.2)

It is equal to 1 in an interval of size o, centered around
X, and zero otherwise, where X,=ao, and a is an in-
teger. We will generally use a bar to denote coarse-
grained variables. The sampling function satisfies the re-

lations

S Y(x —x,)=1, (3.3)

Jdx Y(x —%,)=0, . (3.4)

Equation (3.3) ensures that the projections are exhaustive.
They are exclusive because Y vanishes outside a unit in-
terval.

Another choice for Y which is sometimes convenient is
a Gaussian of width o :

(x —%,)*

2
20

Y(x —X,)= ! exp (3.5)

a (277.)1/2

Again, X,=ao,, but a is now a continuous label. The
properties (3.3) and (3.4) still hold, given the convention
that the summation over « is now an integration. With
this choice of Y, the projections are only approximately
exclusive. This means that the label «, although continu-
ous, really has significance only up to order 1.

The case of precise samplings, P, =|x ) (x|, is obtained
by writing P, =0 ~1P%, and letting o, —0, and one has

07 W(x —X,)—>8(x —%), 0,3 — [dx . (3.6)

In a similar manner, one may construct projections for
samplings of momentum,

Pi= [dk T(k —kp)lk )kl (3.7)
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for some sampling function I'(k ——Eﬁ), of width oy,
where kg=PB0 .

B. Samplings of two ensembles

The first result we shall describe envisages a situation
in which one has two ensembles, prepared in an identical
state. Samplings of position are made on the first ensem-
ble, and samplings of momentum are made on the second.

Consider a position sampling of a system described by
a density matrix p. The probability that the result lies in
the region labeled by a is

pX(a)=Tr(Plp)

=fdx Y(x —x,){xlplx) . (3.8)

We wish to use the information I p(A_’ ) as a measure of un-
certainty in the probability distribution p*(a). By the
convexity property (2.8), one has

Ip()?)E — > p*(a)np*(a)

> —fdx(x|p1x YIn{x|p|x ) —Ino,

=I,(X)—Ino, . (3.9

The Ino, term arises because of (3.4).
In a similar manner, we can consider a momentum
sampling on an identically prepared system, giving the

probability distribution
pXB)=Tr(Pkp) . (3.10)

One may compute its information I p(I? ), and one has

I(K)Z1,(K)=Ino, . (3.11)
A general density operator p may be written
p=3 cilv )¢l (3.12)
i

for some set of states |¢;). Again, using the convexity
property (2.8), one has

L,(X)23 ¢, (X) (3.13)

where I, (X) denotes the information of the probability

distribution obtained from precise sampling of the pure
state |1;). A similar result holds for momentum sam-
plings. It follows that there exists a pure state |¢/) such
that

LX)+, (K)>1,(X)+I,(K)=In(o,0,), (3.14)

with equality for precise samplings and p=|y){yl.
[Note that the Into, 0, ) term disappears in the limit of
precise samplings, since it is taken into the projections on
the left-hand side, as described above.]

I,(K) and I,(X) are individually unbounded from
below, since one can always find states which are arbi-
trarily peaked in either position or in momentum. How-
ever, a state strongly peaked in position, and hence with
large negative I,(X), will be very spread out in momen-
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tum, and thus I,(K) will be large and positive. It is
therefore plausible that the uncertainty principle will ex-
press itself as a lower bound on the sum I,(X)+1,(K).
The usual inequality expressing the uncertainty principle,

Ax Akzg , (3.15)
achieves equality for the minimum uncertainty wave

packets. Since they are Gaussians, we immediately have,
from (2.5),

1,(X)+I,(K)=In(27e Ax Ak)

=In(me#) (3.16)

for the minimum uncertainty wave packets (coherent
states). It was therefore conjectured by Everett [12] that
the uncertainty principle may be expressed in
information-theoretic terms as

I,(X)+1,(K)Z1In(me#) . (3.17)
He also noted that this inequality implies the usual form
of the uncertainty principle. To see this, recall from Sec.
IT that the information of a probability distribution is
bounded from above by the information of a Gaussian of
the same variance. This means that for any state |¢),
with variances Ax and Ak, one has

In(27e Ax Ak)Z1,(X)+1,(K) . (3.18)
The usual uncertainty principle then follows immediately
by comparing (3.17) and (3.18). The inequality (3.17) was
proved by Beckner [13], Bialynicki-Birula and Mycielski
[14], and Hirschmann [15], using the Hausdorff-Young
inequalities from Fourier analysis.

Combining all of the above results, we have

Th

Ox0k

I(X)+1,(K)=1+In , (3.19)

with equality for precise samplings and p a minimum un-
certainty wave packet. Equation (3.19) represents a very
modest generalization of (3.17) to the case of imprecise
samplings of position and momentum.

C. Samplings of a single ensemble

Of greater interest for our purposes is the situation in
which the samplings of position and momentum are
made on the same system. There are a number of ways of
doing this, and we shall consider them in turn. Perhaps
the simplest is to carry out simultaneous but imprecise
samplings of both position and momentum. These may
be effected using the coherent state projectors, which we
now describe.

The (canonical) coherent states [16] may be defined to
be the states

lz)=Ip,q)=U(p,q)|0) , (3.20)

where |0) is the ground state of the harmonic oscillator.
U(p,q) is the unitary Weyl operator



48 QUANTUM-MECHANICAL HISTORIES AND THE UNCERTAINTY ...

U(p,q)=exp é(p@—qﬁ) , (3.21)

where Q and P denote the position and momentum
operators. In the position representation, the coherent
states are given by

1

(x =) | 1
(277'0?1)1/4

X
40,21 ﬁp

(x|p,q)= (3.22)

Their most important property is the completeness rela-
tion
dp dq

fiz;h—“)’q pgl=1.

They are, however, only approximately orthogonal:

(3.23)

by b,
(p.alp’,q') =exp S5 P'a—a'p)

_1
4

(p—p')?  (g—¢q')?
2 + 2
q

Up ag

(3.24)

where 0,0, =7/2. These properties suggest that we may

regard the operator

P,=Ip,q{p,ql (3.25)

as an approximate projection operator affecting approxi-
mate simultaneous samplings of position and momentum.
The approximate orthogonality property (3.24) means
that the labels p and q are coarse-grained momentum and
position, having significance only up to the widths o, and
Og» respectively.

If the state of the system is described by a density
operator p, the probability distribution of approximate
position X and approximate momentum k is therefore

p(k,X)=Tr(P,p)=(k,x|plk,x) . (3.26)
This probability is normalized in the measure
dk dx /27#. Consider the information of this distribu-
tion:

(K, X)=

p(k,X)Inp (k,X) . (3.27)
If p(k,X) were a classical phase space distribution, then
(3.27) would be the usual entropy in statistical mechanics.
The entropy would be unbounded from below because in
classical mechanics, the phase space distribution may be
arbitrarily concentrated about a particular region of
phase space. In quantum mechanics, by contrast, phase
space distributions concentrated on regions smaller in
size than # would violate the uncertainty principle. We
therefore expect a lower bound on (3.27).

A reasonable guess as to what this lower bound should
be is obtained by evaluating (3.27) with p a coherent
state, since the coherent states are normally thought of as
being the states most concentrated in phase space. Writ-
ing p=|z ){z|, one finds

2743

I, (K, X)=1. (3.28)

For these reasons it was conjectured by Wehrl [17] that
I,(K,X)=1, (3.29)

with equality if and only if p is a coherent state. This was
subsequently proved by Lieb [18], again using some in-
equalities from Fourier analysis (best constants in the
Hausdorff-Young and Young inequalities).

A simple but important generalization of this result
was noted by Grabowski [19]. This is that the inequality
(3.29) continues to hold for projections constructed from
a class of generalized coherent states, namely, those of the
form

where |9) is an arbitrary state. The point is that they
share with the usual coherent states the completeness re-
lation (3.23), and it is this property that is exploited in
Lieb’s proof.

This generalization also permits a connection with the
usual uncertainty relation to be made. One has

L(K,X)<I,(X)+I,(K)
<1+In A—xﬁ—Ai , (3.31)

where Ax and Ak are the variances of x and k in the
probability distribution (3.26), but with the generalized
coherent states (3.30). The first inequality is a standard
property of information; the second is the inequality (2.6)
used twice (up to a factor of 27#, because of our choice of
phase space measure). Together with (3.24), (3.31) im-
plies that

Ax Ak =% . (3.32)

This is not the usual uncertainty relation (no factor of 1),

because the variances express not only the uncertainty in
the initial state, but also the uncertainty in the projec-
tions, which are imprecise. Indeed, one has

(Ax)?=(Ax)*+(Ayx)?,
(AK)P?=(A kP +(Ak) .

(3.33)
(3.34)

The first term on the right-hand side of each relation is
the variance in the initial state; the second is the variance
in the generalized coherent state projection with fiducial
state |1/). Choosing p to be the pure state |¢/){ |, one
thus obtains the usual uncertainty relation
#
>n
Ayx Ayk = 5 (3.35)
An alternative method of connecting (3.29) with the usual
uncertainty relations may be found in Ref. [8].

Results similar to (3.17) and (3.19) have been obtained
by Deutsch [20], Partovi [21], and Maassen and Uffink
[22]. Equation (3.17) has been generalized to include
thermal fluctuations at thermal equilibrium by Abe and
Suzuki [23]. Anderson and Halliwell have generalized
(3.29) to include thermal fluctuations in a class of non-
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equilibrium systems [8] (see also Ref. [9]). For an alterna-
tive approach to unsharp samplings of noncommuting
observables using positive-operator-valued measures, see
Schroeck [24]. For other related results on information-
theoretic uncertainty relations, not directly relevant to
the present paper, see Refs. [25-32].

IV. TWO-TIME HISTORIES:
APPROXIMATE PROJECTORS

We now show how to obtain information-theoretic un-
certainty relations for histories characterized by projec-
tions at two moments of time. The projections will be
onto position at two moments of time or onto momentum
and position. The important feature is that the time-
dependent projections PX(z,) do not commute, and so
one would not expect their probability distributions to be
arbitrarily peaked. We therefore expect to derive lower
bounds on the information, in analogy with (3.29).

The case of position and momentum samplings by ex-
act projections, such as Eq. (3.2), is quite different from
the case of approximate projections, such as Eq. (3.5),
and each case needs to be treated separately. The ap-
proximate projection case is a direct extension of the re-
sults of Sec. III C, and we consider this case first. The
case of exact projections will be treated in the next sec-
tion.

A. Lower bound on the information

In brief, the idea is as follows. The probabilities for
histories are most generally given by an expression of the
form

p(@)=Tr(ClC.p), 4.1)

where C, denotes a string of time-dependent projection
operators,

Cya=Pg (1,) - P4 (t;),

and we use the notation a to denote a string of a’s. The
burden of the results described below will be to show that
for the case of two-time histories considered here, the
operator C LCQ may be written in the form

cic,=uk,x)0U'k,%) 4.2)

for some operator Q. The point is that the dependence
on the sampled positions and momenta X and k resides
entirely in the unitary Weyl operator U(k,X). Now
CZ,CG is a positive Hermitian operator, and thus { is
also. It may therefore be written

Q=3 A,la)al, (4.3)

where the coefficients A, are positive. The probabilities
(4.1) for our two-time histories may now be written
p(a,B)=3 A, {alU(k,x)pU'(Kk,%)la) . (4.4)
a

Here we have introduced, as earlier, the continuous bin
labels a and 3, defined in terms of the sampled positions
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and momenta by X =ao,, k =B0, where o, and o are
their respective widths. The right-hand side of (4.4) in-
volves the expectation value of p in the generalized
coherent states, IaEE)ZUT(E,X‘)Ia ). By the convexity
property (2.8), the information of (4.4) satisfies the in-
equality

1K, X)=— [dadBp(a,Bnp (a,p)
> — fd)? dl?(a,a |pia,;)_( Mn{a;_|plag. )
~In(o o) . (4.5)

The factor of In(o, 0 ) arises from the change of vari-
ables from «,f3, to X,k. From the previous section [Egs.
(3.29) and (3.30)], we thus deduce the inequality

27h

Ox0

I(K,X)Z1+In (4.6)

The factor of 27# appears because of the difference in
phase space measures used in (3.27) and (4.5). The factor
of 2 difference between (4.6) and (3.19) is due to the fact
that at equality, (3.19) measures the uncertainty in the
state alone, whereas (4.6) also includes the uncertainty in
the coherent state projector.

Equation (4.6) is an intuitively appealing result. The
argument of the logarithm is the inverse of the number of
elementary cells of phase space sampled. If that number
is large, i.e., 0,0, >>27#, then the lower bound ap-
proaches — o, and thus the uncertainty principle im-
poses little restriction on samplings of phase space large
compared to the fundamental cell. On the other hand,
the bound becomes significant when o0 is of order 27#
or smaller, in agreement with the expectation that the un-
certainty principle imposes limitations on samplings com-
parable to the size of the fundamental cell.

Everything up to Eq. (4.5) is also true for the discrete
case (with the integral over a,f3 replaced by a discrete
sum), but it is not possible to deduce the inequality (4.6),
since this holds only for the continuous case.

We now need to show that the projections satisfy the
condition (4.2) for the two-time histories of interest. It is
also necessary to calculate Q) to determine the conditions
under which the inequality becomes equality. Before
that, we need to describe some mathematical tools.

B. Weyl calculus

The analysis of (4.1) is conveniently carried out with
the aid of a set of mathematical tools referred to as the
Weyl calculus. This in turn is part of a larger area of
mathematics called microlocal analysis [33]. The basic
idea is to define a one-to-one correspondence between
every self-adjoint operator, A, say, on the Hilbert space,
and a real function A4 (p,q) defined in a phase space, re-
ferred to as the Weyl symbol of 4. A particular example
of how this correspondence may be obtained is through
the Wigner transform

=1 r= ﬁ!") #§_> —ip/h
Wapa)=5 [ agla+5|2)g—5)ererm.
@
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When the operator A is the density operator p W, is
called the Wigner function. It shares many properties of
classical phase space distributions, although it is often
not positive. It has been used extensively in discussions
of the classical limit [1-36]. We shall make use of the
Wigner transform (4.7) to analyze (4.1).

An alternative form of (4.7) that we shall find more
useful is

W4(p,9)=Tr[A(p,g) 4], (4.8)
where
g(p,q):_ﬁ_fdu dU eipu +iqve—iu13—iuQ . (49)

Here Q and P are the _usual position and momentum
operators, satisfying [Q P]—th

We record and prove some useful properties of the
Wigner transform. First, one has

Tr( ﬁA)ZWfdp dq W (p,9)Wg(p,q) .  (4.10)
This follows readily from inserting the explicit form (4.7)
into the right-hand side of (4.10).

Next, we discuss the properties of the Weyl symbol un-

der shifts of its arguments. Introduce the unitary Weyl

operator
U(P,q)=exp %p@——;qﬁ 4.11)
It has the properties
Ulp.9)0U(p,9)=0+7 , (4.12)
UT(p g)PU(p,g)=P+p . (4.13)
The Baker-Campbell-Hausdorff relation is
e AtB—,4,B,14,812 (4.14)
if [ 4,B ] commutes with 4 and B. 1t follows that
UT(p‘,q Je AiuﬁﬂuQU(p,q-):ezﬁu +igu,, —iuP—ivQ 4.15)
and thus
U39 Ap.9)U (5,9)=Ap +5,g+7) . (4.16)
From this we see that
W, (p+p,q+q)=Tr[A(p +p,q+7) 4]
=Tr[A(p,q) A']
=W ,(p,q), (4.17)

where 2’=U(ﬁ,q)2UT(ﬁ,q). That is, translating the
coordinates and momenta of the Weyl symbol is
equivalent to a unitary transformation under the Weyl
operator of the original operator.

From (4.1) and (4.10), it follows that the probabilities
for histories characterized by the chain operator C, are
given by

pl@=5 [dpdg Worclp.oW, ) . @18
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C. Position and direct momentum samplings

The first type of history we shall consider is one
characterized by an imprecise position sampling at time
zero and an imprecise momentum sampling at time 7.
The probability for this history is given by

P(a’ﬁ’t):Tr[Pze—thPxpreth] . (4.19)

In the short time limit, employed here, evolution is de-
scribed by the free Hamiltonian. This clearly commutes
with the momentum projections, and thus ¢ drops out in
the short time limit. One thus has

clc,=PiPkP% . (4.20)
The Weyl symbol of this operator is
_§ _ &\ —ipesn
Weiclprq) fd§< +5 |pipk S )e e,
(4.21)

Inserting the explicit forms for the projection operators,
one obtains

Weio(pq) 7fd§dk e/ Sk =P/ (g +1E—X)
XY(qg —16—%)T(k —k) . (4.22)
Letting k —k =k, it is readily seen that one has
Wt (p,g)=Wolp —k,g—X) . (4.23)

Here Q is the operator whose Weyl symbol is (4. 22) but
with k=0 and X =0. Q is therefore equal to P"P
k=0 and x =0, that is,

Q——f dx dy dk Y(x)Y(»)T(k

Xekx=0/Fx N (y| . (4.24)

From (4.17) and (4.23), we therefore have a result of the
general form (4.2):

PiPEPE=UYk,3)QU (k,%) . (4.25)
From the above it therefore follows that the information
of the phase space distribution (4.19) obeys the inequality
(4.6).

Consider now the conditions for equality. Equality is
obtained if and only if both p and Q are of the form
|z){z|, where |z) is a canonical coherent state [Eq.
(3.20)]. From (4.24) one can see that ) will be of that
form, if and only if I'(k)=68(k) and Y(x) is a Gaussian.
That is, the first projection is a Gaussian projection onto
position, and the second is an infinitely precise sampling

. of momentum.

D. Position and time-of-flight momentum samplings

We now consider a history characterized by imprecise
position samplings at times O and ¢. The probability is
(4.26)

plagay, t)=Tr[PZze —thpzlpP;leth] '
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From this one can construct a phase space probability
pla;,B,t), where Bo, =k and k =m (X, —X,)/t, for small
t. We have X,=o0,a,, X,=0,a,; thus, B=a,—a; and
or=mo,/t. One has

J

C

Now, in the short time limit, the propagator is given by
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CLC, =P} e™P% e~ Py . 4.27)

We will analyze this case for small times ¢. It is readily
shown that the Weyl symbol is

W fc(p,q)=~2—71;~gfdgdxze—fpéfﬁY(q +LE—X)Y(g —1E—% )Y (x, —X,)(x,,tlg —1£,0)(x,,tlg + 1£0)* .  (4.28)

172 )
_ m m 2
(x,,tlg —1€,0)= it exp ?%t—(x2-q+%§) l (4.29)
Inserting this in (4.28) and performing the shift x, —x, +X,, one finds that the answer may be written in the form

Wt (pa)= o [ dEdx,Y(q +1E—%, (g — 165, W(xy) 52
cte'\Pr 4 2nh Xy g T g == 1 2V ht
m ._  _ . m -

X exp ~ p—T(xz—xl) §+za(x2—q +x1)§J. (4.30)

One therefore has

/4

cte (4.31)

(p,g)=Wqo(p —k,q —X,) .

Q is the operator whose Wigner transform is (4.30) with
X,;=0and X, =0. Explicitly,

Q= fdx dy dx,{x,,t|y,0){x,,t|x,0)*Y(x)

XYY (x)|x )] . (4.32)
From (4.17) and (4.31), we now have the result
Py e™py e Py =U'(K,%)QU(K,%) . (4.33)

We therefore again have the inequality (4.6) for the infor-
mation of the phase space distribution constructed from
(4.26).

Consider the conditions for equality. Again, this is
achieved when both p and Q are of the form |z ){z|. This
means that Eq. (4.30) must be the Wigner transform of a
coherent state, i.e., a product of Gaussians in p and gq.
This can be achieved by letting the width of the sampling
function at ¢ go to a & function, setting the sampling func-
tion at t =0 to a Gaussian, and then letting ¢z — oo. (This
may be seen explicitly in Ref. [36].) We are, however,
working in the short time approximation, and so this pro-
cedure can be carried out only for the free particle case,
for which the short time approximation is exact.

It is also possible to deduce a lower bound on the infor-
mation of the joint probability for position samplings
[Eq. (4.26)]. The information of p(a;,a,,t) is in fact
equal to that of p(a,;,,t), because the Jacobean of the
transformation between these variables is unity. One

|

I .
thus has the following bound on the information of (4.26):

I(X,,X,)=— fdaldazp(al,az)lnp(al,az)

2mrtit

mo

> 1+In

(4.34)

This is, strictly speaking, a trivial rewriting of (4.6). We
record the result because it will be generalized to an arbi-
trary number of position samplings in Sec. VI.

E. Position samplings at arbitrary time separations

The previous case concerned position samplings for
any Hamiltonian, but in the limit of small time separa-
tions. For the case of linear systems, we may extend this
analysis to arbitrary time separations. We now outline
how this is done.

The propagator for linear systems is given by

(x",t"|x",t") =A(t",t")exp

_%_S(xu,tulxl,tl)l ,

(4.35)

where S is the action of the classical solution connecting
initial and final points, and is quadratic in the x’s. The
prefactor A is independent of the x’s and is given by

172

1 3% (x",t"|x",t")

A" "= | —
(") 2wt ox'dx’

(4.36)

Repeating the analysis of the previous subsection, Eq.
(4.28) thus has the form

chc(p,q)zﬁ [ dgdx,Y(q+1E—%,)(q —16—%,)M(x, —%,) A2

Xexp | = pEt S (xa,1lg = 1£,0)= -8 (x3,1lq +1£,0)

(4.37)




48 QUANTUM-MECHANICAL HISTORIES AND THE UNCERTAINTY ...

2747

Now, letting x, —x, +X, and using the fact that S is quadratic, (4.37) may be written

W tc(pg)=

where we have introduced

k= —fls—(fz,tIJ?I,O) .

X |

(4.39)

From Hamilton-Jacobi theory, & is the initial momentum
for the classical path between X; and X,. Now the point
is that (4.38) depends on X, and X; only through the com-
binations p —k and ¢ —X,, and we again have a result of
the form (4.33), but this time with k given by (4.39). We
therefore again deduce the inequality (4.6) for the infor-
mation of the corresponding phase space distribution.

What is perhaps more interesting in this case is to
derive the generalization of (4.34). Since k is linear in
X,,X; in (4.39), we have

k=—x,+—x, (4.40)
%, 0%,
and thus
p="x |9k + Ok, 4.41)
Oy | 09X, 0x,

Here, as before, Bo, =k, a,0,=X,, and a,0, =X,. Un-
like the case of short times, the transformation from «,,3
to a;,a, has a nontrivial Jacobian. It follows that

dk

Ox

I1(X,,X,)=I(K,X)—In (4.42)

Ok

Finally, using the bound (4.
ok a%s

=— (X,,t|%;,0) ,
9x, 9% ,9x,

6) on I (K, X) and noting that

(4.43)

we derive the following bound on the information of posi-
tion samplings at arbitrary time separations:

wh | s |

1(X,,X,)>1+1n 95
g axlafz

(4.44)

X

We will generalize this result and discuss it further in Sec.
VI

V. TWO-TIME HISTORIES:
EXACT PROJECTORS

As stated in the previous section, the case of exact pro-
jections is rather different to the case of approximate ones
and needs to be treated separately. In this section we
show how this is done.

We are again interested in an expression for the proba-
bility of a two-time history of the form (4.1), where c! aCa
is of the form (4.20) or (4.27). In each case it is again pos-
sible to show that C_, +C, may be written in the form (4.2),
although note that now X0k p are discrete rather than

fdgdsz +1E—%,)M(g —L6—%)Y(x,)|Al%exp ——§(p k)—

oS

7 § 3 (x,,tlg —%,,0)

(4.38)

-
continuous variables. We can go on to use steps
(4.3)-(4.5), except that the integral in (4.5) becomes a
discrete sum, and it is at this point that we can go no fur-
ther. Of course, if the bin sizes o,,0, are very small,
then the discrete sum may be approximated by the con-
tinuous integral (4.5), and we deduce the inequality (4.6).
But more generally a different method is needed.

Very generally, probabilities for histories are given by
an expression of the form (4.1). If the projections con-
tained in the chain operators C, are exact projections
and either fine-grained projections onto discrete variables
(e.g., spins) or coarse-grained projections onto continuous
variables [e.g., as in Eq. (3.2)], then the variables a label-
ing the alternatives form a discrete set, and so there is a
discrete (although possibly infinite) set of probabilities
p(a). This means that they possess an upper bound
P(@)=pn.x =1, and a lower bound on the information
follows trivially:

—3 p(a)inp(a)>In

a

(5.1)

p max

[Note that this is not true of the information of continu-
ous variables. There, the p (a)’s are not probabilities, but
probability densities, and so need not be bounded from
above.] The upper bound p ., may be computed by
studying the spectrum of the operator c! «Cq- In particu-
lar, the bound (5.1) will be nontrivial, i.e., pax <1, if at
least one pair of the time-dependent projections P’;k (2;)

do not commute [37].

Now consider the case of two-time histories. As stat-
ed, everything in Sec. IV from (4.1) to (4.5) also holds in
the case of exact projections. Suppose we obtain the
spectrum of the operator ( [Eq. (4.3)] and we look for

the largest eigenvalue A, ; thus, A, <A ... It follows

from (4.4) that

P(0B) S hpey 3 (al UK, X UK, )a) =hpey (5.2
a

and thus p, .. =A... Position and momentum projec-
tions at the same time or position projections at different
times do not commute; thus, the bound (5.1) will be non-
trivial.

A. Position and direct momentum samplings

Consider first the case of a position followed by
momentum sampling; thus, we have (4.20), but with exact

projections. We again deduce (4.25), and so we are in-
terested in the spectrum of the operator (2, given by
(4.24). Now write

Qlu)=»nlu) . (5.3)

Inserting the explicit form of © and performing the k in-
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tegration, one obtains the eigenvalue equation

oo —o [ dg Si“[:(’g‘fg_,) ey =rw©), (6.4

where U =00, /27, x =0, (£—1), and w(&)=(x|u).
Apart from 6 functions on the left-hand side, this equa-
tion is identical to an eigenvalue equation written down
by Partovi in his study of the analogous question for the
case of samplings of two ensembles, as in Sec. III B [21].
It is not clear whether it can be solved exactly, but it is
straightforward to extract the relevant information in the
regimes of interest. For U <<1 the kernel on the left-
hand side is approximately equal to U. The spectrum is
degenerate with A= U, and w (£) a constant on the inter-
val [0,1] and zero elsewhere. For U >>1 the kernel be-
comes a delta function (£ —£’). The eigenvalue equation
is then satisfied by any function with support only in the
interval [0,1] (up to normalization), and the spectrum is
again degenerate with A= 1. The following bound on the
information is thus obtained:

0 if opo,>27#,

27#
OO0y

I(K,X)=1 (5.5)

~
min

In if o0, <<27h .

As in the continuous case [Eq. (4.6)], the result is intui-
tively appealing. The lower bound is nontrivial for
probes of phase space comparable to or smaller than the
fundamental cell. On the other hand, there is no restric-
tion when the probe is much larger than the fundamental
cell, and the lower bound is essentially zero. (It is not
— o0, as in the continuous case, because information is
non-negative for discrete distributions.)

Note that the bounds (5.5) and (4.6) approximately
coincide for the case 0,0, <<2m#i. This is to be expected
since, as stated above, this is the condition that the
discrete and continuous versions of (4.5) coincide.

B. Position and time-of-flight momentum samplings

In the case of time-of-flight momentum samplings, we
study (4.26) with exact position projections. We again
have (4.33), and we thus need to find the largest eigenval-
ue of the operator (1, in this case given by (4.32). It is
straightforward to show that the eigenvalue equation is

6(£)0(1—6) [ 'd& exp[ —imU(§—ENE+E +1)]

sin[rU(§—&')]
m(E—E")
where the various quantities are all the same as in (5.4),
recalling that o, =mo,/t, as in Sec. IVC. It is not
difficult to see that the presence of the exponential factor
in (5.6) in comparison to (5.4) actually makes no
difference to the leading order asymptotic solutions in the
regions U >>1 and U <<1. We thus once again obtain
the result (5.5).
As in Eq. (4.34), one can again use this result to obtain
a bound on the information of the joint probability of po-
sition samplings. In this case it is

w(E)=Aw(g), (5.6)

2mrtit

mao?

~In (5.7)

I(X,X,)>1

min

in the regime mo? <<27#it. Similarly, we expect to be
able to derive a result of the form (4.42), for linear sys-
tems, in the exact projections case, although we do not
describe this in detail.

VI. GENERAL HISTORIES

We have studied the uncertainty principle for histories
characterized by position and momentum projections at
two moments of time. We now go on to study the more
general case of histories characterized by position projec-
tions at an arbitrary number of times [38]. On general
grounds and inspired by specific calculations [5], we ex-
pect the probability for a sequence of position samplings
to be in some sense peaked about sets of solutions to the
classical field equations, with a weight depending on the
initial state. The precise sense in which this is true is dis-
cussed in another paper [39] (see also Ref. [40]). One ex-
pects the uncertainty principle to impose a limitation on
the degree of peaking. Here we derive an information-
theoretic inequality expressing this limitation for his-
tories characterized by an arbitrary number of position
samplings. This is a generalization of the results (4.34),
(4.42), and (5.7). We then obtain the form of the uncer-
tainty principle for histories characterized by other types
of projections.

As in Sec. V, if some of the projections in the chain
operators C, do not commute, then the spectrum of the
operator CQC; is strictly less than 1 and likewise the
probabilities p (). A lower bound on the information of
the form (5.1) is thus obtained. Let us apply this ra-
tionale to strings of imprecise position projections, with
sampling functions of the form (3.2). Our aim is to obtain
a lower bound on the information

IXy,...,.X)==3 - 3play,...
al a

n

o

Xnp (ay, . ..,a,) . 6.1)

The expression (1.3) for the probabilities may be writ-
ten

pla)= [ dxodyo{polCLC,Ix0)p(x0,30) (6.2)
where

(yolClCLIx0)

= [ T1 dxpdyic8(x, =y, (x, =X )Yy —X;.)
k=1

n

X H J(xk’J’k’tk|xk—1,J’k—1’tk71) . (63)
k=1

Here, as in previous sections, X, =oa,. The samplings
functions Y are given by Eq. (3.2). J is the density matrix
propagator, which for unitary evolution is given by

J(x”,y”,t”|x’,y’,t,)
=(x”,t"|x',t')(y”,t"Iy’,t’)* . (6.4)



48 QUANTUM-MECHANICAL HISTORIES AND THE UNCERTAINTY ... 2749

We shall work in the limit that the time separation be-
tween each projection is small. The propagators in (6.4)
are then given by (4.35) and (4.36). This is exact for
linear systems. The case in which J is a nonunitary re-
duced density matrix propagator is also of interest in the
context of decoherence models (see Refs. [5,41], for ex-
ample). However, such propagators reduce to the unitary
expression (6.4) in the short time limit; hence, our results
are applicable to that case also.
For simplicity, we study first the free particle case, for
which one has
172
m
]

A(t",t")= (6.5)

2mifi(t" —t'

and

m(xu_x')Z

S x”,t” !’tl —
( x5t ==

(6.6)
Also, let all of the projections have the same width o, and
let the time separation between all slits be ¢ (except for ¢,
and t,; see below).

We wish to estimate the largest eigenvalue of the
operator C;Cg. The eigenvalue equation is

J dxo{polCEC,Ix0 ) u (xg)=1u (yg) . (6.7)

The expression (6.3) occurring in (6.7) has the form of a
discrete version of a sum over histories. It may be re-
garded as a sum over pairs of paths, starting at x, and y,,
passing through gates of width o at times ¢,,...,t,, and
meeting in the final gate at point x,, which is integrated
over the width 0. We may approximately evaluate (6.3),
and hence solve the eigenvalue equation, by looking for
the paths which dominate the integral in the regimes of
interest.

We follow a heuristic argument previously used by
Mensky in a related context [40]. There are two compet-
ing effects that will determine which paths dominate. On
the one hand, if the slit widths in the projections are very
small, this will force the paths to follow the set of alterna-
tives X, specified by the projections. On the other hand,
if the action of each path (i.e., the sum of the phases of
the propagators) is very large, S >>#, then by the station-
ary phase approximation, we expect the dominant paths
to be those extremizing the action, i.e., classical paths.

Consider first the case in which the slit widths are very
small. In this case the paths are forced to follow the sam-
pling positions X,. The action S of each path is of order
mo?/t. We therefore take “o small” to mean that
S <<#i. This implies that the exponential part of the
propagators in (6.3) is negligible, and only the prefactors
contribute. We may therefore approximately evaluate
the integral (6.3), with the result

n—1
m

2mtit

(yolClCLlxe) = a0 2

X [ dx,dy, Y(x, =% )Y(p; —%;)

XJ(x1,915t11X0s¥0520) - (6.8)

The origin of each part of this expression is as follows:
The factor (m /27#t)" ~! comes from the (n —1) propa-
gators J; the factor (02)" 2 comes from the integrations
over x and y at times ¢, to ¢, _, noting that J is approxi-
mately constant and recalling Eq. (3.4); the factor of o
comes from the final integration over x,. The remaining
integrations over J in (6.8) arise due to the fact that the
density matrix in (6.2) is at the initial time #,, and not at
the time ¢, at which the first projection is made. This is
merely a notational inconvenience—the very last part of
the chain operators C, is an evolution operator from ¢
to ¢;. It is readily removed by letting ¢, —,; thus, J be-
comes a product of & functions and (6.8) becomes
(yolCLC,lxo)

2

mao
21t

—1

~

Y(XO_fl )T(yo—jc—l) . (6.9)

Inserting this in the eigenvalue equation (6.7), one thus
finds that the spectrum is degenerate, with

n—1

mo

A=
27r#it

(6.10)

The eigenfunctions are functions constant in an interval
of size o and zero elsewhere.

Next, let the slit widths be very large. The action of
each section of path is then allowed to be large, and it is
the stationary phase effect that will dominate. The dom-
inant contribution to the sum over histories will therefore
come from the immediate vicinity of the classical paths.
When the sampling positions are chosen to line up ac-
cording to the classical path, it is as if the projections are
not there, since most of the integral comes from this re-
gime anyway. It follows that

<y0|C;Cg|x0>zS(xo'“J’0) > (6.11)

and we thus find that A, =~ 1.

Combining these two cases, we thus obtain the follow-
ing for the lower bound on the information of a sequence
of position samplings:

I(X,X,,...,X,)
0 if mo?>#t,
ZImin ~ oyt (6.12)
(n—Din | 7% | if mo? <<t .
mo

This lower bound is what one might intuitively expect.
First of all, large o is essentially the classical regime, in
which we do not expect to suffer limitations on our abili-
ty to describe a history; hence, there is no restriction on
the information. Second, the case of small o is essentially
(4.34) generalized to an arbitrary number of samplings.
We might expect it because when o is small the projec-
tors are almost fine grained. They “pinch off”” the proba-
bility (6.2)—it becomes approximately equal to a product
of probabilities for two-time histories of the type dis-
cussed in Secs. IV and V. Indeed, the bound in (6.12) is
just a sum of bounds of the type (4.34). We will see this
in more detail below.



2750

Generalizations of (6.12) may be obtained. The above
analysis is readily generalized to the case in which the
slits widths o; and the time separations (¢;,—¢;) are
different, and the short time projector is given by the
more general expression (4.35). It is then straightforward
to show that the lower bound in (6.12) is, in the small o |
regime,

n—1
ILin=—3 ln(aj+10j|A(tj+1,tj)|2)
j=1

(6.13)

(and again I.;,~0 in the large o; regime). Equation
(6.13) is the leading order behavior of I, for small o,
and for small time separations. For linear systems it is
valid for arbitrary time separations. How are we to un-
derstand this expression?

For the phase space samplings considered earlier, the
significance of the lower bounds (4.6) and (5.5) is intui-
tively clear: The argument of the logarithm is the ratio
of the fundamental phase space volume 277 to the sam-
pling volume o, 0.

The lower bound (6.13) has a rather different form; yet
an analogous interpretation suggests itself. The propaga-
tor prefactor IA(th,tj )|> has the dimension of
(length) "2 and is commonly regarded as the “density of
paths.” Introduce the quantity

n—1
V=TI 1A 40,2172 (6.14)
j=1
for n =2,3,... . For fhe case of position samplings, it

has the dimension (length)*” “2. It might therefore
reasonably be regarded as the fundamental ‘“history space
J

n—1

’ 1 ’ ’
<aélcécg‘ao>zf,,ldalfaldal I1 o;41l€a; -1t 44layt) %0 o Captylag 1o el tylag, 1) .

j=1

We therefore again deduce the lower bound on the uncer-
tainty (6.15) for this much more general class of histories.
The factors A(¢;4,¢;) in (6.14) are now identified with
the short time limit of the propagators <aj +olivila,t)
(maximized over the alternatives a i1 s in the event
that the propagator depends on them in the short time
limit). We may thus write

I(A17A2’~-~3An)ZIminzln

Vi
2

e g2
0103 On—19,

(6.18)

in the small o; regime. Here 4, 4,,..., 4, denotes a
string of alternatives which can be any continuous vari-
ables and may be different variables at different times.

Let us test this more general result with a simple case.
Consider a history characterized by a position projection
at time ¢, and a momentum projection at time ¢,. Thus

0,=0, and 0,=0,. The short time propagator is
ip 2( t2 - tl )

<p7t21x7t1)z( 2m

1
22 eXp | —

—ipx

(6.19)
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volume.” Equation (6.13) may then be written in the sug-
gestive form

Vu

2... 42
0103 On—10,

(6.15)

Equation (6.15) now has exactly the same structure as the
information-theoretic bounds (4.6) and (5.5) on the phase
space samplings considered earlier: The argument of the
logarithm in (6.15) is the ratio of the fundamental history
space volume to the sampling volume.

It is natural to ask how the results of this section might
be further generalized to histories characterized by sam-
plings of variables other than position. It is actually not
difficult to see that the above results generalize to his-
tories characterized by samplings of any continuous
quantity, such as momentum, angular momentum, etc.
Let P, be an imprecise sampling of some continuous
quantity a:

Pa=fada|a><a‘ . (6.16)
The projections partition the variable a into bins of size
o labeled by @. We may take the projections to be onto
different variables at each moment of time. In the limit
of small widths, it is not difficult to see that the analysis
for the position samplings case described above readily
goes over to the case of arbitrary continuous variables
ay. Essentially what happens is that in the small o; limit
the matrix elements of the operator C;Cg become prod-
ucts of propagators and slit widths, in analogy with Eq.
(6.8). More precisely,

(6.17)

[

The history space volume is therefore Vg
= |A(t2,t1 )| 7?=27#. The history space volume element
is not just analogous to the factor of 27# for phase space
samplings: It is equal to it in this case. Moreover, the
general result (6.18) coincides exactly with the expected
result (5.5) for phase space samplings.

Equation (6.18) is the main result of this paper: a con-
cise and very general expression of the uncertainty princi-
ple, expressed in the language of quantum-mechanical
histories, not referring in any way to phase space, but re-
ducing to the phase space form in the appropriate cir-
cumstances.

The expression of the uncertainty principle (6.18) refers
to a fundamental history space volume V. It is obtained
in (6.14) from the short time behavior of the propagator
and is thus uniquely determined given the unitary evolu-
tion operator e /% That this operator should appear
in the statement of the uncertainty principle for histories
should come as no surprise. Unlike phase space state-
ments, the description of a history depends on both the
projection operators at each moment of time and the uni-
tary evolution between them.

Of course, we have not defined the ‘“history space” of
which Vy is the volume element. We shall not pursue
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this question here, except to note that it appears to be re-
lated to the Cartesian product space s;Xs,X * - Xs,,
where s; is the spectrum of the observable projected at
time ¢;. This has been discussed by Omnes [42]. It is
perhaps interesting to note that the existence and
relevance of such a space is indicated by the form of the
uncertainty relation (6.18).

VII. DISCUSSION

In this paper we addressed a simple question: How is
the uncertainty principle encoded in the probabilities for
histories [Eq. (1.3)]? A simple but very general answer is
offered: It arises as the lower bound on the Shannon in-
formation [Eq. (6.18)].

We have stressed the generality of the lower bound
(6.18) within the framework of standard quantum
mechanics (or, at least, its modest generalization to his-
tories). Yet the information-theoretic approach em-
ployed here has a potentially greater degree of generality.
Information as a measure of uncertainty depends solely
on the probabilities for histories. This is in contrast with
the usual variance form of the uncertainty principle [Eq.
(1.6)] which depends on the wave function of the system
at a fixed moment of time. The generality of the
information-theoretic form suggests that it might survive
to broader forms of quantum mechanics, such as the gen-
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eralized quantum mechanics suggested by Hartle [2],
which attempts to get away from the Hilbert space for-
mulation. For even if a formulation of quantum mechan-
ics does not deal with wave functions, it must deal with
probabilities: Information-theoretic measures may there-
fore exist where Hilbert-space-dependent measures do
not.

To be more precise, we conjecture that the uncertainty
principle will most generally arise as a lower bound on
the information of the form (1.8), even in generalized for-
mulations of quantum mechanics in which a statement in
terms of variances is not available. A stronger conjecture
is that the general form of the lower bound (6.18) will
also survive such generalizations. These are, however,
difficult issues to address in the absence of a concrete gen-
eralization of quantum mechanics. They will be taken up
elsewhere.
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