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By employing Feynman parametrization at finite temperature two groups have claimed that the real
part of the one-loop self-energy for scalar bosons has a unique limit as P*—0. The specific claim is that
the limits p,—0 and |p|—0 are interchangeable. One calculation uses real-time methods (Bedaque and
Das); one uses imaginary time (Gribosky and Holstein). I show that the limits do not commute and trace
the error to subtleties in the use of Feynman parametrization. The correct answer depends on the ratio

Po/p and is obtained in five different ways.

PACS number(s): 11.10.Ef, 12.38.Mh

I. INTRODUCTION

Finite-temperature Green’s functions usually depend
on both external energy p, and momentum |p| instead of
on the four-vector P*. Moreover, there are often branch

cuts in py. The best studied examples occur in massless
theories where the function
Pot+p
F(py,p)= in
° 2p Po—P
occurs repeatedly in the high-temperature limit:

T >>p,py. In QCD at high temperature this logarithm
occurs in the gluon self-energy [1] and in the quark self-
energy [2]. Moreover, it occurs in all one-loop diagrams
that have zero or two external quark lines and any num-
ber of external gluons because of the Abelian Ward iden-
tities for hard thermal loops discovered by Braaten and
Pisarski [3] and by Frenkel and Taylor [4]. It automati-
cally occurs in the effective Lagrangian for hard thermal
loops [5]. The same logarithm occurs in the one-loop dia-
grams for the graviton self-energy at finite temperature
[6]; and in higher-order graviton diagrams because of the
Abelian Ward identities there [7].

The branch points at p,==p mean that the limits
po— 0 and p —0 do not commute:

F(py,0)=1
F(0,p)=0 .

Consequently Taylor series expansions in the spacelike
region |p,y| <p are different from Taylor series expansion
in the timelike region |p,| > p and there is no general ex-
pansion in the four-vector P*. It also means that in coor-
dinate space the effects are inherently nonlocal [5].

In a more straightforward problem, Gribosky and Hol-
stein [8] and recently Bedaque and Das [9] have calculat-
ed the one-loop self-energy of a scalar field with A¢$3 in-
teractions and found a result in which the limits py—0
and p —0 do commute. Their answer can be expanded in
powers of P* and hence has a derivative expansion in
coordinate space. If their result is valid, it casts doubt
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over all the previous results for QCD [1-5] and gravity
[6,7]. The two new calculations [8,9] employ Feynman
parametrization, which has not previously been used at
finite temperature. I believe that is the source of the er-
ror.

The one-loop self-energy may be separated into the
T =0 contribution and the temperature-dependent part

’

T

7m=m|p—o( P)+7'(py,p) -

Since there is no difficulty with the zero-temperature
part, this paper will discuss only #'. The simplest
method of calculation, i.e., without Feynman parametriz-
ation, gives a self-energy which takes on a different value
in the two limits:

. A2 peodk

lim R = — R 1

plir%J e’ (0,p)= = fo > n(w) (1)
£ 2a'k

plolgl Rer'(pg,0) 87r2 f n(w), (2)

where #n is the Bose-Einstein function,

1

- — (12 24172
(e /T=1 =K Hmh. (3)

n(w)=

These answers are correct. In fact, the limiting value de-
pends continuously on the manner in which the limit is
taken. To display this set

Po=ap (0=a=wx) (4)

so that «a is the slope in the p, vs p plane shown in Fig. 1.
Then the general result is [10]

® dk k*(1—a?)
f ——kz_a2w2 . (5)

11m Ren'(ap,p)=

The values (1) and (2) are the extrema (a=0 and oo, re-
spectively) of a continuum of limiting values. The depen-
dence on p,/p is known to occur in all one-loop diagrams
for this theory [11].
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FIG. 1. The general path that is used to take the limit p,—0
and p —0 keeping a fixed value of the ratio a=p,/p. The stan-
dard cases are a=0and a= .

A. Why the limit depends on p, /p

The result (5) will later be obtained by four different
methods. However, it is useful to first present a fifth
derivation that will show the physical reason why the
limits py—0 and p—0 do not commute. The noncom-
muting limits can be traced to the cut structure of the
self-energy. To one-loop order the self-energy satisfies
the simple dispersion relation

, 1 pw Immy (u,p)

Ren (po,p)—;f_wdu—ﬁ . (6)
(Beyond one-loop order this dispersion relation is not
correct.) Here 7y is the retarded self-energy, which is re-
lated to the advanced and Feynman self-energies, at one-
loop order, by Immg = —Imm , =tanh(p,/2T)Immg. To
one-loop order, the real parts of 7y, 7 4, and 7 are all
equal and need no distinguishing subscript. There are
two contributions to the imaginary part in (6): P2<0 and
P2>4m? The spacelike contribution only exists at
T+0. It comes from the absorption of a virtual, space-
like field of momentum P* by a real, on-shell particle in
the plasma. Distinguish the effects of the two cuts by

Rew'(po,p)= 4 (po,p)+ B (po,p)
where the contribution from the spacelike cut is

Immy (u,p)

1
A(pop)=— [ du )

-p U —po

Since Im#'(u,p) is an odd function of u, this can be writ-
ten as an integral from O to p. Then change integration
variables to v =u /p to get

Im'y (vp,p)

2 1
A(py,p)=— dv .
rop)= [ w2 —(po/p)?

This clearly depends on the ratio py/p=a. It will de-
pend on this ratio even as p—0. To check the explicit
value (5), one needs the imaginary part, derived in Ap-
pendix A:

2
167

2)1/2

linz)lm‘n'}((vp,p)= vn () , (8)
p—)

. Substituting above and chang-
2)172 gives

where o=m /(1—v
ing integration variables to kK =mv /(1—v

. _A? w k2dk m?
lim dtapp) = @Gl O

The right-hand side depends on the value of a=p,/p.
The limit always depends on the value of a. There is no
unique value as P*—0.

By contrast, the usual cut contributes

2 ,ro Immy (u,p)
B(pg,p)=— du————+—, 1
(Po,p) ﬂ_fuou “a (10)
2)1/2‘

where uy=(4m?+p For B it does not matter how

Po and p go to zero:

w  Imy (u,0)
B(0,0)==2 [ qu——® B
7 Jam u
Appendix A shows that
A? 4m? 2
Immy (u4,0)= 6 172 n(u/s2). (11)
u

Substituting this and changing integration variables so
that u =2(k2+m?2)!"? gives

A2 rek

B(0,0)=—
(0,00=2" I,

The sum of (9) and (12) is the same as (5), which will later
be obtained by Feynman diagram methods. The above
derivation shows that all of the a dependence comes from
the new cut.

2
). (12)

B. Feynman parametrization

What goes wrong with Feynman parametrization is
rather interesting. At 7 =0 each Feynman diagram
represents a function that is analytic when the external
energies p, are off the real axis. Consequently one usual-
ly calculates the full analytic function (real and imaginary
parts) by a single integration using Feynman’s famous
formula [12]

1 1 dx
= , 13
(1+ie)b +ie) fo [a(1—x)+bx +ie]? 13

where a and b are polynomials in the internal and exter-
nal momenta.

At T+#O0 the real-time Feynman amplitude is not the
boundary value of a single analytic function. Conse-
quently it is necessary to do one calculation for the real
part of an amplitude and another for the imaginary part.
In calculating the real part, integrands of the form
8(a)/b arise with 1/b defined by the principal value.
Direct integration has been the standard method of eval-
uation and is repeated here in Sec. II. If instead one
writes

i 1 1
=— - o (14)
8la) 27 |a+ie a—ie
1 1 1 1
2= 1
?b 2 b+ie+b—ie ’ (13)

then it seems natural to use Feynman parametrization to
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combine the denominators. Because the product 8(a)/b
contains denominators whose imaginary parts have oppo-
site signs it is natural to expect that

1 1dx
(a +ie)b —ie) 7)fo D’ (16)
D=a(l—x)+bx +ie(1—2x), (17)

where the integral is defined as the principal value be-
cause the imaginary part of D vanishes as x =J. The

problem is that (16) fails at @ +b =0. The correct state-
ment is

1 1 dx 47id(a +b)
(a +ie)db —ze) fo D2+ a—>b+2e (18)

This is proven in Appendix B. It will be shown in Sec. II
that the second term produces the dependence on the
manner in which p, and p are taken to zero.

Incidentally, it is easy to show that the naive formula
(16) is wrong by a simple counterexample. Consider the
function
flrs)= * dk

—w (k—r+ie)k —s —ie) ~

Performing the integration gives f(r,s)=2wi/(s—r
+2ie). If instead one uses (16) and interchanges the or-
der of integration, then

f(rs)—?’fd 7 ak—5 ,2,

where D'=k —r +(r —s)x +ie(1—2x). Because there is
now a?double pole in k, the integral over k vanishes:
f(r,s)=0. Obviously this is wrong. In this example the
extra term in (18) is the entire answer:

Flrs)= [ dk—T—8(2k —r —s)
_ 2mi
s—r-+2ie

This paper is organized as follows. Section II performs
the real-time calculation in two ways. Straightforward
integration of 8(a)/b gives the correct answer (5). Then
the Feynman parametrization formula (18) is used and
the same answer results. Section III performs the
imaginary-time calculation in two ways. Conventional
integration and a trivial analytic continuation agree with
(5). When Feynman parametrization is used the usual
formula (13) applies since the imaginary-time denomina-
tors never vanish. However, the analytic extension from
Poy=1i2wIT to continuous, real values is quite difficult.
Naive extension gives a function in which the limits
Po—0 and p —0 do commute. However, this extension
is incorrect because it has an infinite number of unphysi-
cal branch points in the complex p, plane. The correct
extension requires finding a function that vanishes at
Po; =i2wIT but cancels all the unphysical branch points.
For the correct extension the limits p,—0 and p —0 do
not commute and the correct limit again agrees with (5).
In summary, Feynman parametrization makes an easy
calculation very difficult both in real time and in imagi-
nary time.

The effective potential is not dealt with at all. It is
known that at 750 the effective potential does not have
the same diagrammatic expansion as at 7 =0 and to cal-
culate it in the real-time formalism requires an extra rule
[13], which effectively replaces the time-ordered propaga-
tors by retarded or advanced propagators [14].

II. REAL-TIME CALCULATION

A. Conventional integration

It is useful to first compute the real part of the one-
loop self-energy by simple integration and confirm that it
has the limiting form (5). The real part is given by

d*K 8(a)
Ren'(py,p)=—A% [ —— , (19)
€T \pPo,P f(27T)3 | | b
a=K*-m? b=(K+P*—m?, (20)

where n is the Bose-Einstein function. Integrating k°

against the 8 function gives
1

“%

Rew(po,p)=

1
I= G+ (poe>—pg) .
pi+20p,—(k+p)? Po>""Po

One is left with two angular integrals of the form

=  sinfd 6 1 u +2pk
= 1
fo u —2pk cos@  2pk Re \In u —2pk @D

(When —2kp <u <2kp the real part of the logarithm dis-
cards the *iw.) This gives

—A? o kdk
2 f T on

Reﬂ"(po,p)=Tg—— n(w)Re[In(R)], (22)

R — [P0 P T 20po+2kpllps —p® —20po +2kp]
[p§ —p>+2wpo—2kpl(p§—p>—2wp,—2kp]
(23)
Zero-momentum limit. Now set po=ap and then let
p—0. The result is
lim Rer'(ap,p)= f ~dk, —Z(lmzl . (24)

This depends on the value of @ and is the result quoted in
(5).

B. Feynman parametrization

To employ Feynman parametrization one starts with
(19) and expresses 8(a)/b as the product of (14) with (15).
Combining denominators using the Feynman parametriz-
ation formulas (13) and (18) gives

1__ rrdx 1,1 2w8(a +b)
8a)P-=— [ “FIm atpr YTy
C=a(l—x)+bx +ie, 25)

D=a(l—x)+bx +ie(1—2x) .
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Both the x integration and the fraction 1/(a —b) are
defined by their principal value. Denote the self-energy
contribution that comes from the x integration by 7, and
the part that comes from the Dirac 6 function by 75. The
complete self-energy is

Po’P) +m5(po,p) » (26)

278(a +b)
. 27
(277 n(|kol) % —b (27)

The Feynman parametrized part was computed by Be-
daque and Das with the result [Eq. (23) of [9] ]
—A* 3 dk 12
T, = dx J ,
x 4 am?Y 273} Yo

Ren’ (PO’p)

ﬂs(po,p)=)\.2f

J=2(n(¢+xpo)+(po>—po)]

¢
¢p=[k*+m?>—x(1—x)P?]'"? .

For 7, the limits py;—0 and p —0 do indeed commute.
Using dJ /dm*=23J /3k? one can integrate by parts with
respect to k and get

12‘; S dk [ Pax

Regardless of how p,—0 and p—0, the value is the
same:

T x (P(),P):

—nl(w) . (28)

This is the final result of Bedaque and Das [9].

Correction term. The correction term (27) must now be
calculated. After shifting the integration variable
KH*—KH*—PH /2, it becomes

78(K2—m?%;)

o_p°
2 KP

f (27)4
where m%;=m?—P2/4. This integral contains the prin-
cipal value of 1/K-P. Performing the integrations over
k, and over the angles gives

In Qp,+kp
- o T
8= 1677' Qpo—kp
1 Do Po
= — Q+— Q—— , (29)
L4 [ o+ ||
1/2
P2
2 R
Q k“+m 2

Note that if x =1 then ¢=2Q; and if P2=0 then Q=w.

To mvestlgate the zero-momentum limit, set py=ap.
Then L becomes the derivative of the Bose-Einstein func-
tion so that

li D)=
pl_rgwa(ap p) "

Ala o dn aw+k
L6 fm dow do Re [ln - H .

Integrating by parts gives

. _ A redk a’m?
gli'r})ﬂa(ap,p)—mfo ?n(w)m . (30)

Note that this is not the same as the contribution of the
spacelike cut given in (9). However, adding this to (28)

gives
lin})[ﬂx(ap,p)"f-va(ap,}’)]
p—r
© 2 —a?
2 f dk (w) '#'—2*2)— . 31)

—aw

This is in perfect agreement for any value of a with the
simpler approach (24).

III. IMAGINARY-TIME CALCULATION

In the imaginary-time formulation all energy variables
are discrete and imaginary. The Green’s functions must
then be extended to continuous, complex values of the en-
ergy and ultimately to continuous, real values of the ener-
gy. The extension of the propagator that is analytic in
the upper half plane of complex p is called the retarded
propagator Dyg; the extension of the propagator that is
analytic in the lower half plane is the advanced propaga-
tor D ,. The time-ordered or Feynman propagator Dy is
given (for real and complex values of p) by

Dp=[1+n(py)1Dg —n(py)D, ; (32)

where n is the Bose-Einstein function. It then follows
that to one-loop order the self-energies 7g, 7, and 7
all have the same real part. To one-loop order the prob-
lem amounts to extending the function 7(p,) defined
only for p,;=i2wIT, where [ is an integer, to a function
whose only singularities are on the real p, axis. There
can be no singularities in either the upper or lower half
plane. For the conventional calculation this extension is
automatic. However, if Feynman parametrization is used
the analytic extension is quite difficult, but knowing the
results of Sec. II allows us to guess the right answer and
obtain complete agreement with the real-time method.

A. Conventional integration

The one-loop self-energy is given by

AT 2 d3k 1
(pOI,P)—T > f

n=—o (27) D D2 ’
D, =[2mnTP+k*+m?, (33)
D,=[2m(n +DT*+(k+p)>+m?,

where po; =i2mIT. Performing the sum over n gives

m(por,p)= Zf coth w/2T)
I= 1 +(poy<=>—ros)
T pt2epy—(k+p? T O
Since coth(w/2T)=1+2n(w), the temperature-

dependent part is
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7 (Poi,p) = "}\zf

The angular integration gives

kdk

7 (poip)= T3 f n(o)Mn[R (po)], (34
where R is the function given in (23). If py,; is made com-
plex and continuous, the only zeros or poles of R occur
for p, on the real axis. It is perfectly appropriate to have
singularities on the real axis. Thus the analytic extension
of (34) is trivially obtained by letting p,, be real. On the
real axis the three self-energies are given by

mr{po)=m(py+i€),

7 4(po)=m(py—ie), (35)

mp(po)=m(potiepy) .

The real parts of all three are the same (to this order) and
coincide with the real-time result (22). The limit py—0
and p —0 is therefore the same as (24).

B. Feynman parametrization

An alternative is to apply Feynman parametrization
directly to (33). Since D, and D, are always positive and
never vanish, the usual Feynman formula (13) is valid
with no modifications:

2
7T(P01’P)=%I‘ f f‘;xz )

D=(1—x)D,+xD, .
This is the procedure of Gribosky and Holstein [8]. They

perform the sum on n and obtain, for the temperature-
dependent part [Eq. (3.33) of [8] 1,

™ (Poi-P)= 8 8m2 f 277')3 f J,

J= ¢[n(¢+xpoz)+n ¢—xpo)l
p=[k*+m?—x(1—x)P?]'"?,
where P?=p3,—p?. Because p, is imaginary and
discrete, it is only necessary to integrate from x =0 to
x =4
—)»2

172
4 am2 f (277)3

dx J . (36)

7 (Po1,p)=

If p,; is replaced by arbitrary complex Do one obtains

172
Tx(Po,P)= dxJ , (37
Po:p 4 am2 f 277-)3
in agreement with Bedaque and Das for p real [9]. How-
ever, (37) is not the correct analytic continuation of (36).
The problem is that (37) has branch points in the complex
Po plane at

Po=F(E +i2nwsT) ,
E=[QmsT)*+2m?+1p*)/%,

(38a)
(38b)

for every integer s. Therefore one must add to (37) a
function 7g(p,,p) with two special properties: (a) it must
vanish for p,=i2#IT and (b) it must have branch points
at (38), and nowhere else, that cancel those of 7,. It is
extremely difficult to use these two criteria to construct
the unknown function 75. However, the previous real-
time calculation provides us with the solution

Qpo+kp)
kdk—R In [—2 2200 (39
o 16772f © Qp,—kp 9
Lzé[n(ﬂﬁ-po/Z)—n(Q—po/Z)] . (40)

This automatically vanishes for p, on the imaginary axis
because the logarithm has no real part there. The
remainder of this section will show that the branch points
of (37) are exactly canceled by the addition of (39). The
real part of the self-energy is the sum of (37) and (39)
evaluated for p, real. This is exactly the same as ob-
tained in Sec. II B and therefore the behavior for small p,
and p is exactly the same as (24).

Branch points of m,. Using dJ /dm2?=23J3k? one can
integrate by parts with respect to k and get

N

We will now show that the poles in J lead to branch
points in p,. For most values of p, the poles in J cause
no trouble because the integration contours for k and x
can be distorted away from the poles of J. However, at
certain values of p,, the poles in J occur at the end points
x =%, k =0 and the contours cannot be distorted. This
produces branch points in 7, at those values of p,. The
phenomenon of such end-point singularities is fully dis-
cussed in Eden, Landshoff, Olive, and Polkinghorne [15].
To find the branch points, let X(p,,k) be the location of
the pole in J:

N(po,k)
—_—
X _ﬁ(p()’k)

7T (pO!P

Then X satisfies

&(po,k,X)EXpy=—i2mwsT ,

where s is any integer. Integrating over x will only pro-
duce a singularity if the pole in x coincides with the end
point of the integration, x =. (At the x =0 end point
there is no dependence on p,.) Thus the singular part is

172 dx
f dk N (po, k) [ por-virey

Ty —> " 5

162

K[ (po, k) — 11,

where N(pg,k)==x2T/[pod(poy,k,+)]. This is only
singular when the argument of the logarithm vanishes.
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Let k(p,) be the value of k that satisfies
R(po,k)=1 .

Near the branch point,
%(po, k)— 53—k “‘E(Po)]

B

%
ok

A2 e
e T fo dk N (py,k)In[k —k(py)] .

Integrating over k will only produce a singularity at those
values of p, for which k(po) coincides with the k =0 end
point of the integration. The singular part is

2

A "
ﬂ'x——»—lgz—N(po,O)dek In[k —k(py)]

)\’2
=—— )Ink ( . (41)
477_2|A |2 Po pO
This has branch points at those values of p, that make
k(po) vanish. Define p, by k(po)—O This is equivalent
to solving

#(Po,0, 1)t 1po=—i2msT .
The explicit form of p, is given by (38) and, in terms of
that,

k(po)=[FE(po—po)]'"* . “2)

Branch points of ms. Now we will show that the only
singularities of the function (39) are branch points that
exactly cancel those in (41). The singularities will occur
at the same location because ¢(py,k,+)=Q(pgy,k). The
first step is to use

1L 4 —exp(—
exp(u)—l_a’uln[l exp(—u)]

to rewrite L and integrate (39) by parts to obtain

repep)= AP0y |PotP

5\Po>P 321T2 p Po—P
= J "k M(po,kn(©Q)
Tpo(P2—4m?)

M (py, k)= 43)

20(Q%p2 —k%p?) ’
_ sinh[(2Q+p,)/4T]
 sinh[(2Q—p,)/4T]

The logarithm of Q has branch points at k (po) satisfying
Qpo, k) Elpy=—i2msT .

The singular part of (43) is therefore

f dk M (py,k)In[k —k(py)]

v
8_’16 2

The integration over k will only be singular at those
values of p, for which k(p,) coincides with the k =0 end

point of the integration. The singular part is
A2 ~
ﬁSHWM(pO,O)IOdk In[k —k(py)]
2 R(polnk (po)
= nk( R (44)
4 [p, |2 Po Po

with k(p,) given by (42). The branch points of (44) pre-
cisely cancel those of (41) as claimed. Hence the real part
of the self-energy is indeed the sum of (37) and (39); and

the limit as p, and p approach zero is the same as (24).
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APPENDIX A:
CALCULATION OF IMAGINARY PARTS

This appendix calculates the imaginary parts of the
self-energy that are quoted in (8) and (11) for use in the
dispersion relation.

P2<0. Asshown in [16], the imaginary part is

A d’k 2w
49 2n) 2020

Im7my (u,p)= [(u +o0o—a)n—)

+8(u —w+a)i—n)],
wz(k2+m2)l/2 ,
a=[(k+p)P+m?]'/?,

where n are the Bose-Einstein functions: n =n(w),
7i=n(®). The first term is due to the absorption of ener-
gy u by the first particle with statistical weight n(1+7)
minus the weight for the inverse process, (1+n)#, for a
net statistical weight of n —7; the second is due to the
absorption of energy u by the second particle and the
inverse process with the net statistical weight
fi(l+n)—(1+7n)n =7 —n. Changing integration vari-
ables from k to —k—p makes the integral over the
second 6 function equal to the first. Next let 0 be the an-
gle between k and p and perform the angular integration
by

[7sin0d68(u +w—a)=-2- .
0 kp

For u and p small, the energy-conserving & function re-
quires cos@=owu /kp. As in Sec. I, set u =vp with v =1.
Then cos@=vw/k has solutions for 1=cos@=v corre-
sponding to k;, <k < e, where k,;,=mv/(1—v2)"2
Thus

foo kdk[

1677 o op n(w)—n(o+uvp)] .

Imny (vp,p)=—"—

As p—0 the integrand becomes a total derivative with
the result

2
167

where @, =m /(1—v?)!/2,

lirr})Im‘tr}g(vp,p)= vn (@) » (A1)
p—)
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P2>4m?. The imaginary part is

Immg (u p)—k—2 %k 2w
RS 27)} 2028

where the statistical weight comes from
(1+n)1+7)—na. The T =0 contribution has statistical
weight 1 and will be dropped; the 750 piece has weight
n +7. The T50 part at p =0 is

S(u —wo—a)1+n+n),

AZ dk 7
Imm (u,0)=— —8(u —20)n(w) .
R 4 Y 27) w?
Direct integration gives
A2 4m? 2
Imv}z(u,O):—l-E; — e n(u/s2). (A2)
APPENDIX B:

PROOF OF FEYNMAN PARAMETRIZATION
This appendix will prove (18), the relation for Feynman
parametrizing the quantity

_ 1
I_(a +ie)b —ie€) (B1)

when q and b are real. Let E =(a +ie€)z; +(
Then I can be written

I= fowdzlfowdzzexp(iE) .

Change variables to r =z;—z, and s =(z,+z,)/2. In
terms of these variables,

—b +i€)z,.

E=(a—b+2ie)s+(a+b)r/2, (B2)
© 2s
I= d E) .
fo sf_zsdr exp(iE) (B3)
Next define

D=a(l—x)+bx +ie(1—2x),

1/2— ndx 1 dx
F = =
K fo f1/2+nD2 ’

where 7) is positive, real. In the limit of small 7 this be-
comes the principal value of the Feynman parameter in-
tegral, but for now the size of 7 is arbitrary. Rewrite F,

as
Fnz—fowrdrfol/z_n
+fi)wrdrf11/2+

There is no problem with convergence at » ==+ « because
for the corresponding range of x, the imaginary part of D
always has the correct sign. Now change variables from
Feynman x to s =r(—x +1). This makes Dr =E and

dx exp(iDr)
dx exp(iDr) .
7

F,=—["ar f dsexp(tE)
o f
Interchange the order of integration to get
F,,E—fwdsfs/ndrexp(iE)
—f dsf dr exp(iE) . (B4)

Clearly (B3) and (B4) are not equal.
be G,

fdf

Up until now the value of 1 has been arbitrary. In the
limit of small 5

2ds exp(iE) .

Let their difference

(BS)
dr exp(iE) .

lim = [ 2%, (B6)
oD
lim G, = d d E
nl—I>nO f sf r exp(iE)
— l a+b
= b t2ie 2o ) (B7)

This proves the result stated in (18).
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