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New nonperturbative methods for dealing with Hamiltonian systems are introduced. The derivation
of these methods requires identities for rewriting exponentials of sums of operators which are different
from the usual Campbell-Hausdorff formula. These identities allow one to derive approximations to
e ~®" which are correct to higher order in 8 and which contain fewer terms than the Campbell-Hausdorff
formula. This allows one to generate path-integral actions which are more accurate for finite-size steps
in time and which can be exploited to improve the rate of convergence of Monte Carlo calculations. To
show that these methods allow one to include effects which show up in the stationary-phase approxima-
tion to the path integral, e.g., instantons, solitons, etc., I not only derive the connection between the
Hamiltonian and path-integral formalism but the relationship between a specific stationary-phase ap-
proximation and the corresponding Hamiltonian calculation. My focus, however, is the direct applica-
tion of these new identities to the study of nonperturbative Hamiltonian dynamics. I show that these
methods are easier to apply and give better results than those based upon the naive z-expansion, block
mean-field, or real-space renormalization ideas. Comparison of these older methods with the computa-
tional tools introduced in this paper are discussed in the context of simple examples. It is shown that the
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new methods allow one to extrapolate answers to finite ¢ without the use of Padé approximants.

PACS number(s): 11.10.Ef, 02.90.+p, 11.15.Tk

I. INTRODUCTION

This paper develops new, Hamiltonian-based, nonper-
turbative calculational methods for studying quantum-
mechanical systems. These techniques are simpler to im-
plement, are more accurate, and avoid problems encoun-
tered in previous methods such as the Hamiltonian real-
space renormalization group [l1] and ¢ expansion [2].
What is more, these methods make manifest the relation-
ship between a specific stationary-phase approximation to
the path integral and a specific Hamiltonian calculation,
thus opening the door to the incorporation of instantons,
etc., into Hamiltonian approximation schemes.

The key to establishing the relationship between path-
integral and Hamiltonian approximations is a better un-
derstanding of the conventional derivation of the path in-
tegral and the approximations upon which it is based. It
is crucial to understand the operator foundation of
Feynman’s rewriting of e “3 as a product of simpler fac-
tors and the way one can systematically improve upon
this approximation. It what follows I investigate this
question, provide one possible extension of these ideas,
and use the resulting formalism to establish the
correspondence between a given stationary-phase approx-
imation to the path integral and a specific Hamiltonian
calculation [3]. While these results are interesting, the
real payoff lies in the fact that these better approximation
methods can be directly utilized in Hamiltonian calcula-
tions without reference to path-integral methods. This is
especially true in the case of lattice spin systems, where
they lead to a new formulation of mean-field and block
mean-field approximations and a new approach to the
Hamiltonian real-space renormalization group. It will
become apparent that these computational techniques
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draw upon ideas related to both the ¢ expansion and
Hamiltonian renormalization group, and in order to keep
this paper relatively self-contained, I will review the
necessary concepts.

Since both the Euclidean path integral and ¢ expansion
study matrix elements of e “%# from different points of
view, I begin with a short review of both techniques. The
derivation of the path integral from a Hamiltonian leads
naturally to the question of the best way to approximate
e "® for small 8. Since this question is important to a
proper understanding of the path integral and peculiari-
ties of the ¢ expansion, the review is followed with a dis-
cussion of just this point. After discussing general
methods for improving upon Feynman’s approach, I ap-
ply the improved approximation to simple quantum sys-
tems, in particular, the harmonic and anharmonic oscilla-
tors. This discussion shows that if one works at finite
values of 8, as one must in the Monte Carlo approach to
evaluating the path integral, then these improved approx-
imations greatly increase the accuracy of the calculation.
As part of this analysis, I show that there are two sources
of inaccuracy in calculations of this type, the first related
to the specific approximation used for e %% and the
second to the quality of the trial wave function one starts
from. I conclude with a discussion of methods for im-
proving upon the starting wave function.

These discussions not only lay the foundation for con-
necting these ideas to the stationary-phase approximation
to the path integral, they also provide a foundation for
the Hamiltonian renormalization-group method to be dis-
cussed at the end of the paper. After applying these ideas
to simple quantum systems, I apply them to a more com-
plicated lattice spin system in order to show the rich set
of tools this approximation technique provides. I begin
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with the simplest application of these ideas and show the
ways in which they can be extended. As in the case of
the simple quantum-mechanical system, one must discuss
both the approximation to e ~%¥ being adopted and the
way to choose a wave function in which to evaluate this
operator. This brings us naturally to a discussion of the
way in which mean-field and renormalization-group con-
cepts come into the approximation scheme.

While this paper is lengthy, it only scratches the sur-
face of what can be done and I only touch upon many of
the topics. The conclusion of this paper discusses un-
solved problems and work currently in progress.

II. t EXPANSION REEXAMINED

The starting point for the ¢ expansion is the observa-
tion that in the limit # — oo the state

e —tH/2

Y(t))= v)
| (<‘I’le—tHl\P>)l/2|
converges to the lowest eigenstate of the H with which it
has a nonvanishing overlap. In particular, if {( ¥|¥,)70,
where |¥,) is the ground state of H, then

2.1

E(e)=(W(2)|H|W(z)) 2.2)
converges to the ground-state energy. Since
—_4
6(t)= a In[Z(?)], (2.3)
where Z(t) is
Z(t)=(¥]e Hw), (2.4)

computing the ground-state energy of H is the same as
computing the large-t behavior of Z(¢). Although an ac-
curate computation of the exact ground-state energy is
the eventual goal, it is important to note that interesting
results can be obtained without taking r — co. This is be-
cause an accurate computation of &(¢) provides an upper
bound on the ground-state energy for any value of .

The basic approach of the naive ¢ expansion is to ex-
pand e *H as a Taylor series in ¢, compute the various
operator expectation values, and reconstruct the large-¢
behavior of Z (¢) or (¢) by means of Padé approximants
or by fitting the series to sums of decreasing exponentials.
Computations done for lattice spin systems and lattice
gauge theories show that low-order series in ¢ produce
fairly accurate results for the ground-state energy density
and mass gaps. One problem with the ¢ expansion is that
these same calculations indicate that highly accurate
computations require going to high order in ¢. Not
surprisingly, t-expansion calculations become increasing-
ly difficult in higher order, and although many computa-
tions eventually simplify dramatically, there is no sys-
tematic way of recognizing cancellations at an early
stage. Another problem is that Padé approximants or ex-
ponential fits to Z(¢) introduce unknown errors, and a
certain arbitrariness remains in the process which makes
it difficult to estimate the accuracy of a given calculation.

Part of the motivation for the present work is to find
methods to compute Z(¢) which exhibit cancellations at
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an early stage and automatically resum large parts of the
Taylor series, thereby reducing or eliminating the need
for Padé approximants. Since the path integral is an al-
ternative way of computing Z(¢), it is natural to reexam-
ine the steps which go into the derivation of the formal-
ism to see which ideas can be adapted to the Hamiltonian
approach.

A. Concerning the path integral

Consider a system defined by two operators P and X
which satisfy the canonical commutation relation

[X,P]=i (2.5)
and a Hamiltonian of the form
PZ
H=—+V(X) . (2.6)
2m

To maintain contact with the ¢ expansion, I will focus on
computing matrix elements of the operator

C(t)=e 'H 2.7

The usual derivation of a path-integral representation
for a matrix element of this operator begins by rewriting
it as

(WlC@)|y)y=(HlCB)lY) ,

where =t /n and |¢) is some normalized state, and not-
ing that

(2.8)

C(8)~e ~dP2/2my—8V(X),0(8%) (2.9)
Because terms of orger 8% can be ignored in the limit
8—0, the factor ¢ %®") is set to unity. Rewriting Eq. (2.8)
by inserting a complete set of X eigenstates between each
pair of operators, simplifying the resulting expression us-
ing

(x’!e_spz/z’"lx)mexp (2.10)

%S[bc’—x)/ﬁ]z‘ ,

and identifying the ratio (x'—x)/6 with the velocity
along a classical path results in an expression which can
be expressed as an integral of a classical action over clas-
sical trajectories.

Common methods for evaluating the integral over
paths are perturbation theory, making a stationary-phase
approximation, latticizing the continuum action, and at-
tempting to evaluate the resulting integral by Monte Car-
lo methods. A problem with latticizing the continuum
path integral is that one must take small lattice spacing
to make contact with continuum physics, which, of
course, increases the complexity of the calculation and
decreases the rate of convergence of the Monte Carlo
procedure. A goal of this paper is to develop improved
actions which permit high-accuracy computations for
finite values of 8.

B. Beyond the Feynman approximation

In what follows I refer to the replacement of e %7 by a
product of exponentials as the Feynman approximation,
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even though this goes under a variety of other names.
Since this approximation is the crucial first step in the
derivation of the path integral, it is natural to see if it can
be improved. I will discuss this question, derive several
improved approximations, and show how to apply them
to various problems. While real understanding of the
simplifications which arise requires studying this question
on a Hamiltonian by a Hamiltonian basis, there are some
general remarks which should be made.

For a Hamiltonian of the form H = A4 + B, the Feyn-
man approximation is commonly understood to be

_ _ _ 2
e A+B) =, —54,—5B,0(67) (2.11)

C3(8)=—8%({[B,[4,B]]1+4[4,[4,B]])

5501

where O(8?) is given by

0(8%)=—18%[A4,B]1—8%L[4,[4,B]]1+1[B,[4,B]])
+0(8%) . (2.12)
Although this expression shows that ¢ can be re-

placed by unity in the limit §—0, it is not the optimal
formula to use in order to minimize the errors for finite &.
One simple way to improve upon this formula is to adopt
the more symmetric form

— — - C,(8) _ —
e 8(A+B)=e ZSA/Ze ZSB/Ze 3% 8B/Ze SA/Z,

(2.13)

where C;(8) has the expansion

_85( l()[B’[A [A [A’B”]]_ﬁ[[A’B]’[A [A B]]]+320[B7[B’[A’[A,B]]]]—Elfﬁ[[A,B]’[Ba[A’B]]]

+wwl4,[4,04,[4,B]]]]+ 45(B

This form has several advantages: First, even powers of §
vanishes, and second, the coefficients of the terms which
remain are considerably smaller. The derivation of the
formula used to compute this generic form is given in the
Appendix, but even a cursory comparison of Egs.
(2.14) and (2.12) reveals why symmetric approximations
contain no even powers of 8. The argument goes as
follows: %eneral grounds the  product

e5B/2,84/2, —8(A+ 84/248B/2 can be written as e2®),
where D(8) can be expanded as a sum of commutators of
A and B. Since the logarithm of ¢?® must be a Hermi-
tian operator and since even powers of 8§ multiply odd
numbers of commutators, which are anti-Hermitian
operators, the coefficients of even powers of § must van-
ish.

III. QUANTUM SYSTEMS WITH
ONE DEGREE OF FREEDOM

A. Harmonic oscillator

The harmonic oscillator plays a central role in quan-
tum mechanics, and it is important to be sure that a new
approximation technique works for this problem. This
section compares the Feynman approximation for the
harmonic oscillator to the higher-order approximations
suggested by Egs. (2.13) and (2.14).

To simplify the notation, I will not write the Hamil-
tonian for the harmonic oscillator as

2
H.—_—-I_P2+m_wX2 ,

> > (3.1)

but will instead use the dimensionless operators

P
P=———

Vmoe
X'=VmoX , (3.2)

,[B,[B,[4,B]]]1])+0(8) .

(2.14)
[
=H/m .
In other words, I will study the Hamiltonian
H=1p*+1x?. 3.3)

1. Three approximations
The Feynman approximation to the harmonic oscilla-
tor Hamiltonian is

- —8p2 —sy2
BHze 8P /Ze 8X“/2

e (3.4)

and the lowest-order symmetric approximation, obtained
by setting C3(8) to zero in Eq. (2.13), is
o ~OH o —8P%/4,—5X?/2,—8P%/4 (3.5)

Although the lowest-order symmetric approximation is
an improvement upon the Feynman approximation, it
would be nice to do better. This can be accomplished us-
ing a variant of the lowest-order symmetric approxima-
tion, also discussed in the Appendix, which holds for an
exponential of the sum of three operators; namely,

C4(8)
e S A+B+C)— , —84/2,—8B/2,~5C/2,3
X e ~8C/2,—8B/2,~84/2
As before,

Cy(8)= 3 8" *Tlo'(2n+1)

n=1
and the first nonvanishing term in C5(8) is given by
C3(8)=—8%4[4,[4,B]]+4[4,[4,C]]
+5[B,[4,B]]+4[B,[4,C]]
+%[B,[B,C]]+L[C,[4,B]]
+5[C,[4,C1]+ L[C,[B,C]]) .
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L - . C4(3)
The trick is to apply this identity to the operator e
and rewrite it as
C4(8) 1 p2 ry2 Cy(8) y2 1p2
e 310 = 8B'P/2,54'X%/2,C9'®) ,84'X%/2,88'P?/2 (3.7)

for an appropriate choice of §4'X% and 8B'P2. The
choice of 8 4'X? and 8B'P? is determined from the form
of C;(8) by the requirement that the correction terms be-
gin in order &°. Since in this case C5(8) has the form

oo L |53 787 1787
C;(0)= 2 8+4O+ 560+ X
1 8 & 87 2
8 3 30 + 280 P, (3.8)
the choice which accomplishes this is
1 78° | 1787
A’ 2 3+__+ 2
84X 12 8 40 560 ’
, (3.9)
1 ) 8° 8’
8B'P’=—— | =+ =+~ |P?
8 3 30 280

Because 6 4’ and 8B’ contain all the terms which multi-
ply either X2 or P2 up to order 8°, C;(8) can be written
as

C;(8)=8A4'X*+8B'P*+38R",

where R’ contains all terms of order 8° and higher. Ap-
plying the formula for an exponential of a sum of three
operators to this expression produces

_ _ap2 _ey2 1p2 ry2 Cy(8)
e SHze 5P /4e 58X /4eSBP /2e5AX /Ze 9

X @8A4'X2/2,8B'P? /2, —8X? /4, —BP2/4 (3.10)
It follows from the fact that Cy(8) is a sum of multiple
commutators of §4’, 8B’, and SR’ that Cy(8) starts in
order 8°. The Appendix contains explicit higher-order
formulas for these identities as well as a discussion of the
derivation of the lowest-order symmetric approximation
for sums of operators.

The compactness of the expression for C5(58) is due to
the fact that the operators P2, X% and S=iXP +1 form a
closed algebra, with the commutation relations

[X2,P?]=4S ,
[P%,S]=2P%,
[S,X2]=2X2.

(3.11)

It is clear from these relations that the commutators
which appear in the general formula can all be replaced
by P2, X2, and S; actually, since only odd powers of & ap-
pear in the symmetric approximation, there are no terms
involving S. While this extreme simplification happens
only for the harmonic oscillator, simplifications occur for
other problems as well.

2. Comparing the accuracy of different approximations

It is convenient to compare the various operator ap-
proximations to e “%# by comparing their expectation
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values in a state of the form
lyy= [1
T

=(1/‘n"y)1/4fdp e7P2/27|p) ,

1/4
fdx e”’"z/zlx >

(3.12)

where |x ) and |p ) are eigenvectors of X and P and y is
an arbitrary, real, positive parameter. Since the state
|y =1) is the lowest eigenstate of the true Hamiltonian,
any failure to reproduce the correct answer
Z ot (8)=e %% is due to a breakdown of the approxima-
tion; so comparing these expectation values provides a
measure of the relative accuracy of the operator approxi-
mations. Comparison of expectation values for y+#1
checks both the validity of the operator approximations
for higher states and the rate at which the contributions
from higher states is suppressed as one goes to larger 8.

Carrying out the Gaussian integrations for the Feyn-
man approximation leads to

_ _ 2V2y

(yle 5p2/2e 5x2/2 Y= Y )
v v (47 +28+8%) V2 + 8y
(3.13)

Specializing to ¥ =1, we obtain

_ _ 2V2
(1]e =% /2e=8x*/2|1) = — . (3.14)

| | (4428+8%)1*v28

The Gaussian integrations for the more complicated case
of the symmetric approximations can be done by means
of the recursion relation

<7/|e_A'pzeﬁlez(Oe*B‘xze_A'pzly)
=N(y, 4,,B,Xy'|Oly") , (3.15)
where
Vira )= THEEBAL
12 (3.16)
N(y,4,B)= Jy’— Trady

Applying Eq. (3.16) to the higher-order symmetric ap-
proximation yields

52 8% 8"
SA — o, 0
)= 1+2!+4!+6'
-172
1 8 8§
—_ + + _ _ + .. ,
+2(1/y v) |0 3!+5!+7!
(3.17)
which for y =1 becomes
5 8 8 &
SA — o, ,0 .0, ..
Z = 1+8+2!+3!+4!+5!+
525 —1/,2
17
—_— .18
+539492352000 (3.18)
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. &° Symmetric Approx.
0.50
048 |-
: N
046 L ™
B N “_ First Symm. Approx
044 \
+ * Feynman Approx. ™.
r '\'\ .
042 [ “ .
PP B P | Sy A
(] 0.25 0.5 0.75 1 1.25 1.5

FIG. 1. Plot of &(8) computed for ¥y =1 for each of the ap-
proximations compared to the exact answer of %

This shows that when ¥ =1 the function Z54 is one over
the square root of a function whose Taylor series agrees
with that for e® up to terms of order 8°.

As Z(8) dies exponentially for y =1, it is hard to see
the discrepancies between different approximations on a
linear plot; it is better to plot &(8), since it should take
the constant value of L. Figure 1 compares plots of &(8)
for 0=8=1.5 for the case of the Feynman approxima-
tion, first symmetric approximation (C;=0), and the
next-higher-order symmetric approximation. It is im-
mediately apparent from the plot that even the lowest-
order symmetric approximation improves upon the naive
Feynman approximation; however, the way in which the
next-order symmetric approximation hugs the exact
answer out to §=1 is quite remarkable. The plot shown
in Fig. 2 shows the same quantities for the case y =2 to

0.6

6° Symmetric Approx.

exact

0.5 S
.. First symm. approx

Feynman appro;.\\.\

04 [— S

e v b b e by by

0 0.25 0.5 0.75 1 1.25 1.5

0

FIG. 2. Plot of 6(8) computed for y =2 for each of the ap-
proximations.

show what happens starting from a state that has a 50%
admixture of higher states. Once again, the lowest-order
symmetric approximation does better than the naive
Feynman approximation, but the next-order symmetric
approximation follows the exact answer all the way to
8~1. This shows that minimizing the formula for &(5)
with respect to ¥ for any value of § < 1 will, to high accu-
racy, produce the answer ¥y =1.

3. Consequences

It is interesting to note that the structure of the
higher-order symmetric approximations provides another
way of seeing the harmonic oscillator is a solvable prob-
lem. Because commutators X2, P2, and S =iXP +1 close
among themselves, it is possible to approximate e ~%¥ as
an alternating, symmetric product of exponentials of P2
and X? to arbitrary accuracy. The exact ground-state en-
ergy can be found by recursively evaluating the expecta-
tion value of the resulting product of operators in a
Gaussian wave function. While this solution is not an
improvement upon more direct methods, it is interesting
to see the way in which things work.

A more relevant question is, does the higher-order
symmetric approximation lead to a path-integral formal-
ism which, for given accuracy, requires fewer time slices
than one based upon the Feynman approximation? To
answer this question, compare the columns in Table I list-
ing the percentage errors for the Feynman approximation
and for the higher-order symmetric approximation. It is
clear that to achieve a percentage accuracy of 0.000 049
in the Feynman approximation it is necessary to work at
6=0.01 as opposed to 6 =0.80 for the higher-order sym-
metric approximation. In other words, to get this per-
centage accuracy using the Feynman approximation re-
quires evaluating the expectation value of C(8)%, rather
than evaluating Eq. (3.10) with C4(8) set to unity. The
evaluation of

(x|C(8)¥|x")

requires inserting complete sets of states between every
factor, in other words, doing a 79-slice path integration.
On the other hand, doing the same for Eq. (3.10) yields a
3-time-slice path integral. Thus the higher-order sym-
metric approximation wins by about a factor of 27. If the
goal is merely one-tenth of 1% accuracy, then the
higher-order approximation wins by about a factor of 20.
As long as a symmetric approximation of the form

Coymm(8)=¢ ~8P2/4,—~5X2 /4, A3(8)P2e2B3(8)X2
Xe As‘W’Ze —8x2/4, 8P /4
is valid, matrix elements of
(7/|Csymm(8/2)2|‘}/ )
must be equal to corresponding matrix elements of
(7|Coymm(®)17) .

This provides a measure of the accuracy of the operator
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TABLE I. Computation of Feynman and symmetric approximations.

Higher order

5 Feynman approx. % Error First symmetric % Error symmetric % Error
0.00 0.500 000 00 0 0.500 00000 0 0.500 000 00 0.000 000 000
0.01 0.49997525 0.000 049 50 0.499 99375 0.000012 50 0.500 000 00 0.000 000 000
0.02 0.499901 98 0.000 196 04 0.499 975 00 0.000 049 98 0.500 000 00 0.000 000 000
0.03 0.499 781 65 0.000436 70 0.499943 77 0.00011245 0.500 000 00 0.000 000 000
0.04 0.499 61568 0.000 768 63 0.499 90007 0.000 199 84 0.500 000 00 0.000 000 000
0.80 0.424 528 30 0.150943 39 0.467 03296 0.065 93406 0.500024 33 0.000048 671
0.90 0.412 14751 0.175 704 98 0.459 857 06 0.080285 87 0.500090 10 0.000 180 207
1.00 0.400 000 00 0.200 000 00 0.452 38095 0.09523809 0.500281 67 0.000 563 348
1.10 0.388 17006 0.233659 88 0.444 69113 0.10061773 0.500775 56 0.001551 121
1.40 0.35502959 0.289 940 82 0.42103142 0.157937 14 0.509 467 78 0.018 935569
1.50 0.344 827 59 0.310 344 82 0.41312741 0.17374517 0.519 062 99 0.038 125996

approximation and makes it possible, in the absence of
the exact solution, to determine the value of & beyond
which the higher-order symmetric approximation breaks
down.

B. Anharmonic oscillator

The anharmonic oscillator is defined by the Hamiltoni-
an

H=1P>+AXx*. 3.19)
This problem is of interest for two reasons: first, because
the problem is not exactly solvable—even the lowest-
order symmetric approximation exhibits structure which
does not show up in the case of the simple harmonic os-
cillator; second, because the lowest-order symmetric ap-
proximation reveals both the reason for the lack of con-
vergence of Padé approximants to the naive ¢ expansion
and how the symmetric approximation avoids this prob-
lem.

As in the case of the simple harmonic oscillator, the
lowest-order symmetric approximation is defined by the
formula

—_ _sp2 _ 4 C,(8) _ 4 _sp2
e 6H=e 8P /4e SAX /Ze 3 e SAX /2e 8P /4_ (3'20)

In this case, however, the term C5(8) is more complicat-
ed: i.e.,

3 3
c3(8)=—§—7i—M 2S+S2—lX2P2+4AX6]
4 3 2
8°A 2y8 2 2
— == [14A2X +4AX2S + 60X

1

+-lgp4—xx4p2 +87--- (3.21)

where, as before, S =iXP. This complexity makes it im-
possible to completely avoid %x%;)msions in 6 when going
beyond the approximation e ® =1, since exponentials
of operators such as X2S or P2X? cannot be evaluated in
closed form. A minimal strategy for working with the

higher-order approximations is to keep terms which just
involve powers of; X; in the ezxponential and expand opera-
tors such as e’ ?" or ¢®XS, For example, without any

loss of accuracy, rewrite ec3(5) as
ec3(ﬁ)=e*837‘/4e —F,(B,A,X)/zecg(s)e —F,(8,,X)/2 , (3.22)
where
342 592 593
F (8,0, X)= 463k X6+ 655k X2+ 1485)» Xt
, (3.23)
c3(25)=——8 Alas+s2—Lyzpe
3 2
5
O\ pxzs+ Lptaxpr |48 ,
5 16
C4(8)

and expand e as a power series in 8. In this way the
problem of computing Z(8) is reduced to computing ex-
pectation values of the form

Z(8)= 3 (V¥ 40,|¥q) ,

n=0

(3.24)

where

W= |L (3.25)
T

1/4 ,
—yx2/(2+8y)—F,(5,A,x)
fdx e [ |x)

and the operators O, are polynomials in X and P.

. . C5(8) .
While expanding e * ' in powers of & reduces the

range for which the symmetric approximation is valid,
since only part of the expression is expanded in §, the re-
sulting formula should be more accurate than that pro-
vided by the naive ¢ expansion. As I will argue in the
next section, Padé approximants based upon this
modified series should be much more convergent than
those done for the naive ¢ expansion.

1. Comparison to the naive t expansion

To apply the naive ¢ expansion to the case of the anhar-
monic oscillator, expand
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_§(p2 4
8(P°/2+AX )h,)

(yle (3.26)

as a power series in 8, compute the various operator ex-
pectation values, and then reconstruct Z(8) or its loga-
rithmic derivative by means of Padé approximants. A
simple argument indicates that even though every term in
the expansion is finite for ¥ >0, Padé approximants to
this series will have trouble converging. To see this ig-
nore the P? term in the Hamiltonian and note that the
expectation value

Z(y,8)=(yle *’|y)

diverges for negative A, independently of the value
chosen for y. The lack of convergence of the Padé ap-
proximants reflects the fact that they are unsuccessfully
trying to reconstruct singular behavior at A=0. In con-
trast with the ¢ expansion, both the Feynman and sym-
metric approximations keep the term AX* in the ex-
ponent. This means that without ignoring the P? term
they exhibit singular behavior for A<0 and ¥y >0. Of
course, neither approximation directly reveals the struc-
ture of the true singularity at A=0, which is that the
function Z is a function of 8A!/3. A simple rescaling ar-
gument shows why this is the case. Consider the canoni-
cal transformation

(3.27)

P'=pBP ,
(3.28)
X' =B— IX ,
and substitute this definition in Eq. (3.19) to obtain
2
=B pryrye 3.29)
20 g
Setting B=A!7% gives
H=A'7[LP?+X*], (3.30)

where the only A dependence is the overall multiplicative
factor of A!/3, which shows that Z(8) and &(8) are actu-
ally functions of 8A173.

An interesting feature of both the naive ¢ expansion
and the higher-order symmetric approximation is that,
even without this rescaling, minimizing

d
E(y,8)=——=1In[Z(y,
(y,8) TS n[Z(y,8)]
with respect to the variational parameter y for & <<1 im-
mediately reveals the fact that the energy is a function of
S8A!73. In fact, if we generalize the problem to include a
mass term, i.e.,
_1l, 0 4

H_EP +—-2—X +AX*, (3.31)
and minimize &(y,w,A,86=0) with respect to ¥, we ob-
tain

(3.32)

which shows that &(8) is a function of SA!”® for
w/A73 < 1. Deriving this result from a naive perturba-
tive expansion is not easy [4].
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2. Techniques for obtaining better answers

While I have emphasized obtaining accurate operator
approximations to e ~%, as in the case of the simple har-
monic oscillator, computing the ground-state energy to
high accuracy also requires a good trial wave function.
The introduction of the variational parameter ¥ is a step
in this direction, but there are other tricks one can use.
One such trick is to diagonalize a truncated version of the
operator e —8H

a. Finite matrix approximation. As always, the general
problem is to maximize the expectation value

< ¢tria1|e ——6H‘ 1/}trial> .

In the preceding sections, |1, ? Was chosen to make the
computation of Eq. (3.33) as simple as possible; however,
to obtain higher accuracy one can consider a normalized
trial state of the form

N
|¢trial)= 2 aj|¢'j) ’

j=1

(3.33)

(3.34)

where the |¢; )’s are linearly independent states and the
a;’s are arbitrary variational parameters. The expecta-
tion value of e “%# in this state is

S ara,(u;le Py, .

(3.35)
ij=1
Maximizing Eq. (3.35), subject to the constraint
< ¢tria1‘ 1/}trial> =1, lmphes
N N
S (ile ™y da;=p 3 (¢;1¥;)a; , (3.36)

j=1 j=1

which says that the vector whose components are ¢; is an
eigenvector of the N X N matrix (¢;|e "°H|3; ) relative to
the metric M;;= (¢, itﬁ,- ). Building a variational state
out of orthonormal states of the form

|n,7/)an(yx)e'7’x2/2 R (3.37)

where H,(x) is the nth Hermite polynomial, 8=, and
n=0,2,5,6,8, it is possible to numerically calculate the
ground-state energy to an accuracy of a part in 10® for a
wide range of couplings.

b. Using coherent states. Though it is customary to
construct trial states out of orthonormal wave functions,
it is neither necessary nor always desirable to do so. At
times, it is simpler to evaluate the necessary matrix ele-
ments using normalized, linearly independent, states
which are not orthogonal to one another. For example,
consider building a trial wave function from a sum of
coherent states of the form
1/4

e —y(x—c)?/2 .

ly,c)=e Py )= (3.38)

e
T

In this case carrying out the variational calculation re-
quires evaluating matrix elements of the form

(y,¢'lexp{ —8[ P>+ V(X)]}ly,c)

=(yleTexp{ —8[1P*+V(X)]}e "*ly), (339
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where the state |y,c ) is defined to be a translation of the
state |y ):

ly,c)=e®ly) .

The virtue of shifted Gaussians is that computation of
matrix elements of the form Eq. (3.39) is quite straight-
forward. One way to automate this procedure is to intro-

duce annihilation and creation operators 4 and 4 ' such
that
) 172
X=|=—| (4+4h,
2y
12 (3.40)
p=—i|L| (4—4ah,
2

so that

Aly)=0 (3.41)
and

[4,471=1. (3.42)

|
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With these definitions it is simple to show that

t_ t
e(aA+BA )=e aﬁ/ZeBA eaA ,

eiPch—iPc=X_+_C ,

(3.43)
aAX —aA=X+ a ,
e ae Vay
1/2
e®4pe—a4=ptiq 324] .

Using these formulas, we see that the inner product of
two shifted Gaussians is

(r,c'ly,er={(yle®y)

— ¢ —H(c—e2/ag 7le —vy/zA*evy/zA ly)

:e—y(c’—c)2/4 (3.44)

and the matrix element (y,c’|le "®#|y,c) can, without
approximation, be written as

(7,c'lexp{ —=8[1P2+V(X)]}ly,c)=(yle® " exp{ —8[1P*+ V(X +c)]}|y)

= M4y exp(—B{L[P+iy(c'—c) 2P+ VX +(c'+c) /21Dy ) . (3.45)

Going further in the evaluation of this matrix element requires using either the Feynman approximation or one of the
symmetric approximations. Using the lowest-order symmetric approximation, the calculation becomes

e—r(c’——c)2/4<,y

P+i§/—(c'—c)

2
} exp

exp {—%5

C,(5
where I have set e *

-6V

X+%(c’+c)

’exp{—%&

P+Lg/—(c’—c)

|

).

(3.46)

to unity. In order to evaluate this expression, it is convenient to insert a complete set of inter-

mediate states on both ends of the expression and rewrite (3.46) as

, dp, d ; 2
e_V(“_”z/“f?p‘”i —%fdx(y expl—%& P+Lzl(c’-—c) }p1>(pllx)exp -8V x+%(c'+c) (x|p,y)
_ 2
X<p2 exp[—%S P+ Ter—c) H'y) (3.47)

Using the explicit form for |y ) as a function of p and doing a bit of algebra reduces this to an expression of the form

_ Vv
/2(2+8y)

which for narrow packets and small § is, up to a normali-
zation factor, the result which would be obtained from
the usual derivation of the path integral.

c. Connecting to the stationary-phase approximation. If
one now decides to use a fixed number of shifted Gauss-
ians, |y,c; ), i=1,...,N, to construct a trial state, one is
left with the problem of determining the ¢;’s. A brute
force method for determining them is to solve the relative
eigenvalue problem and minimize the energy as a func-
tion of ¥ and ¢;. Although this is guaranteed to produce

e_”("_”z/“”sy)fdx exp{ —8V[x +L(c'+c)]—2yx2/(2+8y)} ,

(3.48)

f
the best results, it can be difficult to minimize a function
of several variables. An approach which cuts down on
the number of variables which have to be varied is to
choose the ¢;’s to be multiples of a single parameter c,
i.e., ¢, =cn. This approach can be very useful when deal-
ing with problems such as the simple anharmonic oscilla-
tor; however, it is not the best way to proceed if V(x)is a
function which has multiple minima, for example,

Vix)=Mx2—f%)?. (3.49)
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In such a case, it is better to choose some of the states to
lie at the classical minima and then do a calculation to
determine the best states to add to this set in order to
minimize the expectation value of the Hamiltonian. For
the preceding example, begin by calculating the expecta-
tion value (y,cle “%H|y,c) for a single coherent state
and maximize this expectation value as a function of y
and ¢ (that is, minimize the energy). In the limit of large
v and small 8, the c-dependent part of this expectation
value is

BAMe?— [

(y,cle ®|y,c)=e” (3.50)

Maximizing this with respect to ¢ gives the two solutions
ly,£f). Since both states yield the same value for the
energy, the Rayleigh-Ritz procedure implies that one
should diagonalize the 2 X2 matrix

(v, +fle ¥y, +£) <%+fle‘5”|7/,—f)]
<‘y’_f|e_8Hh/’ +f) ('}’, —f|e_8H|Y’ _f) ’

(3.51)
which, using Eq. (3.48), is proportional to
Y 2
1 X | = Sarey) ) ‘
—__ Y 2
X | = 3048y 2 !
(3.52)

If y is large enough that the states |y, +f) are nearly
orthogonal, simply diagonalizing this matrix produces
reasonable results. Such a calculation would yield two
states which are slightly split in energy; this is the correct
qualitative behavior. If the separation of the two minima
is large relative to the natural width of the packets, as
determined by extremizing the single-state expectation
value of {y,f|e |y, f) with respect to v, this calcula-
tion seriously underestimates the true splitting because in
the region between the two minima the exact wave func-
tion does not fall off as a Gaussian but as an exponential.
To reproduce this behavior and obtain the correct split-
ting, it is necessary to increase the number of states used
in the trial wave function by adding states |y,c; ) whose
centers c; lie between the values £ f. Deciding a priori to
choose N additional states of this type, it only remains to
determine how to choose the N ¢;’s so as to obtain maxi-
mal mixing and therefore the best estimate of the true
ground-state energy. The most accurate way to do this is
to diagonalize the (N +2)X (N +2) matrix and minimize
its lowest eigenvalue with respect to ¥ and the ¢;’s. Un-
fortunately, this is a formidable problem and it seems
that adopting a simpler but a nonoptimal approach
would seem to be in order. A possible procedure is to
maximize the product

(y,—=fle™Hly,ep) -+ Ay,eile Hly,c; ) -
X{y,cxle |y, f),

which will provide a set of states which provide the best

(3.53)
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interpolation between the states |y,*f). Using Eq.
(3.47) and taking the limit of large y, 8y, and small §,
this becomes proportional to

exp [—8 3 {3(cj 41— ¢;)) /8 +VI3lc; it} | -
j

(3.54)

In this limit, varying with respect to the c;’s leads to a
discretized form of the usual stationary-phase approxima-
tion for the Euclidean path integral, but significant
corrections to the familiar formula arise even at the level
of the lowest-order symmetric approximation and for
moderately small values of 8 and y. Of course, for finite
y it is necessary to correctly include the effects due to the
nonorthogonality of the states when calculating the
ground-state energy.

Equation (3.54) implies that the conventional Euclide-
an stationary-phase approximation is related to a simple
variational calculation for the best set of states to use in a
Rayleigh-Ritz calculation of the ground-state energy.
Clearly, one way to improve upon these is to use the
lowest symmetric approximation to determine the c;’s
and then use matrix elements, computed in a higher-
order symmetric approximation, to set up the Rayleigh-
Ritz calculation. This has the advantage of producing
fairly simple equations for the c;’s and still systematically
incorporating higher-order terms in & when computing
the ground-state energy.

IV. LATTICE SPIN SYSTEMS:
THE ISING MODEL

Although discussing application of these techniques to
other quantum-mechanical systems would be interesting,
it is more instructive to apply them to more complicated
systems. This section discusses the application of vari-
ants of higher-order symmetric approximations to the
one-dimensional quantum Ising model in a transverse
magnetic field. Note that this model is equivalent to the
two-dimensional Ising model studied in statistical
mechanics and like its counterpart the (1-+1)-
dimensional quantum Ising model is exactly solvable.
This, of course, makes it a good testbed for trying out ap-
proximation schemes.

The Hamiltonian of the one-dimensional Ising model is

H=—3[o,(j)tAo,(jlo,(j+1]. (4.1)
i

The exact solution to this model exhibits a second-order
phase transition at A=1. For A <1 the ground state of
the system is unique and the order parameter
(0,(j))=0. When A>1 the system has a twofold-
degenerate ground state corresponding to the nonvanish-
ing values of the order parameter:

<Eax(j)>=:t(l—l/k2)“8 .

To intuitively understand this result, consider the lim-
iting cases A=0 and «. For A=0 the ground state must
be a simultaneous eigenstate of all of the operators o,(j).
This defines a unique state 1, namely, |¢¥)=]] ; [1) I
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where |1) ; is the single-site eigenstate of o,(j) with ei-
genvalue +1. On the other hand, in the limit of large A
this state must be a simultaneous eigenstate of the opera-
tors o,(j)o,(j+1) with eigenvalue +1. There are two
possible states which satisfy these conditions:

lWe)=T1I1-), le)=TIl<);, (4.2)
J

where | — ) ;j and | <) ; are the single-site states such that

o (D=);=l-=), o) ==]<);. 43)

In the limit of infinite volume, the states |1!1R ) and |¢L )
do not mix to any finite order in perturbation theory and
remain degenerate. Since simple perturbative arguments
show that the degeneracy of the ground state changes as
A goes from zero to infinity, it follows that there must be
a phase transition at some finite value of A.

A. Single-site symmetric approximation

The most natural way to apply the lowest-order sym-
metric approximation to the Ising model is to divide the
J
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Hamiltonian into two parts, each of whose matrix ele-
ments can be easily evaluated. One approach is to con-
sider

A= o,(),
’ (4.4)
B= 3 Ao, (jlo,(j+1),
J
so that H= — A — B, and rewrite
o8~ A4—B)—,64/2,88/2,53®) 68/2,84/2 4.5)
I will first discuss this approximation by setting e 1o

unity, since this is what I did for the case of the harmonic
oscillator; however, once I have set up the basic calcula-
tion, I will return to a discussion of the structure of
C,(8).

Once again, choose the trial state to render the compu-
tation of the expectation value in Eq. (4.5) as simple as
possible. Given that the operators in 4 all commute with
one another, it is natural to use the A=0 ground state:
i.e.,

Z(8)=<T <. 1 |exp %Szaz(j) exp [8A Y o, (jlo,(j+1) ] exp %82020) T T> . (4.6)
J j j
Since this state is an eigenstate of all of the operators o,(j) with eigenvalue + 1, it follows immediately that
Z(8)=(e8)V<T e [Skzox(j)ox(j+l)] ’T . T> . .7)
j
Finally, applying the identity
M7 DT D — ooh(84)+ sinh(8M)o, (o, (+1) 4.8)
we obtain
Z(8)=(escosh5A)V<T o ’ I [1+ tanh(5A)0, (j)o o (j+1)] ‘T . r) . 4.9)
J

FIG. 3. Plot of the exact ground-state energy and the sim-
plest approximation based on the lowest-order symmetric ap-
proximation for §=0.5,1,5.

exact answer

FIG. 4. Plot of the exact ground-state energy and the sim-
plest approximation based on the lowest-order symmetric ap-
proximation for §=0.5, 1,5 for the rescaled Hamiltonian.
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To proceed, evaluate the expectation value of the product
of operators appearing in Eq. (4.9). This is straightfor-
ward since the expectation value of o, (j) vanishes in the

state |1 -+ 1) and so the term 1 is the only term in the
expansion of the product that does not vanish. Thus
Z(8)=(e®coshd)r)” (4.10)
and the energy density in this approximation is
1 d
8)=—— —= =—1- . .
6(8)= TS In[Z(8)] 1—A tanh(8A) (4.11)

Figure 3 shows a plot of this approximation compared
to the exact energy density for §=0.5, 1, 5 for 0<A <7.
Note that while Eq. (4.11) gives the exact answer for
A=0, it undershoots the exact answer for §= o or finite
6 and large A. To do better than this, it is necessary to
investigate the effect of including higher-order terms in
the expansion and/or choose a different decomposition of
the Hamiltonian. Actually, the next section will show
that a more correct form of Eq. (4.11) is

&(8)=—1—Atanh[8A/(1+A%)172] . (4.12)

This function behaves quite differently for large A. Plots
of this function are shown in Fig. 4.

1. Beyond the lowest-order approximation

One way to go beyond the lowest-order approximation
is to expand e“® asa product of exponentials of opera-
tors having coefficients which are polynomials in 8 of or-
der 87 and an exponential of a sum of terms whose
coefficients begin in order 8”. Application of the formula

for C4(8) given in the Appendix to the definition of 4
J

C,(8) 1, . 1_, .
e 3 =exp Eﬁzz@z(]) exp Eﬁxngxx(l) exp
J J
X exp yzy 2 yzy .]) exp szzx 2 @xzzx
1, .
X exp Byzy E yzy exXp Eszx E@xzx (])
J
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and B given in Eq. (4.4) yields
C3(8): - z [ﬂz@z(j)+ﬁxx@xx(j)+Byy@yy(j)
J
+szx @xzx (J )+Byzy (Oyzy (])
FBrzex Oxzax ()] 5 4.13)
where
2 2
B,= %su%uﬂz)a%ms’)] :
Bix= “A53+ k( 1+8k2)85+0(87)]
3 15
= }_ 3 *}L —22)85 7
B,y 38 + 15(1 A2)8°+0(87)
(4.14)
2
B = | 250+ gA—(3+2A2)65+0(z">’)l :
3 15
B,y = 85+0(87)
Browe = —1&3—55+0(a7)
XZZX 15
and (0“1 "“n( J) stands for the product
@al.‘.,,n(j)——-aal(j)a,,z(j%-l)"-oan(j+n) . (4.15)

The same argument used for the harmonic anf.%S )anhar-
3

monic oscillators says it is possible to rewrite e as
lg 50,0 lg s 0..0)
2 Byy 2 yy J CXp Zszx ? Xzx J

J

1 .
exp C7(5) €Xp Eﬁxzzx 2 @xzzx (.]) ’
J

1., , 1., .

exp gﬁyy 2‘, 0,,(j) | exp EB"" 2@n () (4.16)
J J

where B --q, are defined from the B’s appearing in Eq. (4.14) by leaving off the terms of order 87 and higher. Setting

e S ¥= 1 Z(8) becomes

Z(8)=e"®cosh(181)*"{[cosh(1B;) cosh(1B,

) cosh(1p;,) cosh(1B,,, ) cosh(1B,,,)]* cosh(B},, )} ¥

x(n [1+ tanh(181)0,, (jo)] TI[1+tanh(1,)0,(i)1 [T [1+ tanh(1B}, )0y ()]

jo jl

X TI [1+ tanh(1B,,)0,,(j3)] H [1+ tanh(1B,, )0, (j4)1 [I [1+ tanh(1B;,,)O

J3

Ja

yzy ]5)]
Js

X I [1+ tanh(B,,, ) Oy, (je)1 TT [1+ tanh(3B},,)0,,,(j;)] [T [1+ tanh( 1B )0, (jg)]

j(, ]7
X [ [1+ tanh(18,,)0,,(js)

g J10

x [LI1+ tanh(%ﬁk)(%&k)@xx(ju)]> :

le

1T1 [1+ tanh(1B5 )0, (j1o)] T[T [1+ tanh(18;)0

Jg

z(jll )]
jl]

4.17)
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where the operator expectation value is to be taken in the
state |1 - -+ 1). Contrary to the lowest-order approxima-
tion, the operator expectation value contains many non-
vanishing terms and evaluation of these terms results in
polynomials in the various B‘H ay

a. Computing the energy density. While Eq. (4.17) has
resumed some of the & and A dependence of Z(8), it does
not produce a completely resummed formula for the en-
ergy density &(8). To see the problems which remain
and understand what must be done to avoid them, con-
sider the logarithmic derivative of Z(8) in the approxi-
mation where the expectation value is taken to be unity:

28
2

2 2
5;‘—52+3§’;‘—(2+x2)54

&(8)=—1—Atanh

2 2
—27‘—52+——1‘1)§ (2-+A2)5%

X tanh
an 3

+... .

(4.18)

Equation (4.18) is a mixture of polynomials in A and &
times hyperbolic tangents of polynomials in the same
variables. Although the hyperbolic tangent is a ratio of
sums and differences of exponentials, the polynomials
multiplying these functions make the evaluation of &(8)
problematic for large values of & and/or A.

The problem with extending Eq. (4.18) to large A has a
simple and generic fix: Rescale the Hamiltonian by a fac-
tor 1/(1+A2)!/2. In other words, compute the ground-
state energy for the Hamiltonian

1

H'=-3 (1+k2)‘/202

J

()

A , .
—_——(14-7»2)”20)‘(])0"(]4_1)] (4.19)
and then multiply the answer by (1+A2)!/2 to find the
answer to the original problem. This method has the ad-
vantage that for both A=0 and <« there is only one term
in the Hamiltonian. Since making this change is
equivalent to substituting §=6/(1+A%)!/? in Eq. (4.18),
we see that Eq. (4.18) becomes

SA
6(8)=—1—Atanh |—————
(1+A.2)1/2 ]

4)? 52 20A%(2+A2) o4
3(14+A2%) 15(1+A2)?

A2 1ox2(2+7&)84 L.
3(14+12) 15(14+A2)2 ’

X tanh

(4.20)

which is finite for all values of A. Unfortunately, this
trick does nothing to solve the problem of going to large
8. To go to large §, it is necessary to confront the prob-
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lem of reconstructing a power series in § with coefficients
which are analytic functions of 6. While the answer
might be as simple as treating the coefficients of the sim-
ple powers of § as constants and using them to construct
Padé approximants, I see no clear justification for this
procedure and the problem needs further study. Since
the principal aim of this paper is to expose the general
idea and explore the various possibilities which it sug-
gests, I will not pursue this point further. Instead, I will
discuss other ways to generate approximations which
treat a larger part of the Hamiltonian exactly.

B. Symmetric approximation with larger blocks

Another approach to employing the symmetric ap-
proximation is to divide the Hamiltonian so that a larger
part of the problem is treated exactly. For example, con-
sider the following definition of the operators A4 and B:

A=—F H(p)

P
=—3[0,2p)+0,(2p+1)+Ao, (2p)o, (2p+1)],
P

@.21)
B=—3FV(p)
p

=— S Ao, (2p+ 1o, [2(p+1)].
p

Since A4 is a sum of commuting the block Hamiltonians
H(p), to find the exact eigenstates of A just diagonalize
each H(p) separately.

As before, begin by setting e , computed for this
definition of A and B, to unity. This means that in
evaluating the matrix element of the operator product

NO)

e—§H=e5A/2e§BeBA/2 ,

the eigenvalue of A4 factors out and the problem reduces
to evaluating the expectation value of the exponential of
the operators appearing in B. As already noted, in order
to find the lowest eigenstate of A, it is only necessary to
find the lowest eigenstate of any one of the H(p)’s, since
each H(p) has the same structure. This is trivial, howev-
er, because each H(p) reduces to a two-site problem, and
so it suffices to discuss its matrix elements between the
four states [11), |{1), |t!), and |I1). Furthermore,
since each H(p) is invariant under the transformation
which exchanges the operators on the sites 2p and 2p +1,
the states [11) and |1!) and |1!) and |{1) mix sepa-
rately. This means that diagonalizing H(p) actually
reduces to the problem of diagonalizing two independent
2X2 matrices. Since, in each subspace, o0,(2p) and
0,(2p+1) map these states into themselves and
o,(2p)o,(2p+1) maps one state into the other, the ma-

trices to be diagonalized are
Ity 1)

[1t1) -2 —A
(LY | —A 2

and
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1LY 4t) The eigenvalues of the first matrix are F(4+A2)!“2 and

those of the second are FA. This szhlgzws that the max-

[11) 0 —A . imum eigenvalue of e ~34/2 j5 ¢84+297" 314 50, without
[11) | —A 0 further ado,

Z(8)=[eB1+2 /)72 cosh(SL)]V”( I+ tanh(smax(zp+1)ax(2(p+1))}) .
p

Once again, since the ground state of the block Hamil-
tonian is a linear combination of |11 ) and |l!), it fol-
lows that the expectation value of the product of opera-
tors is unity. Taking minus the logarithmic derivative of
Z(8) with respect to 6 yields

&(8)= —(1+k2/4)1/2—% tanh(81) , (4.22)
which goes to the exact answer both for A=0 and «. A
comparison of exact ground-state energy density and Eq.
(4.22) is shown in Fig. 5.

This result is satisfactory if and only if it is legitimate
to ignore the term ec3(8). If this term is taken into ac-
count, then the energy density once again contains poly-
nomials in A, and to get an expansion which is valid for
large A, it is necessary to work with the rescaled Hamil-
tonian and multiply the final answer by (1+A2)!/2. This
changes Eq. (4.22) to

A SA
] 2 ;40172 _
E(8)=—(1+A%*/4) tanh 132217

> (4.23)

Unlike Eq. (4.22), Eq. (4.23) only gives the exact energy
density for large A in the limit of § — o0; this, however, is
what is to be expected.

1. Further observations

The fact that [ 4,B] contains only terms which join
two blocks means that the higher commutators appearing

0.0 exact
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FIG. 5. Plot of the exact ground-state energy vs the two-site
lowest-order approximation for various values of 5.

in the expansion of C;(8) give rise to products of the
form (O,,1 "‘“n( j) which cross a block boundary. Since

there are fewer terms of this sort, this means that the
effect of these terms on the energy density is reduced rela-
tive to what it would be for a higher-order symmetric ap-
proximation based upon single-site blocks. The structure
of these terms and the way they drop off in importance
are made even more apparent by considering a decompo-
sition based upon bigger blocks. For example, define A
as a sum of commuting sub-Hamiltonians, each of which
contains all terms in H which involved operators which
lie totally within a single block of length L: i.e.,

A=—3 H(p)
p
L—1
== | > o,Lp+r)
P r=0

L—2
+ > Ao (Lp+rio (Lp+r+1) |,

=0 4.24)
B=—3V(p)
p

=— 3 Ao, [L(p+1)—1Jo, [L(p+1)].
P
Following the approach used ear(ljie(g)in the discussion of
the higher-order terms, rewrite e °  as in Eq. (4.16), ex-

cept now the various operators are concentrated near the
boundaries of the block. So, for example, the term

exp %3;2(92(1')
j

becomes

exp |26, 3 O.(L+1p—D+0,(L+1p) | .
P
Since there are only two such operators for each block p,

this simplifies to
cosh(18:)*/E T [1+ tanh{1B,0,((L+1)p —1)}]
p

X[1+ tanh{1B,0,((L+1)p)}] .
4.25)

Thus the contributions to the energy density of terms
proportional to powers of cosh(f3’ - - - ) are multiplied by
explicit powers of 1/L and contribute a smaller amount
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to the energy density. Of course, it is still necessary to
evaluate the expectation value of the product of operators
appearing in the expansion of ec3(8), but the number of
nontrivial terms in this expansion is also greatly reduced
from the case of the single-site blocks. Furthermore, the
calculation of these terms for low orders of tanh( - - - ) is
quite simple because of the fact that

<(9a1---an(jl)(9b1~~-bm(j2)>

z<@a1'”an(jl))<@b1”'bm(j2)>, (4.26)
at least for |j, —j,| >m +n.

While it would be interesting to pursue the structure of
this series further, I will leave that for another paper.

C. Effective potential or mean-field methods

Although a symmetric approximation built upon mul-
tisite blocks allows one to compute the ground-state ener-
gy of the Ising model to high accuracy, extracting the lo-
cation and properties of a phase transition from such a
calculation will be difficult. In this section I show how
incorporating ‘“mean-field” (or “effective potential”’) ideas
into the symmetric approximation scheme simplifies the
task.

Both the single- and two-site block calculations de-
scribed in the preceding sections obscure the physics of
the phase transition because they start from the lowest
eigenstate of the operator A4 in order to simplify the com-
putation. The expectation value of the order parameter
o, (j) will always vanish in this state because it is invari-
ant under the transformation which takes o,(j) to
—o,(j). To avoid this incorrect result, one must use a
trial state which allows for a nonvanishing value of
o,(j), which immediately suggests a variational ap-
proach to the problem of choosing the best trial state.

There are many ways to introduce a variational wave
function into this problem; I will limit myself to discuss-
ing one possibility. In this approach one first computes
the ground-state energy density of a family of Hamiltoni-
ans which differ slightly from the Ising Hamiltonian and
then converts the results into a one-parameter family of
“bounds” on the ground-state energy density of the
unmodified problem. One then minimizes these bounds
with respect to the free parameter so as to produce the
“best” bound on the true ground-state energy density.

Begin by considering the family of Hamiltonians H(J),

]

172

Z(S)=[€S(I+J2)
J

cosh(87»)]V< I+ tanh(cSA)[a;(j)a;(j-i-1)+f(J)o;(j)+f(J)o;(j+1)+f(j)2]}> .
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H(J)zHIsing+JzUx(j)
J

— > [o,(j)+Jo,(j)+Ao, (jlo (j+1D],
J

(4.27)

and attempt to compute the ground-state energy for each
value of J using a symmetric approximation based upon
the decomposition of H(J):

H(J)=A4(J)+B , (4.28)

where

A== [o,()+Jo ()],
J

B=— Ao,(jlo,(j+1).
J

As in earlier calculations, the simplest use of the lowest-
order symmetric approximation rewrites {(e”) as

(e —84W)/2, —8B,—54(1)/2) (4.29)

and evaluates the expectation value in the ground state of
A(J), which is a product of single-site states of the form
I1;|¢;), where |¢;) is defined by the equation

Hss(j)hbj )= _[02(])+J0'x(_])]|¢1 )
=—(1+J9)'2|y) .
In this approximation it is possible to rewrite Z(8) as

Z(8)=[e¥1 7" cosh(81)]Y

><<H[1+tanh(Sk)ax(j)ax(j+l)]>. (4.30)
J

To this point this calculation parallels earlier ones. A
new feature arises because (o ,(j)) no longer vanishes.
This means that it is not possible to replace the expecta-
tion value in Eq. (4.30) by unity since, in the current trial
state,

(o, GN=fI)=—T/(1+TH12 .

To come as close to the original argument as possible,
one defines

oL ()= (j)—F(J)

and rewrites

(4.31)

Factoring out an overall constant and rewriting Eq. (4.31), one obtains

Z(8)={e®1t79"* cosh(8A)[ 1+ tanh(8A)f(J)?]} ¥

tanh(8A)
X
(IJI [ 1+ tanh(81)f(J)?

[0 o+ D+ F(ot()+F(DolG+1)] b .

(4.32)

Introduction of o (j) simplifies the evaluation of the expectation value since (0%(j))=0 and no term in the expan-
sion of the product of operators containing o (j) to the first power can contribute. The first term which can appear is
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of the form
3
tanh(8A) , . . P
(fWDNar()lo Gl G+DIfToy(j+1) ) (4.33)
[1+tanh(8k)f(J)2 LoD lextilexly+ DA+ 1)
[
and comes from terms associated with the sites j—1, j, E(J)=—(1+J*1"2—A tanh(8A)

and j+1. Since {(o(j)?)=1—f(J)? the lowest nonvan-

_ fW)*A[1— tanh?(8A)]

ishing contribution to the expectation value, aside from (4.36)

unity, is 1+ £(J)*tanh(8A)
tanh(SA) 3 To convert Eq. (4.36) to an estimate of the ground-state
FUP[1=fFI)1)?, (4.34)  energy density for the Ising Hamiltonian, note that if

2
1+ tanh(81)f(J) |#(J)) denotes the exact ground state of H(J), then

which vanishes when f(J) is zero or unity. Since the fac- = . i
e T 3 e et 4 e G =PI Hygng [ 9T +J ? (WDo (DY),
shows that the contribution of the lowest-order sym- 4.37)
metric approximation can be written as a product of non- )
trivial functions of § times an expansion in a small pa-  from which it follows that

rameter. Furthermore, since f(J)=0 below the phase .

transition and is nearly unity a{aove the transition, ft fol- <¢'(J)|Hlsing‘¢(‘])>=6(J)_J 2 (WDl (DIPD)
lows that the terms of this form can only be significant in /
the vicinity of the phase transition. One should also note (4.38)

that higher-order terms in the expansion are of the form . . .
& P Since |#(J)) is not an exact eigenstate of Hyg,,, Eq.

tanh(8A) 2+rf('])2[ 1= fIRTH 4.35) (4.38) provides an upper bound on the ground-state ener-

1+ tanh(8A)f(J)? : gy density of the Ising Hamiltonian, at least if 6(J) is a

good estimate of the ground-state energy of H(J). From

and are smaller than the leading-order term. this, one sees that minimizing this expression with

To simplify the discussion which follows, set the expec- respect to the parameter J will produce a best bound on

tation value in Eq. (4.32) to unity. A better calculation the ground-state energy density.

can be done to include the corrections. Doing this and Henceforth, I will refer to Eq. (4.38) as the “effective

taking the logarithmic derivative of Z(8) yields potential” I'(J) and use Eq. (4.36) to rewrite it as

J
AS(J)1—tanh?(8))]
1+ f£(J)*tanh(8A)

Since, for the trial state in question f(J)=—J /(1+J%)1/2,
2

(J)=—(1+J?)!2—A tanh(8A)—

—JfJ) . (4.39)

1—tanh?(8A)
1+J2tanh(8A)/(1+J?)

FJ)=——L  tanh(81)—A

(1+J2)1/2

J

(4.40)
(1+J2)l/2

Actually, carrying out the minimization procedure for Eq. (4.40) will produce very strange results for large A. As in the
previous section, the solution to this problem is to rescale Hygy,, SO that only one term survives as A— oo. In this case,
however, the way to do this is to redefine

H(J) L Hlsing+J20x(j)]——( 1 3 3 [0.0) 0L ()+A0, (), + 1] (4.41)
j j

T (14T A2 1+J2+22

and multiply the expression for &(J) by (1+J%+1?)!/2. With this modification the effective potential becomes

2
1 J 1— tanh*(8'A)
I'(J)=——————>—Atanh(§'A)—A , (4.42)
(1+JH)'2 ‘(1+J2)‘/2 l {1+[J2/(1+J2)]tanh(8'k)
i
where 8 =8/(1+J%+1%)1/2, product state. In this limit I'(J) is a true bound on the
In the limit §=0, ground-state energy density for Hy,, for all J. Minimiz-
1 J 2 ing this bound with respect to J yields the usual mean-
rJ)=— NV —A [ ENYZ) ] N (4.43) field prediction of a second-order phase transition at
(14+J2%) (1+J7) A=1. To simplify the derivation of this result, it is cus-

which is just the expectation value of Hy,, in a simple tomary to define
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sin(a)=—J—
(1+J2)1/2 ’
] (4.44)
cos(a)=

(142127
and rewrite I'(J) as
I'(a)=— cos(a)—A tanh(8A)

1— tanh%(8A)

—AsinX(a) , .
1+sin?(a) tan(8A)

As promised, minimizing with respect to « yields

sin(a)[1—2Acos(a)]=0,

which has a solution for nonvanishing a and therefore
nonvanishing (o, (j)) if and only if A > 1.

The same calculation for 670 is somewhat messier be-
cause of the more complicated dependence of Eq. (4.42)
on J. Nevertheless, it is not difficult to determine the
value of A at which the phase transition occurs, since this
point is the solution of the equation

1—2Ax =0, (4.45)
where
SA
— 2 U
x =1— tanh (14+22)172 ’ (4.46)

Obviously, since x =1, it follows that the location of the
A, is greater than % In fact, for 1<8<1.25 we have
0.67 <A, =1.009.

1. Comparison to other calculations

I have already noted that the simplest mean-field ap-
proximation to the Ising model predicts a second-order
phase transition at A=1, which is quite far from the
correct value of unity. Other attempts to improve upon
this result fall into two classes: mean-field calculations
based upon treating larger blocks exactly (i.e., block
mean-field calculations) and attempts to combine the old
t expansion with the simple single-site mean-field calcula-
tions.

The calculation of a better effective potential using the
old ¢ expansion does succeed in moving the value of A,
closer to unity; however, it requires working to high or-
der in ¢, and the use of Padé approximants introduces
poles in J which make the extraction of final results prob-
lematic. While correct results can be extracted from
these calculations, there is the question of how obvious
things would be if the exact answer was not known in ad-
vance.

Block mean-field calculations [5] predict A, > , but
A, >0.85 is obtained only for blocks with more than eight
sites. This sort of calculation involves considerably more
work than the simple calculation just described. While
taking §~1.2 is suspect for a lowest-order symmetric ap-
proximation, it is not out of the question for a calculation
based upon two- or three-site blocks, because for larger
blocks more of the ¢ dependence is treated exactly. While
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carrying out a mean-field calculation for multisite blocks
is certainly more difficult than the one just described, it is
simpler than carrying out a naive t-expansion calculation
or a block mean-field calculation for blocks of ten or
more sites.

D. Adding the Hamiltonian renormalization group

The final topic I wish to touch upon is the combination
of the symmetric expansion with Hamiltonian
renormalization-group ideas. As with the discussion of
the mean-field formalism, I limit myself to a simple calcu-
lation which begins with the decomposition of Hyg,,
given in Eq. (4.21). I will limit myself to introducing the
basic concepts and setting up the computational frame-
work; I will not attempt to do an accurate treatment of
the model.

1. Review of the Hamiltonian renormalization group

The Hamiltonian real-space renormalization-group
procedure is a Rayleigh-Ritz calculation in which the tri-
al state is iteratively constructed. This section reviews
the general method for the simple case of the Ising model
to provide a framework for the discussion to follow. A
more extensive discussion of these ideas can be found in
Ref. [1].

The essential idea behind the Hamiltonian
renormalization-group procedure is to select from the set
of all Hilbert-space states a smaller subset of states to be
used to construct a ‘“best” trial state. Actually, instead of
deciding which states to keep from the outset, the idea is
to successively discard states in a multistep procedure.
Once one decides which states to discard, it is necessary
to recompute the matrix elements of the Hamiltonian in
the remaining states. This produces a new effective Ham-
iltonian which has the same form as the original Hamil-
tonian, but has different values for the coupling con-
stants. Thus there are two steps in a procedure of this
kind: The first is to decide, on some physical basis, which
states to discard; the second is to compute the new
effective or truncated Hamiltonian.

To see how this procedure works in detail, consider the
decomposition of the Ising Hamiltonian specified in Eq.
(4.21). Assume for the moment that the lattice has V'
sites. Since there are two states per site, there are 27
linearly independent states in the Hilbert space. The cri-
teria used to select a set of states to discard are based
upon the intuitive notion that the lowest 2”72 eigenstates
of the sub-Hamiltonian,

A= H(p),
p

should have the biggest coefficients in the expansion of
the ground state of the full Ising Hamiltonian. These
states are the ones spanned by taking tensor products of
the lowest two eigenstates of the two-site Hamiltonians
H(p). The eigenstates and eigenvalues of these Hamil-
tonians are shown in Table II.

Having decided which states to keep, imagine creating
a general trial state by adding up these states with arbi-
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TABLE II. Eigenvectors and eigenvalues for H,.

Eigenvector Eigenvalue
[17)=cos(0)|11)+ sin(6)| 1) —(4+A2)172
|¢'>=‘%(|u>+|n>) "y
V%(ln)—llm A
— sin(6)| 1)+ cos(6)| L 1) (4+A2)172

{tan(6)=[(4+2%)""22]/A}

trary coefficients. Obviously, computing the expectation
value of the original Hamiltonian in such a variational
state only requires knowledge of the matrix elements of H
between any two states in this subspace. It is simple to
show that diagonalizing the truncation of the Ising Ham-
iltonian to this subspace is equivalent to solving this gen-
eral variational problem.

The computation of the truncated Hamiltonian is done
in two steps. First, compute the truncation of the opera-
tor A. As this operator is the sum of the H(p), it suffices
to compute the truncation of any one of the H(p)’s be-
cause they all have the same structure. The generic state
we are keeping has the form

l6>=TI1¥,) , (4.47)
P

where each of the [¢,)’s is an eigenstate of the corre-
sponding H(p), which means that H(p) is diagonal in
this basis. In effect, this means that these 2"/2 states can
be thought of as belonging to a new spin theory defined
on a lattice with half the number of sites. Since the new
theory has two states for any site p and since the most
general diagonal 2 X2 matrix is a linear combination of
the unit matrix and o,, it is convenient to rewrite the
truncation of H(p) as

[H(p))T=—[co+ep0oLp)], (4.48)

where o,(p) stands for a o matrix acting on the states of
the new effective theory and ¢, and €, are given in terms
of the eigenvalues of the two-site problem as

co=1[(4+AH2+A],
€o=1[(4+A1)12—1].
Thus
[A]"=Veo+ 3 e0l(p) .
p

The truncation of the operator B proceeds in a similar
manner. Begin by observing that B is a sum of terms,
and it is only necessary to compute the truncation of one
of the terms in the sum, since they all have the same
structure. It is necessary, at this point, to note that the
truncation of a product of operators which act on
different blocks is the same as the product of the sepa-
rately truncated operators: i.e., '

{o,2p+1)o, 20+ 1)]}T
=[o,2p+ D] o [2p+1D]}T.
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Inspection of the entries in Table II shows that

_ cos(9)+_sin(6) ,

[0:(2p)] =[0x(2p+1)]" 5 oxp)

and so

[B]'=— 3 No,(ploi(p+1),
p

where
2

cos(9)+_s1n(0) ‘)| AL

A= Yz oy
Taken together, these results show that, up to an additive
constant, the truncated Hamiltonian can be rewritten as a
Hamiltonian of the same general form, but defined on a
lattice with half as many sites. Clearly, this same pro-
cedure can be repeated, with only minor modifications,
ad infinitum. The result of carrying out such a calcula-
tion is that for A larger that some critical value A, the
Hamiltonian iterates to one in which the coefficient of the
o, (p)’s vanishes, whereas for A <A, the coefficient of the
operators o,(p)o,(p+1) iterates to zero. Of course,
when this happens the resulting Hamiltonian can be
solved exactly.

I have already noted that the lowest eigenstate of a
truncated Hamiltonian provides a variational upper
bound on the ground state of the original theory. From
this, it follows that the lowest eigenstate of the limiting
Hamiltonian defined a best trial state within the context
of this general approximation scheme. Since a Hamil-
tonian of the form Jo,(p) has a unique ground state,
whereas one of the form Yo,(p)o,(p+1) has two de-
generate ground states, this variational calculation pre-
dicts very different symmetry properties for the ground
state of the original theory depending upon whether
A>A, or A<A,. In other words, the real-space
renormalization-group calculation provides another way
of determining the location of the phase transition in the
original (1+1)-dimensional Ising model. It is a simple
matter to carry out the naive calculation just described,
and if one does so, one obtains a value for A ~0.73.
There is a long history of attempts to significantly im-
prove upon this result by working with larger blocks or
by keeping more states in the truncation procedure; how-
ever, the process quickly becomes very difficult without a
corresponding increase in accuracy. Attempts to com-
bine this procedure with the ordinary ¢ expansion quickly
run into difficulties with both the complexity of the calcu-
lations involved and in the use of Padé approximants. In
the next section, I will show how to implement this sim-
plest renormalization-group procedure within the frame-
work of the lowest-order symmetric expansion and dis-
cuss the way in which the location of the critical point
changes with increasing 8.

2. Truncation of the symmetric approximation

The calculation presented in Sec. IVD 1 involves two
distinct steps: rewriting the operator e ~%¥ as a product
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e 84725 =8B, =8472 534 choosing a trial state in which to

compute the operator expectation value. It is the second
step which must be modified in order to incorporate the
real-space renormalization-group concept into the sym-
metric approximation scheme. Once again, the basic idea
is to iteratively construct a variational wave function to
maximize the expectation value of e ®¥ and therefore
minimize the expectation value of H. As in the preceding
discussion, it is not necessary to commit to a specific
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wave function in advance; one can instead successively
prune away unwanted states and compute a series of
truncations of e ~%%,

In what follows I limit myself to the lowest-order sym-
metric approximation, although the method generalizes
to higher-order approximation quite nicely. Since the
operator A which appears in Eq. (4.21) is a sum of com-
muting operators, it is always possible to rewrite the two
exponentials as

]
e—ﬁA/2= H e&’[az(ZpH—oz(Zp+1)+/\0x(2p)0'x(2p+1)]/2= I_I eAp )
g g (4.49)
e %= TJ { cosh(8’A)+ sinh(8'A)o, (2p + 1)o [2(p + 1)1} ,
P

where &' is defined to be 8 =58/(1+A2)!/2 in order to include, as in earlier discussions, the rescaling of the Hamiltonian
by an overall factor (1+A2)!/2, The truncation step introduced in the previous section is equivalent to restricting atten-
tion to the 27/?-dimensional space of states generated by taking products over p of the two eigenvectors of e ? having

the largest eigenvalues. Since the different factors e ? commute with one another and are diagonal in this space of
states, the truncation of the lowest symmetric approximation becomes

II[a+Bo,(p)]| I {cosh(8'A)+ sinh(8'A)a (2p, +1)o , [2(p, + 1)1} JTH la+Bo,(p;3)],

P3

(4.50)
Py Py

where there is still the problem of computing the truncation of the product over p,. The simplest way to understand

the truncation of this product is to rewrite it as the truncation of an exponential, compute the truncation of the Taylor-
series expansion of this operator, and then take the logarithm of the resulting expression. More precisely, rewrite

I1 {cosh(8'A)+ sinh(8'A)o, (2p+ 1o, [2(p+1)]}=exp [8'A D 0, (2p+1)o, [2(p+1)] (4.51)
P

P
and expand the exponential to obtain

exp

A3 0,(2p+ 1o, [2(p+1)] ] ]T
p

=141 {0, (2p+ 1o, [2(p+1)]}T

p

R4
+ 825 (0,2 + Do (200 + Do, (20, + 1o, [20p, + 1]} T+ -+

PPy

(4.52)

Operators which do not lie in the same block can be truncated independently of one another, and so, if p;7p, or
p17p,t1, then

{o,(2p1+ )0, [2(p;+1)]o, (2p, + Do, [2(p, + D]} T={0,(2p, + 1o [2(p; + 1]} {0, (2p, + Do [2(p, + D]} T

If p, =p,, then the product is the identity operator whose truncation is the identity operator; so this term contributes
3 )2
A3, .
P
Finally, if p,=p,;+1, then

{o,(2p,+ D)o, [2(p;+ Do [2(p, + D)+ 1]o, [2(p, + D]} T
=[0,(2p, + D] o [2(p, + D]o [2(p, + D+ 1]} {0,200, +2)]} 7.

A similar expression holds for p,=p, —1. Taking the logarithm of Eq. (4.52), we see that except for p; =p, and
p1=p,x1 all of the contributions cancel so that, finally,
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In [exp [S‘AZUx(2p+1)gx[2(p+1)] ] ]T
p

=843 [0,(2p+ D] {0, [2(p + DPT+HLEA? S [1,—([0,(2p + D] {0 [2(p+ D]} )]
y4

p

+(EA? S [0, 20+ D1 ({0, [2(p+D]o, [2(p+1)+1]}T

p

It is important to note is that the second term of order
(8'A)* is part of a linked cluster expansion, all of whose
terms have a similar structure. This term, which is pro-
portional to the difference between the truncation of

{o [2(p+D]o, [2(p+1)+1}7T

and

—{o, 20+ D} {0 20+ D+1]} Do 20 +2)13 T+ - - . (4.53)
[
lo,(2p)o,(2p+1)]T
_ 1+ 5sin(26) n — 1+ sin(260) o (p),
2 2
this difference is equal to
sin(26)—la,( )
2 z p ’
where

{o. 20+ D]} {0, 20+ D+1]}7,

is a generalization of the terms which appeared in the dis-
cussion of the mean-field approximation. As in the case
of the mean-field calculation, it is small, except in the vi-
cinity of the phase transition. Far below the transition,
8 <<1, whereas well above the transition 6 >>1 and the
difference of truncations nearly vanishes.

More precisely, since

__cos(08)+ sin(0) ,
=0

[0.(2p)]7 v ),

cos(0)+ sin(8) ,
——0.(p),

T—
[o,(2p+1)] Ve x

(4.54)

J

tan(0)=[(4+A%)!"2—2]/A .
Thus, for A << 1, the order (8’A)? is of the form
—(8°A2/8)o . (ploLip+1)o.(p+1),
whereas for A >>1 the operator is
— (12090 (ploip+1)o(p+1).

In either case, as with the mean-field calculation, this
term has a small coefficient and the higher-order terms
are suppressed and can be ignored to zeroth approxima-
tion, as they can be included in a later calculation. Ignor-
ing these terms and factoring out the term proportional
to the unit operator, the first truncation of the lowest-
order symmetric approximation becomes

exp(%(&’k)z{l—%[cos(0)+ sin(6)]*}) [T [@+Bo.(py) ][I [ cosh(7)+ sinh(T)o(py)os(p+ DI la+Bo.(p3)],

Py

where 7=38A[sin(8)+ cos(6)]/2(1+A2)172,

Py Py

(4.55)

At this point the truncation of the symmetric expansion has the same general form as the original expression; i.e., this
truncation step can be thought of as a renormalization-group transformation. Since the form of the product is the same

as before, one can iterate the procedure by defining
U,
and rewriting Eq. (4.55) as

11 Up:{ I1 {cosh(7)+ sinh(r)o, (2p, + 1o [2(p,+ D1} ] U,,
P3

Py Py

The generic truncation step is to then limit oneself to the
subspace generated by products of the two highest of U,.
Once again, the truncation of any U, is of the form of a
number times the unit matrix plus another number times
o,(p) and the truncation of the block-block recoupling
terms proceeds as before.
As in the naive

Hamiltonian  real-space

» =[cosh(7/2)+ sinh(7/2)0(2p)os(2p +1)][a+Bo,(2p)][a+Bo,(2p +1)]

(4.56)

renormalization-group approach, the idea is to study the
flows of the matrices,

U, and [cosh(T)+ sinh(7)o}(2p)os(2p+1)],

and determine the location of the critical point. The
ground-state energy is reconstructed from the constant
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factors which accumulate with each step of the
renormalization-group procedure.

3. Comparison to other calculations

The results of this calculation are quite striking when
compared to those obtained from the naive Hamiltonian
renormalization group or the operator ¢ expansion [6].
As expected, in the limit §=0, the analysis agrees with
the results of the naive Hamiltonian renormalization-
group calculation, A, =0.78, but this value increases to-
ward unity with increasing 8. For values of 6> 0.7, the
location of the phase transition is greater than 0.93,
which is better than the results obtained for the mean-
field calculation, which required working to order ¢’ and
larger values of 8. This is not really surprising since the
renormalization-group procedure is capable of producing
a much better starting wave function. To achieve this
kind of accuracy using the much more complicated ¢-
expansion approach to the renormalization group re-
quired working to at least > and tuning a free parameter
in the reconstruction procedure.

V. CONCLUSIONS

I have only scratched the surface of what can be done
using the higher-order symmetric approximation scheme
to organize lattice spin system and field-theory computa-
tions. While I touched upon the way in which one can
extract the properties of the (1-+ 1)-dimensional Ising
model, I did not discuss the pedagogically interesting
question of how to derive, for A>1, closed expressions
for the mixing of the two would-be vacuum states when
working in finite volume; nor did I talk about the simple
picture which emerges of the important role played by
solitons in this tunneling process. Furthermore, while I
discussed the mechanics of the Hamiltonian
renormalization-group process and the way in which one
can improve these calculations, I did not present a de-
tailed discussion of why this formalism does so much
better for a given amount of work. Given the length of
this paper, I decided that these largely pedagogical points
were better put off to another paper.

While I believe that this paper shows that the sym-
metric approximation scheme suggests many possible
ways of attaching nonperturbative problems, much work

Cy(8)=—8%L[B,[4,B]]1+%[4,[4,B]])

—8%(355(B,[4,[4,[4,B11]]— 55

— a5l A,B),[B,[A4,B]]]+ 5[ 4,[4,[ 4
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remains to be done to see just how far one can get with
more interesting examples both in one, two, and three
space dimensions. The application of these ideas to anti-
ferromagnets and Hubbard models are of particular in-
terest. While the addition of fermions to the scheme
poses no particular problems, it remains to be seen if the
subtleties of such models can be easily extracted using the
tools presented. Furthermore, although interesting possi-
bilities for carrying out calculations in lattice gauge sys-
tems suggest themselves, detailed calculations have yet to
be carried out and it remains to be seen how they will
compare to results obtained from strong-coupling expan-
sions, high-order ¢ expansions, and Monte Carlo calcula-
tions. Preliminary study of these questions show that, as
for the cases studied in this paper, heretofore puzzling as-
pects of t expansions, Padé approximants, and Hamiltoni-
an renormalization-group calculations become easier to
understand. Also, the same analysis shows there are
many fewer terms at each order than for the correspond-
ing ¢t expansion. This suggests that MAPLEV, the comput-
er algebra program used for these calculations, will be
able to handle computations in the more interesting cases
as well.
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APPENDIX

Since the general derivation of the higher-order sym-
metric expansions leads to formulas which cannot be
easily evaluated beyond terms of order 83, I begin by giv-
ing explicit forms for the expansions used in the body of
the paper. The formula for the simplest symmetric ex-
pansion of a sum of two operators is given by

e—S(A+B):e—BA/ZeAéB/ZeCﬂS)e —8B/2,—5A4/2 (A1)
where the operator C,(8) can be written as
C3(8)= 3 8710y, 4, - (A2)

n=1

Up to and including terms of order 8, we have

,[4,[4,B]]]]

[ 4,B]]1]1]+ (B, [B,[B,[ 4,B]]]])

480

—8" (574 [B,[B,[B,[B,[4,[4,B1111]1— 4z[[ 4,B),[B,[B,[B,[ 4B]]]]]
+ 5 [B,[4,B]),[B,[B,[4,B]]]]+ 55[B,[B,[B,[4,[4,[4,B]]]]]]
~ el A,B1,[B,[B,[4,[4,B]]]]]+ 55[[B,[4,B]],[B,[ 4,[ 4,B]]]]
+ 5[ A4,[A,B]],[B,[B,[ 4,B]]]]+ 5755 [B,[B,[ 4,[4,[ 4,[ 4,B]]]]]]
+ 5% [ B, [B,[B,[B,[B,[ 4,B]1]1]1]~ 1335 ([[ 4,B],[B,[ 4,[ 4,[ 4, B]]]]]
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+wel[B,[4,B]],[4,[4,[ AB]]]]+ 555[[4,B1,[[4,B],[ 4,[ 4,B]]]]
+ 5w [ B[ 4,[4,[4,[4,[A,B]]]]]]— 575 [4,B1,[ 4,[ 4,[ 4,[ 4,B]]]]]
+ %[ 4,[4,B1],[4,[4,[4,B]]]]]+55[[4,[4,B]],[B,[ 4,[4,B]]]]
+ s 4,[4,[4,[4,[4,[4,B]]1]11]+ 5[ 4,B1,[[4,B],[B,[4B]]]]) . (A3)

The formula for a sum of three operators is

— — - - ci(8) _ - —
e 8(A+B+C)=e 8A/2e 5E/2e SC/Ze 3% 8C/2e SB/Ze 5A/2’ (A4)

where, up to and including terms of order 8°, we have
C| (5)_—53(214[/1,[14 Bl]+4[4,[4,Cl11+4[B,[4,B]]+ %[B,[4,C1]1+%[B,[B,C]]
+[C,[4,B]]1+%[C,[4,Cl1+%[C,[B,C]D
—8%(5%5[C,[C,[4,[4,B]11]— ([ 4,C1,[B,[ 4,C]1]—4%[[B,C],[B,[B,C]]]
—55l[4,CLIC,[4,B]]1]+ 55[C,[B,[B,[B,C]]1]+ [C,[B,[ 4,[ 4,C]]]]
—55l[B,CL[B,[4,C]]]+ [C,[C,[C,[ 4,B]]]]+ 4[C,[C,[C,[B,C]]]]
+ 445G [C,[C,[4,C111]1—55[[4,B1,[C,[4,C]]]— ([ 4,B],[B,[B,C]]]
+,—9—23[B,[B,[B,[B,C]]]]+;,‘3—°[B,[B,[B [4,C]11]+[C,[B,[B,[ 4,B]]]]
35 [B,[A,B]],[B,C]]+ 4[B,[B,[B,[ 4, B]]]]+430[3,[A,[A,[A,C]]]]
—5[[4,B),[B,[ 4,B]]]+35([B,[B,[4,[4,B]]]]— [[B.C1,[4,[ 4,C]]]
— 45[[4,C1,[4,C[4,C11]1+45(C,[4,[4,[4,C111]1—355[[4,B],C[C,[ 4,B]]]
—+5l[B,CL,[4,[4,B,]1]+ 75[C,[B,[4,[ 4,B]]]1]+ 55[[B.[4,B]],[ 4,C]]
—55[[B,CL[C,[B,C]]]+35([B,[B,[4,[4,C1]1]]—55[[4,B],[B,[ 4,C]]]
+55[C,[C,[B,[B,C111]+ 3[B,[ 4,[ 4,[ 4,B]11]—45[[4,B],[ 4,[ 4,B]]]
+45(C,[4,[A4,[4,B]]]1]—35[[4,B],[4,[4,C]]]— 5[ 4,C1,[4,[4,B]]]
+ 5[ A4,[4,[4,[4,B1]]1+ 55 4,[4,[4,[4,C1]111+[C,[B,[B,[ 4,C]]]]
— 15[ 4,B1,[C,[B,C11]—35[[B,CL[C,[4,B]]]— 5[ 4,C],[B,[B,C]]]
+35(C,[C,[4,[4,C111]1—35[[4,CL[C,[4,C11]1—55[[B,C,[C,[ 4,C]]]
— 5[ 4,CL[C,[B,C]11+4[C,[C,[B,[ 4,B]]]1]+ 1&[C,[C,[B,[4,C]]]D .

The derivations of formulas of this type all follow the same general pattern. While, as I have already noted, the for-
mulas one derives in this way can be difficult to use, it is useful to understand the ideas behind the derivation to appreci-

ate why the statements made in the body of this paper are valid. I will now sketch the derivation for the simplest case
of the sum of two operators.

The symmetric expansion for a sum of two noncommuting operators requires that we find an operator C;(8) such
that

C,4(8)
eS(A+B)=e8A/ZeBB/2e 3 eSB/ZeGA/Z i

Equivalently, by multiplying both sides of this equality by e ~32/%¢ ~84/2 on the left and e ~°4/%¢ —8B/2 e can convert
it to

C,4(8) - — —
e 3 =e BB/ZeBA/ZeS(A-f-B)e BA/Ze 88/2.

Expanding the exponentials on the right-hand side of the equation yields

e = i (_1)1+1+m+n81+k+1+m+nB’Ak(A+B)A”‘B"
Jk,I,m,n=0 JlkUim!n! '
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and taking the logarithm of both sides, we arrive at

o, B A (4+B) 4™ B" - B A4 +B) 4™ B
rj e tmytng - - K m n !

C4(8)= > (=18

rjpkplyympng..

, (AS)

Jpokppl,mpn,
where
p,=r+j,+k,+m+n,+ - +j,+k,+m,+n,,
q,=j1tk,+l,+m+n+ - +j +k,+1l,+m,+n, .

While with great effort one could manipulate this expression into a sum of multiple commutators, there is a trick
which simplifies this task. This trick is based upon the observation that the mapping
1
0,0, - (On_’;[(ol?[(ob[@}’ [0, O, T,
which takes a formal product of n operators into a multiple commutator—in other words, a member of the Lie

algebra—is the identity mapping when applied to something which is already in the Lie algebra. This statement as-
sumes, of course, that the basic mapping is extended to a sum of products by linearity. Thus, for example,

@1(92_@2@1—’%[(91,(92]_%[@2,@1]=[@1,@2] .

Since one knows that Eq. (AS5) can be expressed as a sum of commutators, it follows that every term in the sum appear-
ing on the right-hand side of the expression can be independently mapped into a sum of commutators. Of course, this
means that terms which have more than one power of 4 or B as the rightmost factor in a summand vanish identically.

As I have already noted, the formula which one obtains in this way is difficult to work with. In practice, I have found
that the simplest way to generate higher-order terms is to teach a symbolic math program, in my case MAPLEV, to do
the explicit multiplication of finite power series and then simplify the result by applying the mapping defined above to
the result.
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